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ABSTRACT 

Comparative online shopping tools allow users to compare similar products from 

different vendors.  Despite the availability of a multitude of online retail web sites, there 

is a lack of effective comparative online search tools available for consumer use.  

Currently, consumers who want to compare similar products from different retail 

websites carry out the task by searching individual websites.  Effective algorithms that 

can extract accurate product (as opposed to non-product) information from different 

vendors and represent them on a comparative basis have the potential to significantly 

reduce online shopping times.  As a first step towards building such a comparative tool 

(for any product category), product web pages need to be identified.   

The objective of this research is to develop and test algorithms to identify product 

web pages among a collection of product and non-product web pages.  A typical web 

page can be identified by a Uniform Resource Locator (URL) and contains text (user 

interface data) and html code (user-hidden data which includes title tags, anchor tags, 

head tags and body tags) that can be utilized to classify web pages.  The first algorithm is 

based on using URLs to identify product web pages.  The second algorithm proposes and 

tests three methods of screening html information to create feature sets as input data to 

the Support Vector Machine (SVM) algorithm.  Each feature set generated from the three 

techniques is given as input to the SVM and the classification accuracy is determined.  

The highest classification accuracy obtained determines the best Hyper Text Markup 

Language (HTML) screening method to create the feature set.   
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The data set for the first algorithm consisted of seventy six URLs from product 

and non product web pages of a commercial computer vendor.  The data set for the 

second algorithm consisted of one hundred product and non-product web pages each 

from four commercial vendors.     

The experimental result using the first algorithm to identify certain web pages is 

promising, provided there are valuable keywords in the URLs.  Using the feature set 

generated by method 3, the SVM based algorithm provided a good classification 

accuracy of 93% and also reduced the learning phase of the SVM algorithm.  The thesis 

presents experimental results in detail and also discusses the advantages and limitations 

of the developed algorithms. 
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Chapter 1 

 

Introduction  

Internet usage, on a national and global scale, has increased exponentially (1) and 

has empowered consumers in gathering and researching information in the economic and 

sociological spheres.  Commercial product and service vendors selling their products or 

services in the online web-based environment have also benefitted by making their 

products or services available for consumer research and purchase in an environment that 

overcomes geographical and store open-hour limitations (2).  Commercial vendors 

represent themselves to the consumers on their web sites with web pages on product 

information and non-product information such as company information, customer support 

and services, career information etc.  For consumers, comparing similar products from 

different vendors using different web sites is often time consuming and hence can 

influence a consumer‟s attitude towards online buying.  To overcome the inefficiency 

associated with researching multiple vendors, a comparative online product tool can 

assist the consumers wishing to compare products from different web sites (online 

vendors) before buying a product.   

 Websites for catalog companies such as PriceGrabber and Amazon display 

different products from various manufacturers.  These companies generally require the 

commercial vendors (examples: Dell, HP) to provide the product information that needs 

to be displayed.  This creates a dependency on the commercial vendors which hinders the 
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development of an automatic construction of product ontology to be displayed on the 

online comparative tool. 

As a first step towards building an online product comparative tool, product web 

pages have to be separated from non-product web pages from commercial online 

vendors.  In this context, we define product web pages as those web pages containing 

information about the product and its features and non-product web pages as those web 

pages that contain information related to the commercial vendor or customer service.   

1.1 Problem statement 

Web pages differ in terms of content and homogeneity.  Furthermore, web pages 

contain irrelevant information such as html tags, advertisements, privacy notices and 

more that poses a challenge to classify web pages accurately.  Methods using keywords 

in the Uniform Resource Locator (URL) without mapping the URLs into feature vectors 

or without adding components have currently not been studied.  Also, the utility of the 

potential information present only in the head section of a web page has currently not 

been studied and experimented. 

1.2 Research contributions 

To identify product web pages, two algorithms are proposed.  The first algorithm 

uses URLs to identify the product web pages.  The second algorithm proposes three 
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methods to preprocess the web pages to create feature sets for the Support Vector 

Machine (SVM) algorithm. 

1.3 Organization of this thesis 

Chapter two provides background concepts related to clustering techniques, 

classification techniques and information retrieval.  Chapter three discusses the related 

work done in the areas of web page classification.  Chapter four discusses the two 

developed algorithms. Chapter five describes the experiments conducted.  Chapter six 

provides results and discussion of the experiments.  Chapter seven discusses conclusion 

and chapter eight discusses potential future work.   
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Chapter 2 

 

Preliminaries 

The objective of this chapter is to introduce methods and concepts utilized in this 

research and provide the reader with the background knowledge necessary for 

interpreting the study.  Specific concepts in clustering, classification and information 

retrieval will be discussed.  The concepts discussed in Sections 2.1 and 2.2 are adapted 

from the book, The Elements of Statistical Learning by T. Hastie, et al. (3) and the 

concepts discussed in Section 2.3 are from the book, Introduction to Information 

Retrieval by C. Manning, et al. (4). 

2.1 Clustering Technique 

Clustering is the process of grouping similarly defined samples from a collection 

into subcategories called classes.  Clustering algorithms are typically unsupervised 

techniques that generate a function based on the samples (called training samples) 

features (characteristics) without the prior knowledge of the class the sample belongs to.  

A new unlabelled sample (called test sample) when given to the algorithm generated 

function, decides which class the sample belongs to. Clustering technique such as k-

means is discussed below.  
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2.1.1 k-means 

k-means is a clustering algorithm that finds clusters (classes) and cluster centers 

in a set of unlabelled samples.  Initially, the number of cluster centers k, is randomly 

chosen from the training samples.  For each cluster center, a subset of training points that 

is closer to it than any other center based on Euclidean distance is identified and grouped 

together.  The means of each feature for the samples in each cluster are computed, and 

this mean vector becomes the new center for that cluster.  The k-means algorithm 

iteratively moves the centers to minimize the variance within the cluster.   

2.2 Classification Techniques 

Classification is the process of assigning samples to predefined categories based 

on the characteristics of the samples.  Samples in a category will be very similar to each 

other compared to a sample in another category.  Classification techniques are typically 

supervised methods, where the learning model is trained with labeled samples.  

Classification techniques such as k-nearest neighbor (k-nn), Linear Discriminant Analysis 

(LDA), Quadratic Discriminant Analysis (QDA) and Support Vector Machine (SVM) 

algorithms are discussed below.   

2.2.1 k-nearest neighbor 

k-nearest neighbor (k-nn) is a supervised classification learning algorithm used to 

classify samples.  The purpose of this algorithm is to classify a new sample based on its 
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features and labeled training samples.  The algorithm is memory-based and does not 

require a model to be fit.  Given a query point x0, k training points closest in distance 

(Euclidean distance) to x0 are found.  Based on the majority of the neighbors found, the 

new query is classified to its cluster.  Any ties in voting are broken at random.   

2.2.2 Linear Discriminant Analysis 

Linear Discriminant Analysis (LDA) is a supervised statistical method to classify 

samples into two classes based on the features that describe the samples.  LDA creates a 

linear classifier based on the features of the samples in the data set.  LDA method 

assumes that the classes have a common covariance matrix.  The equal covariance 

matrices cause the normalization factors to cancel, as well as the quadratic exponents.  

LDA functions for each sample/class are computed by Eq. 2.1. 

   ( )    
 ∑     

 

 

     
 ∑   

                     (Eq. 2.1) 

where    is the prior probability of class k. 

The functions computed for each sample in each class are cross validated with the 

corresponding labels and the accuracy of the classification is obtained. 

2.2.3 Quadratic Discriminant Analysis 

In this method, an input x is classified into one of the two classes.  Quadratic 

Discriminant Analysis (QDA) separates the two classes of samples by a quadratic 

surface.  In QDA, the groups are normally distributed and unlike LDA, the covariance of 
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each class is not assumed to be identical.  QDA functions for each sample/class are 

computed by Eq. 2.2.   

   ( )    
 

 
    |∑ |   

 

  
(     )

  ∑ (     )
  
             (Eq. 2.2) 

The functions computed for each sample in each class are cross validated with the 

corresponding labels and the accuracy of the classification is obtained. 

2.2.4 Support Vector Machine 

Support Vector Machines (SVMs) are a supervised learning method used for 

classification of samples into two or more classes.  Here, the input vectors are mapped 

into a very high dimensional feature space.  The algorithm constructs parallel 

hyperplanes, one on each side of the separating class and the hyperplane with the largest 

separation margin between the training points of the two classes is chosen.  SVM then 

creates a model trained with input examples to predict the class of a new sample.   

2.3 Information Retrieval 

 “Information retrieval (IR) is finding material (usually documents) of an 

unstructured nature (usually text) that satisfies an information need from within large 

collections (usually stored on computers)” as given by C. Manning, et al. (4).  The 

process of information retrieval involves a series of methods.  Here we discuss two 

concepts, vector space model and term frequency-inverse document frequency (tf-idf) 

which are used in our proposed algorithms.    



8 

 

 

2.3.1 Vector Space Model 

The vector space model is a representation of documents as vectors.  Each 

dimension of the document is a unique term present in the document and each term is 

associated with a weighted value.  There are several ways of calculating the weighted 

value.  Here, we calculate the weighted value based on tf-idf (described in Section 2.3.2).  

If a term is present in the document, a non-zero value is assigned to the corresponding 

dimension of the corresponding document as the weight.  Else, the weighted value is 

assigned zero.   

2.3.2 Term Frequency-Inverse Document Frequency 

Term frequency can be defined as the number of times a term t occurs in a 

document d and represented as tft,d.  With the term frequency, all words are treated with 

equal importance during the assessment of query relevance.  Hence, it would not be 

sufficient to consider term frequency alone.  Instead, document frequency dft, the number 

of documents in a collection, N, that contains the term t, would play a major role.  To 

calculate the importance of the term, inverse document frequency (idf) of a term t is 

obtained as follows: 

idft =    
 

   
           (Eq. 2.3) 

The idf tends to have a low score for a frequently occurring term and a high score 

for a non-frequently occurring term.  Combining the term frequency and inverse 

document frequency, a weight for a term t in a document d, is obtained as follows: 
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tf-idf = tft,d  * idft                (Eq. 2.4) 

According to C. Manning, et al. (4), the tf-idf weight assigned to a term t in a document d 

is 

1. Highest when t occurs many times within a small number of documents (thus lending 

high discriminating power to those documents); 

2. Lower when the term occurs fewer times in a document, or occurs in many documents 

(thus offering a less pronounced relevance signal); 

3. Lowest when the term occurs in virtually all documents. 



 

 

 

 

Chapter 3 

 

Related Work 

In this chapter, previously published research work in classification of web pages 

using k-means, k-nearest neighbor and SVM algorithms is discussed.  Other techniques 

such as Latent Semantic Indexing (LSI) and using URLs applied to classify web pages 

are also discussed.   

3.1 Clustering algorithm 

Previous work has been conducted in the areas of clustering algorithms in the 

context of web pages, sensor networks, spatial databases and more.  Strehl, et al., (5) 

compared clustering approaches such as random baseline, self organizing feature map, 

generalized k-means, weighted graph partitioning and hyper graph partitioning across a 

variety of similarity spaces to cluster web documents.  Their results indicated that graph 

partitioning was better suited for word frequency based clustering of web documents than 

the other algorithms they experimented on.  They also indicated that the Euclidean 

distance was not suited for collection of documents with high dimensions and sparse 

features.  In another study, Wulfekuhler and Punch (6) used Euclidean distance as the 

distance measure between documents and nearest neighbor decision rule as the pattern 
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classifier.  To improve classification accuracy the authors used feature selection methods 

such as sequential forward selection, sequential floating feature selection and genetic 

algorithm search.  Their results indicated that the classification accuracy using feature 

selection was successful, but the resulting features obtained were not successful in 

seeking new documents.   

3.2 Classification algorithms 

Previous researches in the context of classifying web pages have used 

classification algorithms such as k-nn, SVM, naive Bayes classifier, neural networks 

among others.   

k-nn and variants of knn algorithm have been applied to classify documents.  

Kwon and Lee (7) used k-nn approach to classify documents.  To reduce the noise terms 

in the training samples, the authors used feature selection methods such as expected 

mutual information (EMI) and mutual information (MI).  The authors also recommended 

a tag weighting scheme that annotated important words within certain HTML tags.  Apart 

from the cosine similarity generally used with k-nn, the authors recommended a new 

similarity measure that is designed to take into account the matching factor between two 

documents.  Baoli, et al., (8) extended a variant of k-nn algorithm developed by Yang, et 

al., (9) to a multi class categorization wherein the authors used different numbers of 

nearest neighbors for different classes to predict the class of the test sample.  The authors 

concluded that their methods were less sensitive to the parameter k and were able to 

classify documents belonging to smaller classes with a large k. 
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One of the early works in text categorization using SVM was introduced by 

Joachims (10).  The experimental results of Joachims (10) showed that SVMs performed 

consistently well for text categorization compared to naive Bayes classifier by Joachims 

(11), Rocchio algorithm by Rocchio (12), k-nearest neighbor classifier by Mitchell (13), 

Yang (14) and C4.5 decision tree/rule learner by J.R. Quinlan (15).  Shen, et al., (16) 

utilized web page summaries created by human editors to boost classification accuracy.  

The authors attempted to extract relevant features and then classify the web pages using 

standard text classification algorithms such as naive Bayes classifier and SVM.  The 

authors concluded that the summarization based classification method achieved an 

improvement of 8.8% compared to pure text based classification method.   

Context features of web pages have been studied to create feature sets for 

classification algorithms.  Sun, et al., (17) used text and context feature sets of web pages 

to classify them using SVM.  The authors used two types of context features: title and 

hyperlink.  The feature extraction methods included text only, text + title, text + anchor 

words and text + title + anchor words.  Their F1 measure results were improved 

compared to the FOIL-PILFS method proposed by Craven and Slattery (18).  Kan (19) 

used URL information by segmenting the URL as tokens and using them as the feature 

set.  The author describes a title token based finite state transducer in which the tokens 

are split from the URL and segments are expanded (as an example, 'cs' expanded as 

computer science).  The author used SVM to classify the web pages and the methodology 

resulted in enhanced accuracy compared to the source document based features.   
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Dumais and Chen (20) used hierarchical structure to classify a heterogeneous 

collection of web content to support classification of search results.  Taking advantage of 

the hierarchical structure, they proposed to use SVM to obtain small advantages in F1 

measure.  Wong and Fu (21) extracted hierarchical structure of web pages to use for their 

labels discovery algorithm.  Their algorithm was developed to discover similar labels 

which describe similar information.  Their experiments suggest that web pages can be 

distinguished accurately by using the structural knowledge obtained.  Yu, et al., (22) 

developed a Mapping-Convergence (MC) algorithm that used positive based examples 

eliminating the need to collect negative examples while providing classification accuracy 

as high as traditional SVM.  However, their algorithm takes longer time to train one class 

in comparison to the traditional SVM.   

3.3 Other techniques  

Riboni (23) utilized a combination of hyper textual and local representations of 

web pages to improve classification accuracy.  The author used feature selection 

techniques and Latent Semantic Indexing (LSI) to reduce the high dimensionality in a 

large corpus of documents.  The author concludes that the combination of using words 

from the web pages with hypertext can improve classification performance.  Pierre (24) 

elaborated the importance of HTML meta tags as a good source of text features.  The 

author describes a framework that involves targeted spidering and opportunistic crawling 

of specific semantic hyperlinks to automatically classify web sites into industry 

categories.  Baykan, et al., (25) split the words in the URL as tokens to be used as 
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features.  The authors also used n-grams as features as it has the capability to detect 

subwords that could be meaningful.  Each of the feature sets were experimented with 

SVM, Naïve Bayes and Maximum Entropy.  Kan and Thi (26) split the URL and added 

component, sequential and orthographic features to model salient patterns.  These 

features were then used in supervised maximum entropy modeling.   

3.4 Summary 

The algorithms or techniques to classify web pages discussed in this chapter are 

mostly applicable to web pages in general.  These algorithms are mostly tested on data 

sets such as Web-KB data set available as the four universities data set at (27) for web 

page classification problems.  The algorithms mainly focus on improving classification 

accuracy or the F-measure.  Most of these algorithms do not mention about their 

relevance in real-time applications.  Since our work focuses on classifying product and 

non-product web pages, better algorithms can be proposed and tested on a specific 

collection of web pages.  Developing and testing algorithms on a specific collection of 

web pages gives an advantage of better utilizing the information in our data set.  This can 

help in developing faster algorithms that can be used in real-time, scalable applications.
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Chapter 4 

 

Developed Algorithms 

In this chapter, a rule-based algorithm and a machine learning based algorithm are 

introduced.  The rule-based algorithm uses Uniform Resource Locators (URLs) to 

identify product web pages.  The machine learning based algorithm preprocesses web 

pages to create feature sets as input to the SVM to classify the web pages as product or 

non-product.  The motivation of the proposed algorithms is also discussed. 

4.1 Rule-based algorithm 

A web site typically contains numerous web pages and each web page is 

associated with an URL.  To test the effectiveness of utilizing URLs to identify product 

web pages, URLs of a minimum of fifty webpages from the websites of each of four 

commercial computer vendors namely Dell (www.dell.com), Hewlett Packard 

(www.hp.com), Acer (www.acer.com) and Lenovo (www.lenovo.com) were collected 

and analysed.  It was seen that the URLs of the Dell Corporation‟s web pages followed a 

defined way of generating their URLs.  A URL from a product web page from the Dell 

website typically had the terms “products” or “product details” while a URL from a non-

product web page had the terms “service” or “support”.  Few examples of URLs (product 

and non-product) from the Dell website are shown in Figure 4.1.     



16 

 

 

By reading the URL of a Dell web page, one could most likely decide whether the URL 

of the web page was linking to a product or a non-product content.  However, the URLs 

of web pages from the other three computer vendor websites, namely Hewlett Packard 

(HP), Acer, and Lenovo did not have a predictable pattern in the URLs.  Few examples of 

such URLs are shown in Figure 4.2.   

 

 

 

 

 

 

 

 

 
URLs with product web page content: 

http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&ref=dt 

http://www.dell.com/content/products/productdetails.aspx/inspndt_530?c=us&cs=19&l 

 

URLs with non-product web page content: 

http://www.dell.com/content/topics/segtopic.aspx/services/your_tech_team?c=us&cs=19 

http://support.dell.com/support/index.aspx?c=us&l=en&s=dhs&~ck=mn 

 

Figure 4.1: Example URLs  from the website of the Dell corporation 
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It is noticeable from the example URLs in Figure 4.2 that it is difficult to 

distinguish the content of the web pages as product or non-product based on the words in 

the URLs.  

The motivation for the rule-based algorithm was proposed after observing the 

patterns in the URLs from the Dell website.  To test the effectiveness of the algorithm an 

initial data set of URLs from the web pages of the Dell Corporation (www.dell.com) was 

collected.  The data set consisted of seventy two URLs: thirty six URLs with product web 

page content and thirty six URLs with non-product web page content.  The proposed 

algorithm to identify product web pages using URLs is shown in Figure 4.3. 

 

 

 

URLs with product web page content: 

http://www.shopping.hp.com/webapp/shopping/computer_can_series.do?storeName= 

computer_store&category=notebooks&a1=Brand&v1=Compaq+Presario&series_name= 

V6500Z_series 

 

http://shop.lenovo.com/SEUILibrary/controller/e/web/LenovoPortal/en_US/catalog.work 

flow:category.details?current-catalogid=12F0696583E04D86B9B79B0FEC01C087 

&current-category-id=52A252555D554F338EB4B3178B3B6554 

 

URLs with non-product web page content: 

 

http://welcome.hp.com/country/us/en/contact_us.html 

 

http://www.acerpanam.com/synapse/forms/webpage.cfm?siteid=7293&areaid=7&websit

e=AcerPanAm.com/us 

 

Figure 4.2:  Example URLs from  the webpages of HP, Acer and Lenovo Corporations 



18 

 

The algorithm described in Figure 4.3, initially takes an input of text file 

containing URLs from the Dell website.  Each line (an URL) from the text file is read and 

tokenized into single words.  Each URL is checked if it contains the keywords “product” 

or “productdetails.”  If the URL contains the mentioned keywords, the URL is said to be 

linking to a product web page and a label “1” is assigned in a file named “Assigned label 

file.”  Else, the URL is considered to be linking to a non-product web page and a label “-

1” is assigned in the “Assigned label file.”  Later, each original label is compared with 

the corresponding assigned label to check if both contain the label 1.  If both contain the 

label 1, the counter (variable-correct in Figure 4.3) is updated.  The number of URLs 

 

 

Input: 1. Text file containing URLs of Dell website from product and non-product web 

pages  

           2. Original label file 

 

Output: Percentage of accurately identified product web pages 

 

total = number of URLs in the file 

for each URL in the text file 

     tokenize the URL 

     if the URL contains a token "products" or "productdetails" 

          URL is classified as product web page  

          Assign label 1 in a file (Assigned label file) 

     else 

          Assign label -1 in a file (Assigned label file) 

end 

 

for each value in original label file  

     if the label value in Original label file equals Assigned label file and equals 1 

          correct++; 

accuracy= correct/ total number of URLs linking to product web pages 

display accuracy 

 

Figure 4.3: Algorithm to identify product web pages using URLs 
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correctly identified is calculated by dividing the counter by the total number of URLs 

linking to product web pages.   

4.2 Machine learning based algorithm 

The Hyper Text Markup Language (HTML) code of a web page generally 

contains a head section and a body section.  By studying the head sections of the web 

pages from our data set (detailed in Section 5.1), we recognized the presence of valuable 

information that can be utilized for classification of web pages as product or non-product.  

Certain words in the head section of these web pages were regarded as key words, which 

were characteristic of product web pages or non-product web pages.  Identified keywords 

for product web pages were "buy", "printer", "laptop", "desktop", "server", "product", 

"technical" and "catalog."  And keywords for non-product web pages were "support", 

"service", "configuration", "built", "shopping" and "customer."  The key words were 

selected based on their frequency of occurrence in the head sections of either product or 

non-product web pages.  The presence of these keywords motivated us to propose three 

methods described below to screen web pages (to create feature sets) before providing 

them as input to SVM.  

1. Method 1 was based on the occurrence of proposed keywords from the head 

section of the web page.  The keywords mentioned above are treated as the dimensions in 

the feature space.    

2. Method 2 was based on the occurrence of proposed keywords from the head 

and the body section of the web page. 
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3. Method 3 used all the words from the head section of each web page as 

keywords.   

Using each of these methods, three individual files were created, each containing 

a feature space.  A feature space contains each sample as a point in the „n‟ dimensional 

space.  The feature space created using method 1 and method 2 contained two hundred 

samples and fourteen dimensions.  The feature space created using method 3 contained 

two hundred samples and the number of dimensions depends on the maximum number of 

words in the head section of the web pages from our data set.  The dimensions in the 

feature space are presented in a word vector form as described in Section 5.2.1.  Hence, 

each file would contain a document-term matrix, with the dimensions in the word vector 

representation as shown in Table 5.1.   

Each file containing the feature space was divided into training data and test data.  

Each training data was given as input to the SVM light package by T. Joachims (28), an 

implementation of the SVM algorithm (29).  The SVM algorithm creates a model that 

can be tested with the test data.  The SVM light package outputs the evaluation metrics: 

classification accuracy, precision, recall, duration of learning phase, all of which are 

explained in Section 5.4.   



 

 

 

 

Chapter 5 

 

Experiments 

The objective of this chapter is to describe the data sets and the evaluation metrics 

used in this research to evaluate the proposed algorithms in Sections 4.1 and 4.2.  Two 

types of data sets were collected to test the rule-based and machine learning based 

algorithms.  This chapter also discusses the conversion of web pages to a document-term 

matrix which is a necessary process to evaluate the proposed algorithms.   

5.1 Data Set 

5.1.1 Data set for the rule-based algorithm 

For the rule-based algorithm, we manually collected seventy two URLs from the 

Dell Corporation website.  To test the effectiveness of the URLs to identify product web 

pages (from non-product web pages), thirty six URLs linking to product web pages and 

the remaining thirty six URLs linking to non-product web pages from the Dell 

Corporation website were collected.  These URLs were experimented with the rule-based 

algorithm shown in Figure 4.3.  Given that there is no standard convention for naming 

URLs, websites have varying and undefined URL text structures.  Since the words in the 
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URLs from the Dell website had a clear pattern (Sample of these URLs is shown in 

Figure 4.1), these URLs suited well for the application of the rule-based algorithm.   

5.1.2 Data set for the machine learning based algorithm 

For the machine learning-based algorithm, we collected a total of hundred web 

pages each of product and non-product from the web sites of Dell (www.dell.com), 

Hewlett Packard (www.hp.com), Acer (www.acer.com) and Lenovo (www.lenovo.com) 

corporations.  Product web pages were defined as web pages containing information 

(technical) about a marketable hardware.  Marketable hardware included desktops, 

notebooks, printers and other hardware accessories.  A sample of product web page is 

shown in Figure 5.1.  

 

 

Figure 5.1: A sample product web page 
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Non-product web pages were defined as web pages containing information 

regarding technical support, customer services or other information about the vendor that 

did not directly relate to a hardware product.  A sample of non-product web page is 

shown in Figure 5.2  

5.2 Cleaning web pages 

Web pages contain many stop words such as 'the', 'of', 'an', 'a' and 'as'.  A 

complete list of stop words is given in the web link in Glasgow IDOM-IR linguistic 

utilities (30).  Stop words were filtered before the document-term matrix was created as 

they contribute to high number of dimensions and do not contribute significantly in 

 

 

Figure 5.2:  A sample of non-product web page 
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characterization of the web page.  A stemmer was also used so that words such as 

“computer” and “computers” are considered the same unique word. 

5.2.1 Converting a web page to a document-term matrix with dimensions as a word vector 

To provide the web pages as input to the SVM light package (28), the web pages 

were converted to a document-term matrix, where each document is a vector with the 

dimensions in a word vector form.  This conversion was done by modifying an existing 

program in Word Vector Tool, a JAVA library developed by Wurst (31).  The steps 

involved in converting the web pages to a document-term matrix using (31) are shown in 

Figure 5.3.   

 

The outputs of the above program (Figure 5.3) are a file with word list containing unique 

words from the collection of web pages without the stop words and a file containing a 

document-term matrix.  The vector obtained for each document is normalized to 

 

1. Input: Text documents containing the HTML source of web pages 

2. Tokenize the text documents 

3. Remove stop words and tokens that are not needed using stop word filter  

4. Map different grammatical forms of a word to a common term using stemmer 

5. Calculate a weighted value for each token based on tf-idf 

6. Outputs: Write to file word list and resulting vectors as a document-term matrix 

Figure 5.3: Steps to convert document containing text from web pages to a document-term matrix 

with dimensions as a word vector 
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Euclidean unit length.  The document-term matrix has the dimensions in a word vector 

form represented as "position of the word: weight" as shown in Table 5.1.     

 

In Table 5.1, 1:0.0260 is a word vector representation for the first word in the first 

web page with 1 referring to the first word in the word list and 0.0260 being the weight of 

the word in the collection of web pages.   

In the cases of the method 1 and method 2, we needed to use predefined word lists 

as we were interested in specific keywords as the dimensions.  For such cases, the 

program by Wurst (31) was modified to accommodate our methods Method 1 and 

Method 2, by giving an input of a word list that contained only the keywords mentioned 

in Section 4.2.   

5.2.2 Converting a document-term matrix with dimensions as a word-vector to a document-

term matrix with dimensions as a weight 

To provide the web pages as input to k-means, k-nn, LDA and QDA algorithms, 

the web pages need to be represented as a document-term matrix with dimensions as a 

weight instead of a word-vector form.  In this matrix, each document represented a row 

 

Web page1.txt;    1:0.0260 2:0.0583 3:0.0297 4:0.0464 6:0.0290  

Web page2.txt;    1:0.0033 2:0.0100 5:0.0075 6:0.0251 7:0.0129 

Up to 200th web page 

 

Table 5.1:  Sample of  a document-term matrix with each dimension represented in word-

vector form 
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and each unique word from the bag of documents (web pages) represented a dimension 

(also known as feature) in the document-term matrix.  Each value in the dimension is the 

weight of the word across the documents.  The document-term matrix with dimensions as 

a word-vector obtained from Section 5.2.1 was converted to a document-term matrix with 

dimensions as weight using the steps illustrated in Figure 5.4.   

The output file from the steps shown in Figure 5.4, a document-term matrix with 

dimensions as a weight is shown in Table 5.2.  

 

 

 

 

 
1. Input: File containing a document-term matrix with dimensions as a word 

vector 

2. Create an empty matrix with the number of dimensions obtained from the 

number of words in the word list 

3. For each row, each word vector‟s dimension number and its weight are 

obtained 

4. For each row, if the dimension number is present, the corresponding weight is 

assigned to the matrix.  Else, a weight zero is assigned to the non-present 

dimension number. 

5. Output: Write the matrix to a file 

Figure 5.4: Steps to convert the document - term matrix with word vector representation to a 

regular matrix 
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Once this document-term matrix was created, it was given as input to the 

clustering technique k-means and classification techniques such as k-nearest neighbor 

algorithms LDA, QDA.   

5.3 Effect of null values 

In the document-term matrix, a dimension was either represented as a word vector 

or as a weight.  If a tf-idf weight is associated with a word, that weight was assigned to 

the dimension of the document-term matrix for the corresponding row; else, a value zero 

was assigned.  In the document term matrix, if an entire dimension had no weight 

associated with it across all the documents, then that column was eliminated to reduce the 

number of dimensions.   

 

Label 1 2 3 4 5 6 7 Similarly for 

other words 

in the word 

list 

1 0.0260 0.0583 0.0297 0.0464 0 0.0464 0  

1 0.0033 0.0100 0 0 0.0075 0.0251 0.0129  

Up to the 200
th

 webpage 

 

Table 5.2: Sample of  a document-term matrix with each dimension represented as a 

weighted value 
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5.4 Evaluation metrics 

For the rule-based algorithm, accuracy was used as the evaluation metric to test 

the algorithm‟s effectiveness.  Here, accuracy was measured by 

           
                                                        

                                                  
 

For the machine learning based algorithm, the evaluation metrics are accuracy, 

precision, recall, F-measure and duration of learning phase.  The evaluation metrics are 

defined below. 

           
                                        

                                  
 

    

           
                                      

                                   
 

 

       
                                      

                                            
 

 

Duration of learning phase is the time taken by the algorithm to learn the web 

pages to create a model.  The duration was given in terms of Central Processing Unit 

(CPU) seconds.  CPU second is defined as the number of clock cycles used by the 

CPU * cycle time of the clock of the CPU.  

        F-measure was measured by the weighted harmonic mean of precision 

and recall.  F- Measure was calculated to determine the correctness of the testing 

phase.  The F- Measure is given by 
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5.4 Experimental set up 

A ten-fold cross validation was performed when the document-matrices were 

experimented on the machine learning based algorithm.  The files containing document-

term matrix were partitioned into ten sets.  For each of the ten iterations, a subset was 

treated as test data exactly once.  The evaluation metrics were then averaged over the ten 

iterations and are reported in Chapter 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Chapter 6 

 

Results and Discussion 

This chapter discusses the evaluation metrics accuracy, precision, recall, duration 

of learning phase and F-measure obtained from executing k-means, k-nearest neighbor, 

LDA, QDA and the proposed algorithms on the data set.  

6.1 Clustering Algorithms  

k-means was executed for feature sets created using Method 1, Method 2 and 

Method 3 (described in Section 4.2, Chapter 4), using initial points k=2.  Using Method 1 

(keywords considered from the head section of the web pages), the accuracy of 

classifying web pages as product or non-product was 67.8%.  Method 2 used the 

occurrence of keywords from the head and the body section of the web pages and 

resulted in a classification accuracy of 64%.  Method 3 used all the words in the head 

section as keywords and resulted in a classification accuracy of 72.5%.  Classification 

accuracies obtained using k-means are moderate compared to the classification accuracies 

obtained using SVM in Section 6.4 and hence the other evaluation metrics precision, 

recall, F-measure and duration of learning phase were not calculated.  
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The accuracy results obtained from the clustering algorithm are moderate 

compared to the classification accuracies obtained using SVM in Section 6.4 and hence 

not the best method for classifying web pages in our data set.     

6.2 Classification Algorithms  

k-nearest neighbor (k-nn) was executed for feature sets created using Method 1, 

Method 2 and Method 3 indicated in the above paragraph.  Executing k-nn for k=2 on 

Method 1, feature set created using keywords from the head section, resulted in a 

classification accuracy of 80%.  Method 2 used the occurrence of keywords from the 

head and the body section of the web pages to create feature set.  Executing k-nn on the 

feature set created using method 2 resulted in an increase in classification accuracy of 

81%.  Method 3 used all the words in the head section as keywords to create the feature 

set and resulted in a classification accuracy of 85%.     

Linear Discriminant Analysis (LDA) when applied to feature set created using 

Method 1 (keywords considered from the head section of the web pages) and Method 2 

(keywords considered from the head and the body section of the web pages).  LDA 

executed using feature set created using Method 1 obtained an accuracy of 85% and 

Method 2 obtained an accuracy of 75%.  LDA could not be applied to Method 3 as the 

number of dimensions in the feature space exceeded the number of samples (web pages).  

Quadratic Discriminant Analysis (QDA) was applied to the document-term 

matrices obtained using Method 1 (keywords considered from the head section of the 

web pages) and Method 2 (keywords considered from the head and the body section of 
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the web pages).  The accuracy could not be obtained for Method 1 as the matrix became 

singular during the experiment run.  Method 2 obtained an accuracy of 65%.  QDA could 

not be applied to Method 3 as the number of dimensions in the feature space exceeded the 

number of samples (web pages). 

The accuracies obtained with k-nn, LDA and QDA are average compared to the 

classification accuracies obtained using SVM in Section 6.4 and hence not the best 

classification methods for classifying web pages in our data set. 

6.3 Rule-based algorithm 

For the rule-based algorithm, there were seventy two URLs.  Thirty six URLs 

were linking to product web pages and thirty six URLs to non product web pages.  The 

algorithm was successful in obtaining an accuracy of 93.06%, Precision of 100%, Recall 

of 86.11% and F-measure of 92.54% as shown in Figure 6.1.  Out of thirty six product 

page URLs, thirty one of the URLs were identified correctly.  The remaining five URLs 

were not identified as product URLs since they did not have the keywords "products" or 

"product details."   
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Figure 6.1: Evaluation metrics of the rule- based algorithm compared 

 

It can be observed from Figure 6.1 that precision is 100% since the rule-based 

algorithm was based on the keywords “products” or “productdetails”.  Hence, the 

algorithm works moderately well for URLs from the Dell website.  The algorithm‟s 

complexity is in the order O(n), where n is the number of web pages.     

Most of the URLs from HP, Acer and Lenovo websites do not have the keywords 

“products” or “productdetails” and hence the rule-based algorithm described in Figure 4.3 

will not achieve good results for those URLs.   The collection of the URLs for our 

experiments does not represent URLs from diverse websites.  However, the advantage of 

using the words in the URLs as keywords cannot be undermined if the URLs follow a 

pattern.  
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6.4  Machine learning based algorithm 

This section provides the results of the machine learning based algorithm and 

compares the results with the approaches of Sun, et al (17).  In our algorithm, method 1 

used the occurrence of keywords from the head section of the web page as the 

dimensions in the feature space.  This method achieved an accuracy of 66%, precision of 

approximately 63%, recall of 84% and F-measure of 69.3%.  The duration of the learning 

phase for method 1 was 0.46 CPU seconds.  Method 2 which used the occurrence of 

keywords from the head and the body section of the web page as dimensions, obtained an 

accuracy of 55.62%, precision of approximately 51%, recall of 71.25% and F-measure of 

58.67%.  The duration of the learning phase for method 2 was 21.76 CPU seconds.  

Method 3 which used the occurrence of all the words from the head section of the web 

page obtained an accuracy of 93%, precision of 97.84%, recall of 88% and F-measure of 

91.93%.  The duration of the learning phase for method 3 was 0.051 CPU seconds.  The 

evaluation metrics accuracy, precision, recall and F-measure obtained by the three 

methods are compared in Figure 6.2. 
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Figure 6.2: The three methods compared in terms of accuracy, precision, recall and F-

measure 

 

It can be observed from Figure 6.2 that the accuracy, precision, recall and F-

measure obtained from method 3 is the highest.  Method 3 most likely performs better 

than the other two methods as the SVM algorithm has more features to be trained with.  

The duration of learning phase taken by the SVM algorithm is shown in Figure 6.3. 
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Figure 6.3:The three methods compared in terms of duration of learning phase 

 

From Figure 6.3 it can be observed that the duration of learning phase obtained 

from method 3 is the lowest.  Method 3 outperforms the other two methods because an 

efficient SVM model can be trained faster with more appropriate features available. 

Sun, et al., (17) proposed feature extraction methods with text only, text + title, 

text + anchor words and text + title + anchor words from the web pages as the dimensions in 

the feature space.  They applied their methods to the Web-Kb data set available as the 

four universities data set at (27).  The methods text only and text + title were applied to 

our data set to compare the evaluation metrics obtained with Method 3.  We did not 

compare their text + anchor words and text + title + anchor words as the relevant data was not 

collected in our data set.  The text only approach achieved an accuracy of 97.5%, 

precision of 96.52%, recall of 99% and F-measure of 97.61%.  The duration of the 

21.76 

0.46 0.051 
0

5

10

15

20

25

Method 1 Method 2 Method 3

Duration of learning
phase (CPU seconds)

Method 1: Occurrence of  
proposed  keywords in the head  
section 
 
Method 2: Occurrence of proposed  
keywords in the head and body  
section 
 
Method 3: Occurrence of all the  
words  as keywords in the head  
section 
 
 
 



37 

 

learning phase for this method was 0.12 CPU seconds.  The text and title approach 

provided an accuracy of 97.5%, precision of 99%, recall of 96% and F-measure of 

97.36%.  The duration of the learning phase for this method was 0.12 CPU seconds.   

The best result from our algorithm was obtained using method 3, which used all 

the words in the head section as the dimensions in the feature space.  The results from 

method three are compared with the results from the two methods of Sun, et al., (17) in 

Figure 6.4.   

 

 

Figure 6.4:Comparison  of evaluation metrics obtained from text+ title and text only 

methods of Sun, et al.,[10] and our method 3 

 

It can be observed from Figure 6.4 that our method 3 achieved a fairly good 

accuracy, precision and F-measure in comparison to the text only and text + title methods 

proposed by Sun, et al., (17).  However, in Figure 6.5 we can observe that the duration of 

learning phase using our method is 50% less than the two methods proposed by Sun, et 
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al., (17).  The lower duration of learning phase is probably because of the less content 

extracted from the web pages to create the feature space. 

 

 

Figure 6.5: Comparing duration of learning phase across Text+Title, Text only and 

method 3 

6.4.1 Summary 

The feature set created using Method 3, performs better than the feature sets 

created using Method 1 and Method 2 when experimented with the machine learning 

based algorithm.  The results illustrate that more features from the web pages in our data 

set helped in obtaining a better model with SVM.  Since the learning phase is low, using 

this approach towards a real-time, scalable application becomes feasible. 
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Chapter 7 
 

Conclusion 

The research described in this thesis resulted in the development of a rule-based 

algorithm and a machine learning based algorithm.  The rule-based algorithm was 

developed to identify product web pages and the machine learning based algorithm to 

classify web pages as product or non-product.  The rule-based algorithm used the words 

in a URL to identify if the URL links to a product web page.  The algorithm achieved 

fairly good result when experimented with our data set (URLs) by identifying 86.11% of 

the URLs linking to product web pages.  The research demonstrated that using URLs to 

identify web pages will be an efficient method, especially when online vendors use 

different technologies such as Java Server Pages, Perl, and Active Server Pages to build 

the content.   

The machine learning based algorithm utilized information in the head section of 

web pages as features in the document-term matrix.  This document-term matrix when 

given to the SVM algorithm resulted in a classification accuracy of 93% and lowered the 

duration of learning phase by 50%.  These results when compared to the previous work 

presented by Sun, et al. (17), on web page classification using text and text + title shows 

the advantage of the developed machine learning based algorithm.  The other advantage 

of this algorithm is the usage of less input data to the SVM algorithm. 
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The described research in this thesis also demonstrates that the above developed 

algorithms produced good result for our data sets.  The rule-based algorithm has the 

potential to be exploited more effectively and be utilized in real-time applications, if the 

commercial vendors generate their URLs in an identifiable pattern.  The machine 

learning based algorithm has the potential to be used in real-time, scalable applications as 

explained in the future work in Chapter 8. 
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Chapter 8 
 

Future Work 

An extension to the research conducted and described in this thesis would be in 

the area of eliminating irrelevant web pages (non-product).  In this context, the developed 

rule-based algorithm identifies URLs linking to product web pages.  However, the 

efficiency of web page identification needs to be enhanced, since currently some URLs 

that link to product web pages are not identified by the rule-based algorithm.  The 

enhancement can be done in the following way.  URLs not identified as linking to 

product web pages from the rule-based algorithm can be used to fetch the web pages they 

are linking to.  Instead of storing all the web pages from the commercial vendors in our 

data set, a subset of web pages can be eliminated on the basis of the rule-based algorithm.  

The remaining web pages can then be cleaned (using stop word filter and stemmer) to 

create feature sets and applied to the machine learning based algorithm.  This 

methodology may reduce the input data to the machine learning based algorithm and 

result in faster classification of web pages. 

An addition to obtaining the product web pages would be to display product 

information from different commercial vendors at one place on an online comparative 

tool.  To construct an online comparative tool, relevant product information from the 

product web pages will need to be extracted.  Algorithms that extract required 
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information from text, web pages have been attempted in the works by Soderland (32), 

Riloff and Jones (33) and Califf and Mooney (34).  However, the process of extracting 

relevant product information from the product web pages poses a challenge, since the 

products are represented in different ways (using tables, paragraphs in HTML code) by 

the commercial vendor‟s websites.  Once the product information are stored in a 

database, algorithms have to be developed to automatically integrate and maintain data 

up to date in the database (keep track of new product information that have to be stored in 

the database and remove old product information from the database).  Further, the 

product information stored in a database can be used to create product ontology to 

represent salient features of the products on an online comparative tool.   
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