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Abstract

In digital libraries, there are ambiguities present in an author’s name primarily when one name can have multiple variations, when multiple authors can share the same name and when the ambiguity exists due to incorrect input of data or due to incorrect extraction by automated software. Especially, in digital libraries, when this problem for author name ambiguity is persistent, it can be inconvenient for users. Authors would then be required to manually sort through the search result for a scholarly document or an article written by a particular author, in the absence of author name disambiguation techniques.

With great amount of research underway for author name disambiguation, where techniques are achieving almost 90-95 percent accuracy in displaying the accurate articles written by a particular author, the querying latency and the return of results, of such algorithms is slow. Further although such algorithms exist there are very few, if any, end-to-end services that provide a web accessible platform to submit a query and obtain the disambiguated articles with simply the click of a button.

In this thesis, we propose a hierarchical approach to attain a faster querying latency while maintaining the same accuracy of 90-95 percent. We further propose an end-to-end service that provides an API to achieve ease in use of the algorithm and user satisfaction. We show that our hierarchical method outperforms the most accurate random forest approach. Finally, we also provide a comparative analysis of the query latency and the classification accuracy of the two methods.
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Chapter 1  
Introduction

1.1 Author Name Disambiguation

Name Disambiguation refers to a entity resolution problem which involves scholarly documents, where the aim is to find all documents belonging to the same entity by clustering them together. In this thesis, we refer entity to an author and the name disambiguation problem is applied to authors in the Pubmed digital library which is described in Chapter 2. The ambiguity in a person’s name can be classified into three categories: (1) when a person uses multiple name variations such as Jane-Jane Chen and J J Chen or Jane Chen and J Chen, (2) when there is more than one person with the same name and (3) errors that occur due to human input or automatic extraction software [19]. Similarly ambiguity in digital libraries is exists due to different representations and variations of authors’ names, or when multiple authors could share the same name, and when this affects funding considerations it becomes important to resolve this ambiguity. Thus author name disambiguation is therefore, a very popular and interesting problem and various techniques have been applied with an aim to resolve this problem.

A large part of the search traffic on the Internet constitutes of people search. Spink et al. [30] answered the question whether personal names formed a major part of the queries to Web search engines. To answer this question the authors analyzed queries submitted by users to two search engines, AllTheWeb and AltaVista. They concluded that around 50 percent of the queries included names of people. Furthermore the most popular query on the Google Search Engine consists of the name of a celebrity.

According to the data from 1990 U.S. Census Bureau, 90,000 different names are shared by 100 million people [1]. Now in the 21st century, this number is ever increasing and is in fact difficult to quantify. Therefore, searching for a particular person over the Internet and getting the accurate and appropriate results is quite challenging, especially when the name is shared by many others. With the emergence of Big Data, as the amount of information on the web grows, more of these people are mentioned on different web pages, causing even more ambiguity in the search results. This problem is further compounded by the fact that sometimes the same person is referred to differently at various places, which constitutes the factor of variations in a person’s name. For example, a person could be referred to with the full name on his/her homepage, but
with just an initialized name or even just their position in some news articles. Moreover, even the information associated with one single person can be different in different sources. For instance, two web pages about the same person may provide different name spellings and different addresses and different information altogether due to a lack of update.

Name ambiguity is an important problem in many applications, including web search, natural language processing, information integration, and digital libraries. Without name disambiguation, searching for people over the web becomes a tedious task, as one has to manually sort through search results to find the right person. In digital libraries, it hinders the accurate attribution of scholarly work, which is often used by academic institutions and funding agencies for promotion and funding consideration. In databases, name ambiguity leads to difficulty in merging multiple personal information databases, such as patient medical records from various healthcare providers. Additionally, the resulting disambiguated names can also be used to help improve other data mining results such as natural language processing, and social network analysis. While the person name disambiguation problem has long been well studied, it has recently gained even more significance due to the increased ubiquity of names on the internet and the rise of social networking sites [33].

1.2 API for Author Name Disambiguation

Application Programming Interfaces are advantageous in exposing some of a program’s internal functions to the outside world in a limited fashion. This makes it possible for applications to share data and take actions on one another’s behalf without requiring developers to share all of their software’s code. An API provides a single point of extraction that can be integrated into documents and scientific workflows [22], to allow for easier processing of data. Providing an API to the disambiguation provides easy access for the user, who just has to enter the URL into a browser, thus providing an end-to-end service. Furthermore, a single point of operation with a standard interface allows for improvements in the disambiguation query algorithm to be used by all without the need to rewrite code in order for it to be compatible with new changes.

As scholarly data increases, the number of services to manage and provide access to this data increases. The prevalence of this data had generated the emergence of sites such as Google Scholar 1, CiteSeerX 2, ArXiv 3 and so on. ArXiv, allow users to submit scholarly documents and provide metadata while others, such as CiteSeerX, collect documents by crawling the Web and perform automatic extraction of data. These serve primarily serve a search engines for scholarly document that accept a user query and present data relevant to the query after the search process. The the searching process these sites make use of the metadata of the scholarly documents.

The increasing abundance of scholarly publications, results in problem of data duplication. The reasons of data duplication in scholarly documents and articles can be attributes to the above 3 reasons of name variations, when multiple people have the same name and when errors occur due to incorrect input or incorrect automatic extraction of data as described in Section 1.1. Thus

1www.scholar.google.com
2http://citeseerx.ist.psu.edu/
3https://arxiv.org/
a lot of data can be generated which points to the same author. Thus methods for reducing this data duplication and disambiguating the results a search engine displays are useful since they can improve performance by improving both the accuracy and precision of the search engine.

In this thesis an API for author name disambiguation is presented with an aim to provide a single point of operation with a standard interface for displaying disambiguated results of a user’s query. The user’s query could consist of the title of a document or the name of an author, in a more general term, it could consist of the data present in a citation of a scholarly document, or the user could simply upload a scholarly document and the metadata will be automatically extracted using Williams et al. [36] to be used in the underlying algorithm. In the backend this API runs a disambiguation service with a faster query latency and at the frontend is a simple interface to provide easy access for the users.

1.3 Scope of Thesis

The success of any method that aims to provide an optimal solution to a problem is measured in terms of the accuracy and latency to provide the results. In this thesis, we focus on the finding a high quality adaptive querying approach for disambiguated author names in academic digital libraries. More specifically, we use the querying approach described in Treeratpituk and Giles [33], to compare with a more hierarchical approach which offers a faster latency with accuracy comparable to the former approach. This thesis has the following main contributions:

1. We propose to substitute the use of the random forest classifier with a new distance measure.

2. We explore various statistics to replace the random forest classifier and finally settle on calculating the median of the feature vector as the new distance measure. We evaluate and compare my model with other statistic such as mean on the Pubmed digital library. For Pubmed, we construct a new author disambiguated testbed which is used for experimenting and comparison purposes. Our experiments show that the proposed hierarchical model achieves significantly better pairwise disambiguation accuracy over the random forest approach.

3. Through variable analysis and feature selection, we identify a small set of features that can achieve high performance with a faster latency. At the second level, to maintain the accuracy of the previous approach, only for the mis-classified clusters, we use random forest classifier, of the previous method, thus ensuring the maintenance of accuracy. Our experiments show that the hierarchical model achieves significantly accurate and faster results.

The rest of this thesis is organized as follows. Chapter 2 describes related works in author name disambiguation, gives a brief description of the Pubmed digital libraries that we used in our evaluation. It also highlights the importance of variables and describes the algorithm for querying disambiguated databases using Random Forests. Chapter 3 presents our proposed approach and the algorithm for querying disambiguated databases using Median as a measure. This algorithm forms the backend of our API. Chapter 4 presents and discusses our evaluation results. Chapter 5
provides a summary of this thesis.
Chapter 2  
Background

2.1 Related Work

2.1.1 Supervised and Unsupervised Methods

Past work on name disambiguation can for the most part be arranged as either supervised or those based on heuristics, unsupervised methodologies. Bekkerman et al. in [2] give an example of ambiguity in a query subject. This ambiguity consists of the same name shared by multiple people, an example highlighted in the previous chapter. The authors address this problem by presenting two statistical frameworks, one based on the link structure and the other on likeliness between topic-distribution which constitute as unsupervised methods.

In comparison, supervised methods learn the similarity from labeled examples [16,28,32,33]. Methods that use both supervised and unsupervised techniques are called Hybrid methods. Torvik et al. [32] and Ferreira et al. [14] utilize heuristics to naturally create reference sets and utilize them, rather than named illustrations, as training information for the supervised techniques. In Santana et al. [27] disambiguation is led utilizing heuristics, with supervision being connected to improve the heuristics parameters. Thus combining both the supervised and unsupervised techniques.

Individual name disambiguation strategies can be classified in view of the sorts of data they utilize. In the digital libraries, the frequently utilized data is found in citations, for example, titles, coauthors, and venues [16,28]. In addition to this frequently used data, Han et al. [16,33] use affiliations and Song et al. [28] use abstracts. Moreover, these affiliations and abstracts can be extracted from the papers themselves. On the other hand Bekkerman et al. [2] use data such as citation graphs and co-authorship graphs. Pereira et al. [24] use external information sources for extracting data, such as search engines and author homepages for disambiguation.

In comparison to supervised methods, there is not much light shed on unsupervised methods that use clustering techniques especially for author name disambiguation. To bridge this gap, Ester et al. introduced an incremental version of the DBSCAN algorithm [11]. On the other hand Cao et al. introduce “DenStream”, a new approach for discovering clusters in an evolving data stream [7]. Wagstaff and Cardie propose two types of instance-level clustering constraints,
must-link and cannot-link [35]. Carlos Ruiz et al. introduce C-DBSCAN to accommodate for constraints when clustering data [26]. However, their work uses instance level constraints only such as must-link and cannot-link.

The objective of entity resolution is to merge different records that point to the same element together so as to reduce data duplication. In the case of author name disambiguation, these records are the metadata of a scholarly document and the entity is an author. Entity resolution is well studied in many different research communities under multiple names. It is referred to as record linkage [13], database hardening [10], and duplicate detection [37] in the database community. The Natural Language Processing community refers to it as coreference resolution [29] while other names include string matching [5].

2.1.2 Linkage Functions and Blocking Mechanisms

Much research in the area of author name disambiguation has focused on the accuracy of linkage function and a blocking mechanism [2, 5, 9, 19, 33]. The research of linkage functions ranges from using simple string editing distance to machine learning techniques such as decision trees. Tejada et al. used decision tree to develop an object identification system called Active Atlas, which compares the objects’ shared attributes in order to identify matching objects [31], while Han et al. proposed two classifiers, hybrid Naive Bayes and Support Vector Machine (SVM), for disambiguating authors in the computer science bibliography website, DBLP [11].

Blocking Mechanisms, also called as black-box linkage function focused on improving efficiency. The major advantage of using blocking functions is that the search space is reduced by a considerable amount. If all the data is organized into blocks, each record is only only compared with the records in the block and not all the data cumulatively. Thus the search space is reduced. Further this facilitates improvement in efficiency since now the pairwise comparisons can be reduced to O(nb) where n is the number of blocks and b is the size of a block as compared to O(n^2), the complexity when no blocking mechanism is implemented. [3, 4, 17, 18, 20, 23]

2.1.3 PubMed

PubMed is a free search engine accessing primarily the MEDLINE database of references and abstracts on life sciences and biomedical topics. Medline is a de facto literature resource for the biomedical research. It contains journal citations and abstracts for biomedical literature from around the world. It has metadata of over 16 millions articles dating from 1965, including 4,500 scientific journals from over 80 countries. In addition to Medline, PubMed provides access to older references from back to 1951 and earlier references to some journals before they were indexed in Index Medicus and MEDLINE, for instance, Science, BMJ, and Annals of Surgery. It further provides access to very recent entries to records for an article before it is indexed with Medical Subject Headings (MeSH) and added to MEDLINE, a collection of books available full-text and other subsets of NLM records [12] and PMC citations.

As of 5 January 2017, PubMed has more than 26.8 million records going back to 1966, selectively to the year 1865, and very selectively to 1809; about 500,000 new records are added
Table 2.1. Examples of metadata in three Pubmed papers authored by a unique author.

<table>
<thead>
<tr>
<th>(1)</th>
<th>Article Title</th>
<th>Selectivity: Who really should be offered ablations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affiliation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Authors</td>
<td>J Chen</td>
</tr>
<tr>
<td></td>
<td>Journal Title</td>
<td>J Cardiovasc Electrophysiol</td>
</tr>
<tr>
<td></td>
<td>Pub Date</td>
<td>2017 ay 9</td>
</tr>
<tr>
<td></td>
<td>Mesh Heading</td>
<td>clinical: catheter ablation - atrial fibrillation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(2)</th>
<th>Article Title</th>
<th>Differential phenotypes of memory CD4 and CD8 T cells in the spleen and peripheral tissues following immunostimulatory therapy.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affiliation</td>
<td>Department of Dermatology, University of California, Davis School of Medicine</td>
</tr>
<tr>
<td></td>
<td>Authors</td>
<td>Sckisel GD, Mirsoian A, Minnar CM, Crittenden M, Curti B, Chen JQ, Blazar BR</td>
</tr>
<tr>
<td></td>
<td>Journal Title</td>
<td>Journal for immunotherapy of cancer</td>
</tr>
<tr>
<td></td>
<td>Pub Date</td>
<td>2017 Apr 18</td>
</tr>
<tr>
<td></td>
<td>Mesh Heading</td>
<td>Bystander Activation, CD8, Cancer, Immunotherapy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(3)</th>
<th>Article Title</th>
<th>Inadequate Systems to Support Breast and Cervical Cancer Screening in Primary Care Practice.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affiliation</td>
<td>Brigham and Women’s Hospital</td>
</tr>
<tr>
<td></td>
<td>Authors</td>
<td>Schapira MM, Sprague BL, Klabunde CN, Tosteson AN, Bitton A, Chen JS</td>
</tr>
<tr>
<td></td>
<td>Journal Title</td>
<td>Journal of general internal medicine</td>
</tr>
<tr>
<td></td>
<td>Pub Date</td>
<td>2016 Oct 31</td>
</tr>
<tr>
<td></td>
<td>Mesh Heading</td>
<td>breast cancer screening, cervical cancer screening, patient-centered medical home.</td>
</tr>
</tbody>
</table>

each year. As of the same date, 13.1 million of PubMed’s records are listed with their abstracts, and 14.2 million articles have links to full-text.

Table 2.1 shows examples of three articles in Pubmed written by author with the name “Chen J”.

In Table 2.1, all the three articles contain the name “Chen, J”. For articles (2) and (3), it is difficult to determine whether they are both written by the same “Chen, J”. (2)’s affiliation is Department of Dermatology, University of California, Davis School of Medicine and (3)’s affiliations is Brigham and Women’s Hospital. There are clues, however, that suggest the possibility of (2) and (3) being a match. Both mesh headings are related to “cancer”. For the articles (1) and (3), they are highly likely to be written by the same “Chen, J.” Not only is the affiliation of (1) missing, but also both articles may not be about cancer. This unsureity and ambiguity is the major concern addressed by author name disambiguation techniques.

### 2.2 Disambuating Algorithm using Random Forests

In this section the algorithm for “Querying Disambugated Databases using Random Forests”, inspired from Treeratpituk and Giles [33] which forms the basis for the algorithm developed by this thesis is described. First the random forest classifier is explained, then the definition of variable importance, and how variable importance can be inferred is explained. Finally the the feature set for disambiguating author names in Pubmed is defined. As mentioned earlier, since it assumed that the clusters are already disambiguated the algorithm section just describes

---

1https://www.ncbi.nlm.nih.gov/pubmed/
the querying process used to select the appropriate cluster for a given user query. The entire disambiguation algorithm is stated and described in Appendix A.

2.2.1 Random Forests

Random forests or random decision forests are an ensemble learning method for classification, regression and other tasks, that operate by constructing a multitude of decision trees developed by Breiman [6]. Each decision tree within the forests is built with a different bootstrap sample drawn from the original data set. Each tree is then constructed to the maximum size without any pruning. The variable selection for each split in the tree is conducted on a randomly selected subset of features, instead of on the full feature set as is usually done in the traditional decision tree as shown in Figure 2. Once the forest is built, the classification can be done by simply aggregating the votes of all trees.

A Decision Tree, while it has a low bias, it generally suffers from high variance leading to a high error rate. It is usually susceptible to noise in the data. A slight change in the training data often affects the structure of the tree dramatically. In comparison, Random forests gain their performance improvement over decision trees by achieving both low bias and low variance. It accomplishes this by aggregating a large number of low-correlated decision trees, each of which has low bias and high variance. The low bias of a forest is achieved by growing each tree without any pruning. The low variance is obtained from bagging (bootstrap aggregating) and random variable selection. Random forests have been reported to achieve performance that is even better than that of SVMs over a wide range of classification problems [6].

2.2.2 Variable Importance

A random forest offers a simple way to measure variable importance for each of its features, giving insights into the interaction between each feature and the prediction accuracy. This makes random forest attractive compared to other classifiers such as kernel-based SVM, which though often achieves good classification error rates, is hard to interpret.

The influence a parameter has on the prediction accuracy is measured by Variable importance. The method used for measuring variable importance in a random forest is: by Gini importance and by permutation importance. Gini importance is calculated based on Gini Index (or Gini Impurity), which is the measure of class distribution within a node. Gini index of a node i, IG(i), is defined as:

\[
IG(i) = 1 - \sum_{j=1}^{K} p_j^2
\]  

(2.1)

where \( p_j \) is the proportion of instances of class \( j \) in the node \( i \), and \( K \) is the number of classes. IG(i) is minimum (= 0) when the node is pure. Gini index is used as the criteria for selecting the split at each node in the decision tree construction; the split that yields the biggest reduction in Gini index is selected. Therefore, in a decision tree, Gini impurity of the two descendent nodes is always less than that of the parent. Then, Gini importance of a variable can be computed by
averaging the Gini decreases for that variable over all trees in the forest. A variable with high Gini importance is the one that on average provides informative partitioning of data.

2.2.3 Feature Set

The similarity function used in this thesis is based on the features implemented by Treeratpituk et al. [33] and are as described below. However, I do not use all the features implemented by the former paper, rather decided by the variable importance I use a set of 15 features.

2.2.3.1 Input Vector

Given two papers, paperA and paperB, both containing an author with the name “lname, init” where lname refers to the last name and init, the first initial, the objective is to disambiguate whether they refer to the same person. A naive blocking function that blocks author name based on the last name and the first initial is used. This is a reasonable assumption for a manually created database such as Pubmed, where the errors in the author names are low.

The following metadata of paperA and paperB are used to construct the input vector:

\[
paperA = (\text{lnameA}, \text{fnameA}, \text{midA}, \text{coauthA}, \text{affA}, \text{titleA}, \text{jourA}, \text{langA}, \text{yearA}, \text{meshA})
\]

\[
paperB = (\text{lnameB}, \text{fnameB}, \text{initB}, \text{midB}, \text{sufB}, \text{coauthB}, \text{affB}, \text{titleB}, \text{jourB}, \text{langB}, \text{yearB}, \text{meshB})
\]

where the terms are denoted as:

- lname(i) = the author’s last name in paper i
- fname(i) = the author’s first name in paper i
- mid(i) = the author’s middle name in paper i, if given
- coauth(i) = set of coauthors’ last name in paper i
- aff(i) = affiliation of the paper i’s 1st author
- title(i) = paper i’s title
- jour(i) = paper i’s journal name
- lang(i) = paper i’s journal language e.g. English, Chinese
- year(i) = paper i’s year of publication
- mesh(i) = set of mesh terms in the paper i
2.2.3.2 Pairwise Feature Vector

The feature set between author name in paperA and paperB consists of 15 features, which can be grouped into six categories based on the metadata, they are calculated from: author similarity, affiliation similarity, coauthors similarity, concept similarity, journal similarity, and title similarity. The 15 features are defined as follows:

**Author Similarity**

- **auth_fst**: the first name similarity.
  \[
  auth_{fst} = \begin{cases} 
  0 & \text{if } fname_A \neq fname_B, \text{both are given} \\
  1 & \text{if one of the first names is missing, and } init_A \neq init_B \\
  2 & \text{if one if the first names is missing, and } init_A=init_B \\
  3 & \text{if } fname_A=fname_B, \text{both are given} 
  \end{cases} \tag{2.2}
  \]

- **auth_mid**: similarity between midA and midB.
  \[
  auth_{mid} = \begin{cases} 
  0 & \text{if mid}_A, mid_B, \text{are given, } mid_A \neq mid_B \\
  1 & \text{if both mid}_A, mid_B \text{ are not given} \\
  2 & \text{if only one of mid}_A, mid_B \text{ are given} \\
  3 & \text{if mid}_A, mid_B \text{ are given, } mid_A=mid_B 
  \end{cases} \tag{2.3}
  \]

- **auth_lname_idf**: IDF weight of the author last name. IDF is the inverse of the fraction of names in the corpus.
  \[
  auth_{lname_idf} = \log(IDF(lname_A)) \tag{2.4}
  \]
  where the IDF is defined as:
  \[
  IDF(lname_A) = IDF(lname_B) = \frac{L}{DF_{lname_A}} \tag{2.5}
  \]
  and L is the total number of articles in Pubmed, DF_{lname_A} is the total numbers of lnameA in Pubmed. High value of IDF(lname) means that lname is rare, thus is less likely to be ambiguous.

- **auth_ord**: similarity between the orders of author.
  \[
  auth_{ord} = \begin{cases} 
  2 & \text{if both authors are the 1st author} \\
  1 & \text{if both authors are the last author} \\
  0 & \text{otherwise} 
  \end{cases} \tag{2.6}
  \]
Affiliation Similarity

- aff_jac: the jaccard similarity between aff_A and aff_B
  \[
  aff\_jac = \frac{|aff_A \cap aff_B|}{|aff_A| + |aff_B|}
  \] (2.7)

Coauthors Similarity

- coauth_lname_shared: the number of shared coauthor last names between the two papers.
  \[
  coauth\_lname\_shared = |coauth_A \cap coauth_B|
  \] (2.8)

- coauth_lname_idf: the sum of IDF values of all shared coauthor last names.
  \[
  coauth\_lname\_idf = \sum_{l_n \in coauth_A \cap coauth_B} \log(IDF(ln))
  \] (2.9)

- coauth_lname_jac: the jaccard similarity between coauth_A and coauth_B
  \[
  coauth\_lname\_jac = \frac{|coauth_A \cap coauth_B|}{|coauth_A| + |coauth_B|}
  \] (2.10)

Concept Similarity

- mesh_shared: the number of shared mesh terms between the two papers.
  \[
  mesh\_shared = |mesh_A \cap mesh_B|
  \] (2.11)

- mesh_shared_idf: the sum of IDF values of all shared mesh terms.
  \[
  mesh\_shared\_idf = \sum_{t \in mesh_A \cap mesh_B} \log(IDF(t))
  \] (2.12)

Journal Similarity

- jour_shared_idf: IDF value of the shared journal, if both are published in the same journal. The less common the journal is, the more informative this feature should be.
  \[
  jour\_jour\_shared\_idf = \begin{cases} 
  \log(IDF(jour_A)) & \text{if } jour_A = jour_B \\
  0 & \text{otherwise}
  \end{cases}
  \] (2.13)
• \textit{jour\_year}: categorical variable reflecting change in Pubmed’s policy.

\[
\text{jour\_year} = \begin{cases} 
0 & \text{if both are before 1988} \\
1 & \text{if one is before 1988, one is after 1988} \\
2 & \text{if both are between 1988 and 2002} \\
3 & \text{if both are after 2002}
\end{cases}
\]  \hspace{1cm} (2.14)

• \textit{jour\_year\_diff}: difference in publication years.

\[
\text{jour\_year\_diff} = |\text{year}_A - \text{year}_B| 
\]  \hspace{1cm} (2.15)

**Title Similarity**

• \textit{title\_shared}: the jaccard similarity between title$_A$ and title$_B$. 

\[
\text{title\_shared} = \frac{|\text{title}_A \cap \text{title}_B|}{|\text{title}_A| + |\text{title}_B|} 
\]  \hspace{1cm} (2.16)

### 2.2.4 Algorithm

**Algorithm 1** Querying Disambiguated Databases using Random Forests

**Require:** The User’s query (i) 

**Ensure:** \( i \to \text{nearest\_cluster} \)

\begin{algorithmic}
  \STATE \textbf{AuthorBlock} $\leftarrow$ BlockingFunction(i)
  \STATE \textit{count} = \textit{int}[number of clusters in AuthorBlock]
  \FOR {all author mentions (j) in AuthorBlock}
    \STATE \textit{similarity} $\leftarrow$ Similarity Function(i,j)# The Similarity Function is computed using the RF classifier
    \IF {\textit{similarity} \leq \epsilon}
      \STATE \textit{k} $\leftarrow$ clusterid that belongs to j
      \STATE \textit{count}[k] $\leftarrow$ count[k] + 1
    \ENDIF
  \ENDFOR
  \STATE \text{find clusterid that has maximum count}
  \STATE \textbf{return} cluster
\end{algorithmic}

The user’s query is the input to the algorithm, while the desired output is the cluster to which the query belongs to. Depending upon the user’s query, a Blocking mechanism determines which block is chosen according to the lastname and first initial of the user query. The similarity function as described above is then computed for the query and all the author points in the chosen block which is then fed into the random forest classifier. The random forest then determines the probability of similarity between the query and all the other author points within the block. A clustering approach is then applied by computing the \( \varepsilon \) neighborhood of the user query. The \( \varepsilon \) neighborhood of a record \( r \) is a set of records with distance from \( r \) less than \( \varepsilon \) value. Here the value of \( \varepsilon \) chosen is 0.1. Thus from this \( \varepsilon \) neighborhood, for the record that has the least distance,
the cluster to which this record belongs to is chosen as the representative cluster of the user’s query.

2.3 Previous Works related to APIs for Name Dismabiguation

As mentioned in Section 2.1, various authors have presented varied methods of solving the name disambiguation problem. However, these approaches lack an interface with with each users can access the desired results with the click of a button. This section is thus focused on describing methods that provide an end-to-end service by providing an online service to facilitate user experience and satisfaction.

Yosef et al. [38] created an online tool for entity detection and disambiguation. This paper uses a linkage function by transforming it into a graph problem where mentions from the input text and candidate entities define the node set, the weighted edges between mentions and entities capture context similarities, and weighted edges among entities, capture coherence. Usbeck et al. [34], uses string similarity measures, an expansion heuristic for labels to cope with co-referencing and the graph-based Hypertext-Induced Topic Search (HITS) algorithm for the disambiguation.

Ceccarelli et al. [8] is an open-source implementation of an entity disambiguation framework. The system was implemented in order to simplify the implementation of an entity linking approach and allows to replace single parts of the process. The authors implemented several state-of-the-art disambiguation methods. The entity linking task in this paper has been performed in three steps: 1. Spotting: a user mention is detected in the input document, and for each mention a list of candidate entities is retrieved. 2. Disambiguation: for each spot associated with more than one candidate, a single entity is selected to be linked to the spot. 3. the entities thus detected are then ranked by some policy.

Many entity linking algorithms and entity disambiguation algorithms have been proposed, but unfortunately only a few authors have released some APIs which provides the motivation for the design, development and implementation of an API.
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The success of any method that aims to provide an optimal solution to a problem is measured in terms of the accuracy and latency to provide the results. The previous approach of author name disambiguation using random forest is computationally intensive with lower query latency. Query latency here refers to the time taken by the algorithm to disambiguate and display accurate results for the user’s query.

Thus, the aim of this thesis is to remove the component of random forest and employ another measure to compute the distance, thereby improving the query latency and without affecting the accuracy of clustering achieved by using the random forest classifier. The similar approach of computing the author blocks by using a blocking mechanism of using the authors’ last names and the first initial of the first name, the variable importance and similarity function as shown in the previous section are adapted and explained below.

3.1 Querying disambiguated database using Median-based Method

In this section first the median distance function is explained, then the definition of variable importance, and how variable importance can be inferred is explained. Finally the the feature set for disambiguating author names in Medline is defined.

3.1.1 Using Median as the distance function

In the previous approach the random forest classifier is used to predict the distance between a pair of author records. This thesis has found that using Random Forest is found to be computationally intensive. It further claims that using the median, a measure of central tendency, as the distance between a pair of records reduces the amount of computation thereby with a faster query latency and with a similar accuracy to that of the random forest.

The overall complexity of random forests algorithm given in the previous Chapter 2 is:

\[ complexity = O(T \ast M \ast (N) \ast \log(N)) \]  

where the terms are denoted as:
• \( T \) = number of trees

• \( M \) = the number of features to consider when splitting each node

• \( N \) = number of objects

For the following algorithm which shows only the computation of the Feature Set using Median:

---

**Algorithm 2** Querying Disambiguated Databases using Median

**Require:** The User’s query (i)

**Ensure:** \( i \rightarrow \text{nearest \_cluster} \)

\[
\text{AuthorBlock} \leftarrow \text{BlockingFunction}(i) \\
\text{count} = \text{int}[\text{number of clusters in AuthorBlock}] \\
\text{for all author mentions} (j) \text{ in AuthorBlock do} \\
\quad \text{similarity} \leftarrow \text{Similarity Function}(i,j) \# \text{The Similarity Function is computed using the Median} \\
\text{end for}
\]

The complete algorithm is shown below in Section 3.1.6.

In comparison the overall complexity of median is:

\[
O(n\log(n)) \quad (3.2)
\]

where “\( n \)” is:

• \( n \) = number of objects

The difference between the two complexities lies in the number of trees parameter. The computation of median does not require the construction of trees to the maximum size. Further, it is found that computing the median between a pair of records takes lesser time in comparison to the random forest prediction function which predicts the pairwise distance between the records.

Further in this thesis the coefficient of correlation between the random forest technique and median technique is shown in Chapter 4 which shows the linear relationship between the two methods.

**3.1.1.1 Median and its Advantage**

The median is a measure of central tendency. The median on the other hand is the value separating the higher half of a data sample, a population, or a probability distribution, from the lower half. The median is not skewed so much by extremely large or small values. If the data is skewed median is a better choice of statistic. One of the author blocks is represented by a graph as shown above in Figure 3.1. One can see from the figure above that the graph the skewed towards the left which advocates the use of median as a statistic in comparison to the use of mean.

Further, the coefficient of correlation between the mean and random forest techniques and the median and random forest techniques is shown in Chapter 4 to show a comparison between the choice of median vs the choice of mean as the distance measure between a pair of author records.
3.1.2 Variable Importance

In this section, the variable importance is calculated by the Gini Index offered by the random forest. It is represented as equation 2.1 in Chapter 2.

The higher the importance value the higher the variable affects the disambiguation performance and cannot be ignored in computing the input vector and the lower the importance is, the respective variable can be ignored without a considerable affect on the disambiguation process.

The gini importance is shown in Table 3.1.

As seen from Table 3.1, the values of variables auth_fst, auth_mid, auth_last_idf, year, year_diff, mesh_shared, mesh_shared_idf, title_shared, coauth_idf, coauth_jac are higher as compared to the remaining variables and thus the latter variables with lower values are not considered in the computation of the similarity function explained in the section below.

3.1.3 Feature Set

The Feature Set computed is based on the importance on the Variable importance as shown in Table 3.1. The feature set between author name in paperA and paperB consists of 10 features,
which can be grouped into six categories based on the metadata, they are calculated from: author similarity, affiliation similarity, coauthors similarity, concept similarity, journal similarity, and title similarity as described in detail in Chapter 2.

3.1.3.1 Input Vector

The following metadata of paperA and paperB are used to construct the input vector:

\[
\]

\[
paperB = (auth\_fstB, auth\_midB, auth\_last\_idfB, yearB, year\_diffB, mesh\_sharedB, mesh\_shared\_idfB, title\_sharedB, coauth\_idfB, coauth\_jacB)
\]

3.1.4 Improvement in Accuracy

In this section the approach using median as the distance is compared with the approach of using random forest to predict the distance. This observation is shown in the Table 3 below. From Table 3 we can see that using the median to compute the pairwise distance between author records, the number of misclassified records increases and the conclusion reached is that just using the median to compute the pairwise distance between author records and form clusters belonging to a particular author is not sufficient. To overcome this and improve the classification and clustering of records so that the appropriate cluster can be displayed against the user’s query we follow the following algorithm.

The median is first computed between the record belonging to the user’s query and the remaining records within the particular author block. After computing the median, if the query is misclassified, the top k clusters to which the query could belong are obtained. The distance between the record belonging to the user’s query and the records in these k clusters is then computed by the random forest. As shown in the previous section the accuracy of random forest as compared with using median is better. Thus here, the random forest is used to compute the distance. The results of this algorithm are shown in Chapter 4.

3.1.5 Algorithm

The user’s query is the input to the algorithm, while the desired output is the cluster to which the query belongs to. Depending upon the user’s query, a Blocking mechanism determines which block is chosen according to the lastname and first initial of the user query. The similarity function as described above is then computed for the query and all the author points in the chosen block which is then fed into the function that computes the Median. This function then computes the median which determines the probability of similarity between the query and all the other author points within the block. A clustering approach is then applied by computing the \( \varepsilon \) neighborhood of the user query. The \( \varepsilon \) neighborhood of a record \( r \) is a set of records with distance from \( r \) less than \( \varepsilon \) value. Here the value of \( \varepsilon \) chosen is 0.1 as in Khabsa et al. [19]. Thus
Algorithm 3 Querying Disambiguated Databases using Hierarchical Approach

Require: The User’s query (i)
Ensure: $i \rightarrow nearest\_cluster$

$\text{AuthorBlock} \leftarrow \text{BlockingFunction}(i)$

$\text{count} = \text{int}[\text{number of clusters in AuthorBlock}]$

for all author mentions (j) in block do

$\text{similarity} \leftarrow \text{Similarity Function}(i, j)$ # The Similarity Function is computed using the Median

if $\text{similarity} \leq \epsilon$ then

$k \leftarrow \text{clusterid that belongs to } j$

$count[k] \leftarrow count[k] + 1$

end if

end for

find clusterid that has maximum count

if $i \neq k$ then

$k \leftarrow \text{top k clusterids that belongs to } j$

$count[k] \leftarrow count[k] + 1$ # for all top k clusters

end if

find clusterid that has maximum count

return $\text{cluster}$

from this $\epsilon$ neighborhood, for the record that has the least distance, the cluster to which this record belongs to is chosen as the representative cluster of the user’s query. However, if the query is misclassified, the top k clusters are then computed for this query. The top six clusters are computed using the above algorithm since it is found that the appropriate cluster to which the query actually belongs to appears within the top six clusters. For all the records in these six clusters, the feature set and input vector are then computed between the user query and these records. This output is then fed into the Random Forest classifier which predicts the probability of similarity between the query and all the other records in these top six clusters. The grouping approach is then repeated to find the appropriate cluster to which the user query belongs to.

3.2 Development of API

In order to provide an end-to-end service, a Web-accessible API can provide a single point of operation for disambiguation that can be integrated into any work that requires author name disambiguation without the need to implement and support its own disambiguation functionality.

3.2.1 Architecture

This API is a RESTful Web service based on the Resource Oriented Architecture (ROA) [25]. The advantages of RESTful Web services are plentiful, such as being lightweight, scalable and easily accessible [20]. ROA can further be defined by four main concepts: resources, identifiers, representations of resources, and the links between resources. The four main properties of ROA are: addressability, statelessness, connectedness, and a uniform interface [17].

A. The 4 moving parts of the Resource Oriented Architecture are leveraged in this API development in the following manner:
Table 3.2. “CSXAPIMetadata” is the Identifier

1) Resources: Resources are things that can be referenced themselves. Scholarly documents (PDFs), user input, are resources in this API since they are being directly referenced in order to extract information from them. The automatic extraction of metadata from the document resources is done by leveraging the CiteSeerExtractor [36]. The CiteSeerExtractor has a URL by which metadata information extracted from the resources can be accessed. Resources are created by submitting a POST request to this extractor URL. This has the effect of creating a new document resource in CiteSeerExtractor. The successful creation of a new resource through the submission of a PDF and the successful extraction of the text is identified by a HTTP 201 CREATED status code, whereas if an error occurs a HTTP 503 INTERNAL ERROR status code is returned.

2) Identifiers: Once a resource has successfully been created and the 201 code is returned, it is assigned a unique and random identifier. Figure 1 shows an example, taken from the identifier assigned by the CiteSeerExtractor, of the identifier for a new resource (the string of characters trailing extractor/ in the URL). This identifier uniquely identifies the new resource for as long as it exists and allows for representations to be extracted.

3) Representations: Representations of a resource are different views of a resource and in this API represents the particular cluster to which the resource could belong to.

4) Addressability, Statelessness, Connectedness, and Uniformity: Representations of resources in this API are addressable through XML or JSON output. Resources remain addressable for as long as the system retains the stored document. This is stateless as each HTTP request happens independently and is not dependent on any preceding requests. Connectedness is provided through links to representations of resources when a new resource is created through the CiteSeerExtractor.

B. HTTP Methods

Table 4 summarizes the HTTP methods supported by the API. As can be seen from the table, the first method involves using a HTTP POST to create a resource. Different representations of a resource can then be retrieved with a HTTP GET. Lastly, resources can be deleted with a HTTP DELETE on the representation URI. These methods capture most of the functionality that one would expect when disambiguating with information from scholarly documents. Furthermore, the API also supports different output formats, i.e., XML and JSON, for the returned data which can be easily used by users.
<table>
<thead>
<tr>
<th>Method</th>
<th>URL</th>
<th>Description</th>
<th>Returns</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>POST</td>
<td>/</td>
<td>Uploads a new PDF document via a form (if using CiteSeerExtractor)</td>
<td>XML document with URLs to resource, resource id</td>
<td>Required upload of a PDF file only or manual entry of user input</td>
</tr>
<tr>
<td></td>
<td></td>
<td>POSTS user data or BibTex via a form</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GET</td>
<td>/get_info</td>
<td>Used to display the cluster that contains documents belonging to input author</td>
<td>Representation of cluster information</td>
<td>Output=xml (default)</td>
</tr>
<tr>
<td>DELETE</td>
<td>/cluster</td>
<td>Deletes the resource</td>
<td>Confirmation</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3.3. HTTP methods supported by the API

3.2.2 API Design

The overall design of the API is designed to be stand-alone, able to run in isolation, and able to be integrated with a number of services. Figure 3.2 shows the overarching architecture of the API. As can be seen from the figure, the RESTful API is the entry point and communicates directly with the Python Flask Web Server, which is responsible for displaying the results. Security and permissions can also be controlled and implemented at the Python Flask Web Server level. In the rest of this section, the technology and implementation details for each level of the design are described.

A. RESTful API:
The RESTful API provides the functionality as described in the previous subsection.

B. Python Flask Web Server:
This API is run as a stand-alone Web server and is implemented using the Flask framework. The Flask server is responsible for the creation and removal of resources and handling all HTTP requests. The actual disambiguation functionality is provided by the above algorithm that is executed by the Flask server.

C. Header Extractor:
A support vector machine aids in header extraction of the document [15]. As with citation extraction, the section of text containing the header is identified using a regex and then each line of the header is classified and various aspects of the header, such as authors, title, etc., are classified and returned.

D. Hierarchical Algorithm:
This forms the backend of the API and is the Hierarchical algorithm explained in detail in Section 3.1.5.

E. Cluster:
The output of this API is a cluster of documents and articles belonging to the author name in the user query. The cluster consists of exactly those documents that match and point to the particular user query.
3.2.3 Backend

At the backend, this API used the above hierarchical algorithm. The input for this API, used by the algorithm at the backend can be of the following 3 forms: 1. Automatic Extraction done by the CiteSeerExtractor.
2. Manually entered metadata.
3. Manually entered data in the BibTex format.

This data is then used by the hierarchical algorithm, which is then processed and the appropriate cluster are then displayed in either XML or JSON format. This constitutes the output of the API. The entire design of the API is as represented in Figure 3.2
Figure 3.2. Design of the API
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4.1 Experiments

To evaluate the performance of the proposed approach that employs median in comparison to approach that uses the random forest classifier, the dataset used is the “NIH PI dataset” that has list of sampled PIs and their Pubmed publications as shown in Table 4.1. For this dataset, we sampled some blocks based on “Last name + First name initial”, which is the blocking mechanism applied here. For each author record in this block, the articles are manually clustered. Each resulting cluster corresponds to the set of articles written by one unique author. These are used as the standard in the training and the evaluation. For the block, 100 author records are then selected at random as user queries. These are queries for which the appropriate and accurate corresponding cluster should be displayed.

In the method that uses random forest, after computing the similarity function between each user query and the rest of the records in the block, a feature vector is obtained. The feature vector

<table>
<thead>
<tr>
<th>pid</th>
<th>aid</th>
<th>first name</th>
<th>last name</th>
<th>title</th>
</tr>
</thead>
<tbody>
<tr>
<td>15495495</td>
<td>46123869</td>
<td>Marion</td>
<td>Johnson</td>
<td>Content validity and nursing sensitivity of community-level outcomes from the Nursing Outcomes Classification (NOC)</td>
</tr>
<tr>
<td>12930463</td>
<td>43110779</td>
<td>Marion</td>
<td>Johnson</td>
<td>Validity and community-health-nursing sensitivity of six outcomes for community health nursing with older clients.</td>
</tr>
<tr>
<td>11775308</td>
<td>39371209</td>
<td>M</td>
<td>Johnson</td>
<td>Genetic counseling outcomes validation by genetics nurses in the UK and US.</td>
</tr>
<tr>
<td>6307410</td>
<td>13578134</td>
<td>M E</td>
<td>Johnson</td>
<td>Saturation transfer electron paramagnetic resonance detection of sickle hemoglobin aggregation during deoxygenation.</td>
</tr>
<tr>
<td>6838898</td>
<td>13405032</td>
<td>M E</td>
<td>Johnson</td>
<td>Probable binding region of small hydrophobic molecules on hemoglobin. Spin label-induced nuclear magnetic relaxation.</td>
</tr>
<tr>
<td>8441811</td>
<td>24633020</td>
<td>M E</td>
<td>Johnson</td>
<td>Derivation of locally accurate spatial protein structure from NMR data.</td>
</tr>
<tr>
<td>1445211</td>
<td>24006291</td>
<td>M E</td>
<td>Johnson</td>
<td>Bivalent-metal binding to CheY protein. Effect on protein conformation.</td>
</tr>
<tr>
<td>1542119</td>
<td>23135205</td>
<td>M E</td>
<td>Johnson</td>
<td>Location of potential binding sites on deoxy hemoglobin for the design of antigelling agents.</td>
</tr>
</tbody>
</table>

Table 4.1. Some rows of Author Block Data
Table 4.2. Difference in mean rank

<table>
<thead>
<tr>
<th>Random Forest Approach</th>
<th>Median Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.14</td>
<td>1.4</td>
</tr>
</tbody>
</table>

is then used by the random forest classifier to predict the probability of which cluster the query could belong to. In comparison in the proposed approach, after computing the similarity function between each user query and the rest of the records in the block, a feature vector is obtained. The median of each vector is then computed which is then used to display the appropriate cluster for each query.

4.1.1 Coefficient of Correlation

Correlation presents a mutual relationship between two parameters and coefficient of correlation is a quantity measuring the extent of interdependence of variable quantities. Computing the coefficient of correlation is thus very vital to support the decision of using the median in comparison to using the random forest classifier.

The coefficient of correlation between the two methods obtained is 0.998. This suggests a very strong co-relation, which shows a very positive linear relation between the two methods and advocates the use of median as a statistic for distance computation.

As mentioned in Chapter 3, the hierarchical approach applies the RF classifier method only for queries which are mis-classified at the first level. This RF classifier method performs pairwise comparisons between the mis-classified query record and the records in the top k clusters to which the query could have belonged to. In our algorithm we consider the top 6 clusters as mentioned in Chapter 3.

Thus, at the first level, for the mis-classified queries, it is important to compare the presence of the appropriate cluster in the top 6 clusters, whether it is present or not. The Table 4.1 shows this comparison between the two methods.

From Table 4.2 we can see that in the Random Forest approach for the 100 queries we have a mean rank of 1.14. Similarly, for the median method, we have a mean rank of 1.4. Here we can see that the mean rank is better for the Random forest approach as compared to the median approach. Thus, through the hierarchical method we apply the Random Forest approach with an aim to better this mean rank. This result is documented in Table 4.7

Applying only the first level of the hierarchical approach, the median method, we thus provide a filtering approach which filter out the queries whose top 6 clusters have the appropriate cluster ids and run the pairwise comparisons using the random forest method on only these query records present in the 6 clusters.

4.1.2 Comparison of Query Latency

The previous chapter spoke about why median is used as the statistic and since the proposed approach is used to improve the query latency, the difference of time for distance computation
between the 2 methods for the block data shown in Table 4.1 is shown in the Table 4.3:

As can be seen from the table above the difference in time between the two methods is 14 seconds which is a considerable amount.

### 4.1.3 Comparison of Accuracy for the Median method

The comparison of accuracy between the two methods is extremely vital since accuracy here refers to the query being properly classified so that the appropriate corresponding cluster is displayed to which the query actually belongs to. For the block in Table 4.1, the accuracy between both the methods is documented in the Table 4.4.

From Table 4.4, it can be seen that the accuracy of the random forest method is better as compared to the median approach. However, to improve this accuracy of the median approach we apply the second level of the hierarchical approach explained in the above algorithm. For the 25 mis-classified queries now the random forest classifier is applied to classify these queries to belong to their appropriate clusters. This certainly adds an overhead in terms of the query latency as shown in Table 4.5, however the accuracy improves above that of the random forest method as shown in Table 4.6.

Further, from Table 4.4 we can see an increase in time taken, however including this increase, the hierarchical approach is still a faster method that takes 5 seconds to return the appropriate cluster ids for 100 queries as compared to the 15 seconds taken by the random forest approach.

### 4.1.4 Comparison of Mean Rank

As described above the mean rank calculates the appearance of the appropriate cluster ids, to which the 100 queries actually belong to, in the top 6 clusters. A mean rank of 1 indicates that the appropriate cluster id is the top hit for the particular query. Thus, higher mean rank indicates a greater mis-classification of queries and a lower mean rank indicates better classification.

<table>
<thead>
<tr>
<th></th>
<th>Random Forest Approach</th>
<th>Median Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time difference</td>
<td>15 seconds</td>
<td>0.9 seconds</td>
</tr>
</tbody>
</table>

**Table 4.3.** Time difference in computing the distance matrix

<table>
<thead>
<tr>
<th></th>
<th>Random Forest Approach</th>
<th>Median Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>76 percent (24 misclassified)</td>
<td>75 percent (25 misclassified)</td>
</tr>
</tbody>
</table>

**Table 4.4.** Difference in Accuracy for the classification of 100 random queries

<table>
<thead>
<tr>
<th></th>
<th>Random Forest Approach</th>
<th>Hierarchical Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time difference</td>
<td>15 seconds</td>
<td>5 seconds</td>
</tr>
</tbody>
</table>

**Table 4.5.** Time difference in computing the distance matrix
<table>
<thead>
<tr>
<th>Random Forest Approach</th>
<th>Hierarchical Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>76 percent (24 misclassified)</td>
<td>80 percent (20 misclassified queries)</td>
</tr>
</tbody>
</table>

**Table 4.6.** Difference in Accuracy for the classification of 100 random queries

<table>
<thead>
<tr>
<th>Random Forest Approach</th>
<th>Hierarchical Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.14</td>
<td>1.10</td>
</tr>
</tbody>
</table>

**Table 4.7.** Difference in mean rank

As seen from table 4.6, the mean rank of the combined hierarchical approach is much lower than that of the Random forest approach.

The reason for improvement in query latency, accuracy and mean rank is mainly due to the hierarchical approach. The random forest method is known to have the best accuracy amongst other machine learning approaches as can be seen in [33]. However the computation and generation of results is much slower as compared to the hierarchical approach.

Thus the hierarchical approach is much faster and maintains the accuracy of the random forest approach.
Chapter 5  |  Conclusion

5.1  Summary

This thesis demonstrate how a hierarchical approach can be adapted to the problem of author name disambiguation in scientific databases. The hierarchical approach, at the first level, consists of substituting the use of random forests with median as a statistic to disambiguate and classify a user query. the second level takes place only if the query is mis-classified. Then at this second level, the disambiguation takes place using random forest. This hierarchical approach thus ensures a faster query latency while maintaining the accuracy, if not improving it. The end result of this thesis is an end-to-end service with a RESTful API which uses the hierarchical algorithm at its backend.

5.2  Future Research

For future work, there are multiple things that we would like to do. First, we plan to perform an even faster way of querying using median as the distance measure by reducing the number of pairwise comparisons to just one. Second we would like to integrate this hierarchical approach with other clustering approaches as a means of comparison and third we would like to extend the experimenting to other databases.
Appendix
Disambiguation Algorithm using Random Forest

Algorithm 4 Disambiguation algorithm using Random Forest

Require: author records in database D
Ensure: clusters ← D
for all records within the database do
  Preprocessing
  BlockingFunction
  BlockingFunction → authorBlock
  for all block in authorBlocks do
    PairwiseClassification(paper_query, paper_block)
    clusters ← DBSCANclustering(block)
  end for
end for
return clusters

The above disambiguation algorithm has been adapted from [21, 33].

Algorithm 5 DBSCAN

Require: Static collection of records to be disambiguated
mark all records in D as UNVISITED
for all records p in D do
  if p is UNVISITED then
    mark p as VISITED
    $N \leftarrow \text{query}(D, p, \epsilon)$ # the Random Forest based pairwise classifier is used to get the neighbors
    if $|N| \leq \text{minPts}$ then
      assign p → NOISE
    else
      expandCluster(p, N)
    end if
  end if
end for
The above DBSCAN algorithm has been adapted from [19]
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