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ABSTRACT 

Unconventional gas reservoirs, such as tight gas and shale gas, appear to have great 

potential to supply future demand for hydrocarbon. Economics of these reservoirs are tied 

closely to the performance of multi-fractured horizontal wells (MFHWs), which is the most 

direct indicator of stimulation effectiveness. Thus, greater understanding and analysis of 

the factors affecting performance of MFHWs are critical for the efficient exploitation of 

such reservoirs. Hydrocarbon production data analysis (PDA) techniques have been 

commonly used to characterize hydraulic fracture (HF) and, ultimately, to evaluate 

hydraulic-fracturing jobs. Recent studies have shown that rate transient analysis of 

flowback data can also provide early insight into HF attributes. While PDA methods seek 

long-time production data, flowback analysis can be conducted using early water and gas 

production data obtained immediately after the completion of stimulation jobs. However, 

in comparison with the long-term hydrocarbon production period, the physics of the 

process is more difficult to capture during flowback production because of its short 

duration, at which one or more flow regimes may occur. In addition, the flowback flow 

system could be single- or two-phase, depending on reservoir type. According to reported 

field data, single-phase flowback can be observed in tight sands, but two-phase flow is 

expected in the case of shale gas. Although various mathematical models have been 

proposed to analyze single-phase (water) and two-phase (gas and water) flowback data, 

analytical models for interpretation of data are still at an early stage of development.   

The objectives of this study are first to reproduce the relevant analytical models available 

in literature and understand their advantages and limitations; then, to develop single-phase 
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and two-phase analytical models capable of predicting HF attributes such as fracture half-

length and fracture permeability using early water and gas production data.  

In this study, a set of numerical simulations was conducted using CMG (IMEX) to examine 

the capacity of available mathematical models. It was found that most of the single-phase 

flowback models in the literature are accurate only under pseudo steady-state conditions, 

where a boundary-dominated flow regime with a constant production rate has been 

established. Another limitation of current models is that they can only estimate one fracture 

attributes: kf or xf. Knowing the shortcomings of current models, I developed a set of 

analytical models for both single- and two-phase systems, which were validated against 

numerical simulations. The single-phase model can closely estimate HF attributes, such as 

permeability and half-length under constant pressure as well as constant flowrate condition, 

for both transient and boundary dominated flow periods. Furthermore, I extended the 

developed single-phase model to variable bottomhole conditions by employing 

superposition principle.  

In the case of two-phase flow system, I developed an analytical model under fracture 

depletion mechanism for both early gas production (EGP) and late gas production (LGP) 

periods. In the case of EGP, gas flux from matrix to HF is assumed to be negligible. 

Comparisons of numerical results with those obtained from the analytical model show that 

the developed two-phase model for EGP can accurately predict fracture attributes. In the 

case of LGP, a coupled model is developed to include the effect of gas influx from matrix 

to HF on flowback data, where a uniform pressure decline rate is assumed in fracture-

matrix system. The two-phase model has the advantage of linear behavior of water 
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properties and avoids the computational complexity. With typical Barnett shale properties 

input in the numerical simulation, the analytical model can accurately estimate fracture 

attributes within a 10% error margin. Sensitivity analyses of fracture conductivity and 

initial water saturation in fracture have been conducted to illustrate the validity of two-

phase flowback model applied in LGP. The results reveal that, within the physical range of 

fracture conductivity and initial water saturation, the two-phase flowback model can 

accurately evaluate fracture attributes. However, the model is more accurate for cases with 

smaller fracture conductivity and higher initial water saturation in fracture.  
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 : INTRODUCTION 

 

1.1 Background 

The development of multi-fractured horizontal wells (MFHWs) enables operators to 

recover unconventional resources within a profitable range, especially for shale plays. Over 

the past decade, shale gas has become a great source of energy. Energy Information of 

Administration (EIA) reported that shale gas production in the United States increased 

from 1.0 trillion cubic feet (TCF) in 2006, to 4.8 TCF in 2010, accounting for 23% of total 

U.S. natural gas production in volume base.  

As Figure 1.1 shows, in 2015, 67% of U.S. natural gas production came from MFHWs. 

Hydraulic fracturing has become the most significant technique in developing 

unconventional resources. After stimulation, most MFHWs undergo a short shut-in period 

to clean up the fracturing job before production, followed by a flowback period (see Figure 

1.2).  

The flowback rate and shut-in time are important in liquid recovery. High fracking liquid 

recovery indicates less leak-off from the fracture, which yields better ultimate well 

performance. Andrews (2010) indicated that more than 500,000 gallons of water are used 

for a single fracture treatment where less than 10 % to more than 70 % of the original 

fracturing fluid can be recovered during flowback (API, 2010). In field operation, the 

recovery factor is most likely less than 10%. Large amounts of fracking fluid are produced 

during flowback. In principle, analyzing production data of fracking fluid and hydrocarbon 
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would provide the earliest possible estimates of fracture attributes, which is important in 

field planning, such as re-stimulation.  

 

 

Figure 1.1: Overview of hydraulically fractured wells in united states reported by the 

U.S. department of energy (EIA, 2016).  

 

 

 

 

Figure 1.2: Flowback routine operation (Alkouh et al., 2013) 
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Flowback period is usually in the first 1- to 10-day flow of single-phase fracturing fluid. 

or two-phase of fracturing fluid and hydrocarbon. Adefidipe et al. (2014a) noted that 

single-phase flowback could only be expected in tight sand reservoirs and is absent in shale 

gas due to immediate gas breakthrough. As Figure 1.3 depicts, flowback can be categorized 

into two periods: early gas production (EGP) and late gas production (LGP). The EGP is 

characterized by a negative GWR slope, while the LGP is characterized by a positive gas-

to-water ratio (GWR) slope. Water imbibition and gravity segregation during the shut-in 

period before flowback operation are two important mechanisms responsible for initial gas 

saturation in fracture. The negative GWR slope during EGP represents the gas production 

from free gas storage in fracture, where gas matrix influx is negligible. The positive GWR 

slope during LGP highlights the impact of matrix gas influx into hydraulic fracture (HF) 

on flowback data.  

 

 Figure 1.3: GWR vs. time for a Muskea shale gas well (Adefidipe et al., 2014a) 
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1.2 Statement of Problem 

After stimulation of MFHWs, it is important to evaluate the fracturing jobs for obtaining 

the HF properties, such as fracture half-length and fracture permeability. These parameters 

are critical to hydrocarbon production from tight sand and shale reservoirs. Due to the low 

permeability of such reservoirs, common methods in conventional production data analysis 

(PDA), such as Arp’s decline curve analysis, cannot be applied because of the long 

transient period in hydrocarbon production. Instead, rate transient analysis (RTA) 

techniques have been used to obtain HF properties (Clarkson, 2013), where hydrocarbon 

production data are key inputs. The HF properties can be also obtained from flowback 

production data, such as water rate, gas rate, and bottomhole pressure. In comparison with 

the relatively late-time hydrocarbon RTA, the flowback analysis is desirable because, at 

the early times, hydrocarbon production data is usually unavailable or of low quality and 

fracture is initially filled with fracking fluid instead of hydrocarbon. Therefore, 

mathematical models on flowback data can serve to complete the hydrocarbon RTA. In 

addition, the flowback analysis can potentially provide early estimation of HF properties, 

which is crucial in managing field operation, i.e., field development and re-stimulation.  

Several single- and two-phase analytical models have been previously developed for 

flowback analysis, which contain assumption(s) causing some limitations. Therefore, the 

main objectives of this study are:  

1) to explore the limitations caused by the assumptions that were made in development of 

available analytical models in the literature by reproducing and testing them against 

numerical simulations and  
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2) to develop single- and two-phase analytical models capable of predicting HF 

properties, such as fracture half-length and permeability, from flowback data by 

relaxing some assumptions made in previous studies. 

This report consists of five chapters. Chapter 1 provides a brief introduction on the subject 

matter, statement of problem, and the main objectives of this study. Chapter 2 reviews the 

available literature on flowback along with various mathematical models developed for 

flowback analysis. In Chapter 3, the available single- and two-phase analytical models 

are reproduced and then their limitations are discussed. In addition, the chapter discusses 

our analytical models. For single-phase systems, I proposed a set of one-dimensional (1D) 

models developed under different boundary conditions. In contrast with previous single-

phase models valid under pseudo steady-state (PSS) conditions, our simple 1D models are 

valid for transient and boundary-dominated flow regimes under both constant bottomhole 

pressure (BHP) and constant flowrate boundary conditions. For two-phase systems, I 

propose a one-dimensional (1D) model to analyze water flow in fracture before gas flows 

into fracture; and a two-dimensional (2D) model to analyze water flow in fracture after gas 

flows into fracture. In Chapter 4, the developed analytical models are validated against 

numerical simulations (CMG-IMEX) and compared with previously developed analytical 

models. It was shown that the developed models can closely predict the fracture properties 

for various flow conditions where other models fail to offer good estimations of HF half-

length and permeability. Finally, Chapter 5 summarizes the findings of this study and 

provides recommendations for future research. 
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 : LITERATURE REVIEW 

 

This chapter discusses the flowback analysis and its importance for future hydrocarbon 

production and ultimate well performance by reviewing the body of literature. In addition, 

a brief introduction is provided on the flowback analytical models that were published in 

the literature.  

Crafton (1998) studied the effect of excessive pressure drawdown, shut-in time, and the 

duration of flowback on well clean-up, which is crucial in hydrocarbon production from 

fractured well. He successfully used the reciprocal productivity index method to estimate 

hydraulic-fracture (HF) half-length, effective wellbore radius, and the product of effective 

fracture permeability and thickness. However, while his approach is valid for single-phase 

flow of water in HF vertical wells, it is not the case for multi-fractured horizontal wells 

(MFHWs) in unconventional gas reservoirs (UGR).  Subsequently, Crafton and Gunderson 

(2006) illustrated the importance of recording high frequency of flowback data; namely, 

pressure and production rate. The production data during flowback conveys valuable 

information to characterize fracture and to evaluate HF stimulation jobs. In a follow-up 

study, Crafton and Gunderson (2007) developed an analytical model to calculate fracture 

conductivity using early flowback data. Their numerical simulations results indicated that 

the timing of flowback and shut-ins affect ultimate performance of the HF well. In addition, 

high flowback rates result in excessive production of proppant due to higher fluid velocity, 
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which cause serious problems in production facility. Therefore, careful management of 

flowback is required for long-term well performance. Crafton (2008) continued his 

discussion on the effect of flowback management on long-term well performance by 

ignoring capillary pressure and gravity segregation. He complemented the simulation 

results by conducting field experiments to examine the effects of flowback rate, shut-in 

times, fracture complexity, and lateral orientation on the water production data.  In an 

extended study, Crafton (2010) numerically examined the effects of shut-in times on the 

production and well performance in a multi-fractured system.  

Ilk et al. (2010b) developed diagnostic plots to construct workflow to qualitatively analyze 

early flowback data. The diagnostic can be used to analyze water unloading effect, fracture 

depletion, and early dominance of the water production.  

Abbasi et al. (2012) investigated the relationship between flowback rate and average 

pressure drop of fracture by proposing a mathematical model that predicts the lump of HF 

half-length and permeability. In their conceptual model, the production time is divided into 

three regions: water dominated, transition, and gas dominated. Their mathematical model 

can only be applied to the first region for single-phase water flow before gas flows into 

fracture.  

Wattenbarger and Alkouh (2013) numerically simulated HF water production from a 

MFHW in shale gas reservoir with natural fractures. They compared their flowback results 

against the field data obtained from Fayetteville and Barnett formations. Alkouh et al. 

(2013) and Alkouh et al. (2014) extended their studies by combining flowback data with 

long-term gas production data to estimate effective fracture volume for single-phase water 
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flow in transient period as well as two-phase water and gas flows in boundary dominated 

flow (BDF).  

As mentioned earlier, in shale gas reservoirs, single-phase region does not occur. Instead, 

an instant two-phase production (i.e., gas and water) is expected once the wells are opened. 

The immediate two-phase behavior was observed in Barnett (Zhang & Ehlig-Economides, 

2014) and Marcellus (Clarkson & Williams-Kovacs, 2013b) flowback data. 

Besides analysis on single-phase water flowback, Alkouh et al. (2014) combined two-phase 

flowback data with long term gas production data to analyze shale gas reservoirs. Based 

on numerical simulation results, they concluded that gas is the dominant phase in the 

system and that water production is driven mainly by gas expansion. Gas compressibility 

at initial reservoir pressure is used as the total compressibility of the system. Alkouh (2014) 

further validated this assumption by observing how gas volumetric compressibility varies 

with production time and the distance from wellbore. He demonstrated that fracture 

pressure and water saturation would affect volumetric gas compressibility (i.e. a 

multiplication of gas saturation in fracture and gas compressibility) at different times. In 

their method, total compressibility is calculated as gas volumetric compressibility at initial 

pressure and gas saturation = 1. The determined gas volumetric compressibility always 

shows an average value since it is high near the perforation, and low near the fracture tip. 

However, in their analysis, they ignored the contribution of fracture closure and water 

expansion as a drive mechanism. Also, in their analytical solution, they did not account for 

gas production in the material balance. Therefore, their purposed two-phase model can only 
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be properly applied when gas production is negligible compared with water production, 

which is a rare condition in field practice.  

Clarkson and McGovern (2001) proposed a material-balance (MB) equation for the coal 

bed methane (CBM) matrix to account for both adsorbed and free gas storage. Applying 

the MB, average reservoir pressure can be estimated using an iterative scheme. In their 

paper, they also explained other practical applications of the MB to estimate reservoir 

properties. Four years later, Clarkson and McGovern (2005) reproduced their previous 

model with slightly different coefficients. Their main assumption is that average water 

saturation in the coal matrix is constant with time, which is a valid assumption if initial 

water saturation is smaller than immobile water saturation. However, in CBM production, 

this assumption is not considered in many other purposed models (King, 1990; Seidle, 

1999). Clarkson et al. (2012) further developed a flowing MB equation for two-phase (i.e., 

gas and water) CBM by adding radial well inflow equation for vertical and horizontal wells 

to predict production over time. The development of these inflow equations can be 

attributed to Dake (1983) and Economides et al. (2012). They modified the CBM model 

by separating initial water saturation from average water saturation during production. 

Following the purposed workflow and applying the material balance equation, they were 

able to history match the gas and water rates and cumulative production by adjusting one 

or multiple reservoir parameters, such as matrix permeability or perforation thickness.    

Clarkson et al. (2012) proposed a two-phase tank model to characterize fracture using two-

phase flowback data for multistage fractures completed in shale. They adopted the MB 

developed in their previous work on CBM to analyze two-phase flowback behavior in shale, 



 

10 

 

where cylindrical shape of fracture is assumed and shape factor can be added later to 

consider rectangular shape of fracture. Based on their analysis, the flow regimes in 

flowback period could be categorized into transient flow in fracture, fracture depletion and 

transient linear flow. Fracture depletion usually is the first flow regime that can be 

identified in conventional flowback data. With the MB and well inflow equations, 

flowback rate and cumulative production of gas and water can be history-match with model 

output to obtain fracture properties.  

Clarkson and Williams-Kovacs (2013b) modified the conceptual model with cylindrical 

shape fracture to rectangular shape fracture and included a shape factor in the well inflow 

equation to account for linear flow in fracture. However, they neglected the difference 

between fracture and matrix length in the development of analytical model on shale gas 

flowback, which contributes to potential errors in the history-match process. As Appendix 

D illustrates, this thesis briefly modified their solution. The authors also extended the 

analytical model on shale gas flowback to be applicable in tight oil formation (Clarkson & 

Williams-Kovacs, 2013a) and liquid rich tight formation (Clarkson et al., 2016). 

Williams-Kovacs and Clarkson (2013a; 2013b) realized that the non-unique results may be 

obtained in the history-match process for flowback on shale gas and tight oil formations. 

Therefore, they used Monte Carlo simulation to test the impact of individual parameters. 

Several case studies have been conducted with field observations (Williams-Kovacs & 

Clarkson, 2014a, 2014b, 2015).  

Ilk et al. (2010b) proposed a series of diagnostic plot to analyze production data in tight 

gas formation. They used gas to water ratio (GWR) versus time plots to identify flow 



 

11 

 

regimes and drive mechanisms in shale gas production. In an extended study, Ilk et al., 

(2010a) provided guidelines on how to use diagnostic plots to explain the associated pitfalls 

and challenges.  

While GWR monotonically increases in tight sand formations (Abbasi et al., 2012; Abbasi 

et al. (2014)), the GWR exhibits a V-shaped behavior in shale reservoirs (Clarkson & 

Williams-Kovacs, 2013a; Ghanbari et al., 2013; Zhang & Ehlig-Economides, 2014). The 

early decline during the early gas production (EGP) period in GWR of shale reservoirs is 

due to initial gas saturation in HF. A late gas production (LGP) period with increasing 

GWR occurs after gas breakthrough from matrix to fracture. Therefore, during EGP, fluid 

influx from matrix is negligible and fracture can be treated as a closed system.  

Adefidipe et al. (2014a) proposed a two-phase flowback model to determine fracture 

attributes based on the diffusivity equation for the gas phase. They considered gas 

expansion, water expansion, and fracture closure as main production mechanisms. They 

used GWR plots to separate the flowback region into EGP and LGP periods. Their 

analytical solution is applicable for flowback under BDF and constant BHP. One issue with 

their model is that their material balance includes both water and gas productions but they 

employed gas diffusivity equation in which gas compressibility is replaced with total 

compressibility. The other potential error in their derivation is that they assumed that the 

equivalent gas rate, a function of relative permeability of gas, is independent of space, 

which cannot accurately capture the changes in gas properties along the fracture length 

during depletion.  
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Adefidipe et al. (2014b) used conventional gas MB equation to evaluate fracture attributes 

for flowback period. They included gas, water and fracture compressibility in their MB 

equation, where fracture closure is dependent on fracture stiffness as defined in Craig and 

Blasingame (2006). Also, in this work, they indicated that the transition time from EGP to 

LGP can be found at the global minimum in GWR plot. After realizing that a polynomial 

correlation can be assumed in the plot of cumulative gas and water production, they 

obtained the mathematical expression of transition time. However, the polynomial 

correlation needs to be further validated so as to have general application in the field.  

Xu et al. (2015b) and Xu et al. (2015c) improved upon Adefidipe et al.'s (2014b) work and 

conducted numerical simulations using Cheng's (2012) model to validate their results. But 

the problem in their MB approach is that boundary conditions are neglected in the flow 

problem and variation of fluid properties cannot be found with space. Later, Xu et al. (2016) 

extended the discussion on the development of mathematical models for EGP by 

investigating the mechanisms corresponding to the V-shaped GWR diagnostic plot. They 

showed that water imbibition and gravity segregation during the shut-in period before 

flowback operation are the two main mechanisms responsible for early gas flowback in 

shale formation. Their model assumes that the gas compressibility at any time is equal to 

gas compressibility at initial pressure of HF, which is not reasonable, considering the 

highly dependent nature of gas properties to pressure.  

Ezulike and Dehghanpour (2014) developed an analytical solution for LGP period based 

on dual porosity model (DPM) to evaluate fracture properties. In their two-dimensional 

(2D) system, they considered flow of gas from matrix to fracture. They then proposed a 
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time-dependent dynamic-relative-permeability (DRP) function, which directly relates 

relative permeability to time and simplified their solution on two-phase flowback. 

However, their study found that the DRP varied for different formations, and a general 

formula could not be obtained. Ezulike and Dehghanpour (2015) also analyzed the 

uncertainty in the flowback data since not all the required input parameters may be 

available or accurate. They suggested that post-flowback data analysis should be combined 

with flowback data, so as to improve the accuracy of the history-match process.  

In summary, current mathematical models for flowback data analysis have revealed 

varying degrees of inaccuracy, which need to be improved upon. In this work, I carefully 

examined the proposed models in literature and developed new mathematical models for 

both single phase and two phase flowback systems.  
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 : MATHEMATICAL DEVELOPMENTS 

 

In this chapter, first, I carefully review some of the available mathematical models for 

flowback data analysis. Then I present a new set of analytical models for both single- and 

two- phase flowback systems. For single phase flowback of water, new models are 

developed for BDF and transient flow regimes. For the two phase flowback of water and 

gas, new models are developed by including and excluding gas influx from matrix to HF.   

The development of mathematical models for flowback data analysis can be treated as a 

single- or multiphase flow in porous media problems, where fracture is the porous medium 

and fracturing (i.e., water) and formation fluids (i.e., water and gas) are the fluids. Figure 

3.1(a) shows a schematic of the conceptual model for flowback. Figure 3.1(b) depicts 1D 

flow in HF. Figure 3.1(c) illustrates 2D flow in both matrix and HF. In this present work, 

the 1D conceptual model is considered for both single- (i.e., only water) and two-phase 

(i.e., both water and gas) scenarios, whereas the 2D conceptual model is only used for two-

phase flow of gas (from matrix to HF and then to wellbore) and water (from HF to 

wellbore). As mentioned earlier, while single-phase flowback of water is only observed in 

tight sand formations (Adefidipe et al., 2014a), and the two-phase flowback is common in 

shale gas reservoirs. Therefore, both 1D and 2D models need to be developed to obtain 

comprehensive solution of fracture attributes.  
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(a) 

 

(b) 1D Model (Top view)                                                              (c) 2D Model (Top view) 

 

 

 

 

 

 

 

 

Figure 3.1: Conceptual model of analytical development 

 

For 1D single-phase flowback,  

• gravity segregation is neglected, 

• there is no flow of water and gas from matrix, and 

• water is assumed to be incompressible. 
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The mathematical developments for the single-phase flowback can be categorized into 

BDF and transient models. The BDF models are applied to flowback data with constant 

production rate, as well as constant bottomhole pressure (BHP) inner boundary condition. 

The outer boundary condition (tip of HF) would be: 

𝜕𝑃

𝜕𝑥
|𝑥=𝑥𝑓 = 0,        (3.1) 

where 𝑥 is the distance from wellbore along the fracture; 𝑥𝑓 is the fracture half-length; and 

𝑃 is the fracture pressure.  

In this study, transient models are also developed under constant flow rate and constant 

BHP condition by considering the following condition for the outer boundary: 

𝑃(∞, 𝑡) = 𝑃𝑖,        (3.2) 

where 𝑃𝑖 is the initial pressure at HF.  

After developing mathematical solutions, it is common to plot rate normalized pressure 

(𝑅𝑁𝑃) against time (or pseudo time) to obtain fracture attributes, 

𝑅𝑁𝑃 =
𝑃𝑖−𝑃𝑤𝑓

𝑞𝑤
,       (3.3) 

where 𝑃𝑤𝑓 is the well flowing pressure and 𝑞𝑤 is the flowback rate of water.  

A general workflow for analyzing single-phase flowback data follows: 

1. Carefully collect flowback data: flowback rate and well flowing pressure, 

2. Determine defined parameters: 𝑅𝑁𝑃 and a time related parameter, 

3. Plot and curve fit 𝑅𝑁𝑃 vs. the time related parameter, and 

4. Extract slope from the fitted line and evaluate fracture attributes. 
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For 1D and 2D two-phase flowback,  

• gravity segregation is neglected, 

• water production only sources from HF networks, 

• BDF flow is assumed for gas and water flow through primary fracture network, and 

• Desorbed gas is neglected during flowback period. 

The two-phase models are classified as early gas production (EGP) and late gas production 

(LGP) models, based on the presence of gas matrix influx. The similar workflow as the 

single-phase flowback is used for two-phase flowback but 𝑅𝑁𝑃 and time-related parameter 

are defined differently to account for two-phase flow. Table 3.1 summarizes the analytical 

models developed in this study, which are discussed in detail in the following subsections.  

Table 3.1: Summary of mathematical models developed for flowback data analysis. 

Fluids  

Flow 

Regime in 

HF 

Wellbore BC 
Gas Influx 

from Matrix  

Gas Flow 

in HF 
Section 

Water 

BDF 

Constant 𝑞 (PSS) No No 3.1.1-3.1.3 

Constant BHP No No 3.1.4 

Variable 𝑞 No No 3.1.8 

Transient 

Constant 𝑞 No No 3.1.5 

Constant BHP No No 3.1.6 

Variable 𝑞 No No 3.1.7 

Water + 

Gas 

BDF Constant BHP No Yes 3.2.1 

BDF Constant BHP Yes Yes 3.2.2 
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3.1 Single-Phase Flowback Model 

Analytical model for single-phase flowback is mainly for very early data (one day) and can 

be only observed in flowback data from tight sand gas reservoirs. 

3.1.1 BDF Constant q (PSS): Abbasi et al.’s Model 

Abbasi et al. (2012) developed an analytical solution capable of modeling single-phase 

flowback of water under PSS condition by including wellbore and HF volume. They treated 

the fracture as a closed chamber, assuming that whatever flowed into the fracture would be 

produced at surface level. In the form of RNP, their analytical model can be expressed by: 

𝑅𝑁𝑃 =
𝐵𝑠

𝐶𝑠𝑡
𝑀𝐵𝑇 +

𝜙𝑓𝑐𝑡𝜇𝑤𝐵𝑠

3𝑘𝑓𝐶𝑠𝑡
𝑥𝑓
2,      (3.4) 

where 𝑀𝐵𝑇 is the material balance time and equivalents to the ratio of cumulative water 

production to flowback rate; 𝐵𝑠 is the water formation factor at surface condition; 𝑐𝑡 is the 

total compressibility of rock and fluid in fracture;  𝜇𝑤  is the water viscosity; 𝜙𝑓  is the 

fracture porosity; 𝑘𝑓  is the fracture permeability; 𝐶𝑠𝑡  is the storage coefficient and is 

defined as the summation of  
𝑑𝑉𝑓

𝑑𝑃
, 𝑉𝑓𝑐𝑓 , and 𝑉𝑤𝑏𝑐𝑤𝑏; 𝑉𝑓 is the fracture volume, 𝑉𝑤𝑏 is the 

fluid volume in wellbore, and 𝑐𝑤𝑏 is the compressibility of fluid in wellbore. 

Alternatively, 𝐶𝑠𝑡 can be defined as: 

𝐶𝑠𝑡 = (𝑐𝑤 + 𝑐𝑟)𝑉𝑤 + 𝑐𝑤𝑉𝑤𝑏,      (3.5) 

where 𝑐𝑟 is fracture compressibility the and 𝑉𝑤 is the initial water volume in fracture at 

reservoir condition. 
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Equation (3.4) can be written in the field unit as:  

𝑅𝑁𝑃 =
𝐵𝑤

𝐶𝑠𝑡
𝑀𝐵𝑇 + 52.7

𝜙𝑓𝑐𝑡𝜇𝑤𝐵𝑤

𝑘𝑓𝐶𝑠𝑡
𝑥𝑓
2.     (3.6) 

Detailed derivation of Equation (3.6) is given in Appendix A. According to Equation (3.6), 

one can estimate 𝐶𝑠𝑡  and 𝑥𝑓
2/𝑘𝑓 from the slope and intercept of 𝑅𝑁𝑃  vs. 𝑀𝐵𝑇  plot, 

respectively.  

3.1.2 BDF Constant q (PSS): Alkouh et al.’s Model 

Alkouh et al. (2013) and Alkouh et al. (2014) developed a mathematical model for single-

phase flowback under BDF, with constant flowback rate at wellbore. In their developments, 

they only included fracture volume, ignored wellbore storage, and assumed no water 

contribution from matrix (i.e., cumulative water production equals to effective fracture 

volume). The RNP form of their solution reads 

𝑅𝑁𝑃 =
𝐵𝑤

𝑉𝑤𝑐𝑡
𝑀𝐵𝑇       (3.7) 

where 𝑉𝑤 is the initial water volume in fracture at reservoir condition (effective fracture 

volume).  

In the derivation of Equation (3.7), the authors neglected water productivity index (𝐽𝑤), 

which can be an important term at early times. The full solution in the field unit system can 

be expressed as:  

𝑅𝑁𝑃 = 5.615
𝐵𝑤

𝑐𝑡𝑤𝑓ℎ𝑥𝑓𝜙𝑓
𝑀𝐵𝑇 +  296.41

𝑥𝑓𝜇𝑤𝐵𝑤

𝑤𝑓ℎ𝑘𝑓
,   (3.8) 
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𝑃𝑓 − 𝑃𝑤𝑓 =
𝑥𝑓𝜇𝑤

3𝑤𝑓ℎ𝑘𝑓
𝑞𝑤,      (3.9) 

𝐽𝑤 =
𝑥𝑓𝜇𝑤

3𝑤𝑓ℎ𝑘𝑓
,        (3.10) 

where 𝑤𝑓 is the fracture width; ℎ is the fracture height or formation height if fracture is 

fully penetrated; and 𝑃𝑓 is the average fracture pressure. Detailed derivation of Equation 

(3.8) can be found in Appendix B. 

According to Equation (3.8), fracture volume (or fracture half-length if cross sectional area 

of fracture is known) and fracture permeability can be estimated from slope and intercept 

of RNP vs. MBT plot. 

3.1.3 BDF Constant q (PSS): 1D Analytical Model (Case 1) 

Using single-phase diffusivity equation for water, I developed simple 1D analytical 

solutions under different boundary conditions based on the conceptual model depicted in 

Fig. 3.1(b) to examine the above-mentioned models (Abbasi et al.’s Model and Alkouh et 

al.’s Model) as well as the numerical simulation results. The diffusivity equation for the 

linear flow of water in the fracture can be written as: 

𝜕2𝑃

𝜕𝑥2
=

1

𝜂

𝜕𝑃

𝜕𝑡
,        (3.11a) 

𝜂 =
𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤
,        (3.11b) 

where 𝜂 is the pressure diffusivity constant.  

To solve the diffusivity equation, the following dimensionless parameters are defined:  
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𝑥𝐷 =
𝑥

𝑥𝑓
,        (3.12) 

𝑡𝐷 =
𝑡𝜂

𝑥𝑓
2,        (3.13) 

𝑞𝐷𝑤 =
𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ𝑃𝑖
,       (3.14) 

𝑃𝐷 = 1 −
𝑃

𝑃𝑖
,        (3.15) 

where 𝑞𝑤 is the constant flowback rate of water at surface condition.  

For a 1D BDF flowback system with constant flowback rate at wellbore (Case 1), 

diffusivity equation and boundary conditions can be expressed in dimensionless form as:  

𝜕2𝑃𝐷

𝜕𝑥𝐷
2 =

𝜕𝑃𝐷

𝜕𝑡𝐷
,         (3.16) 

𝜕𝑃𝐷(0,𝑡𝐷)

𝜕𝑥𝐷
= 𝑞𝐷𝑤,        (3.17) 

𝜕𝑃𝐷(1,𝑡𝐷)

𝜕𝑥𝐷
= 0,        (3.18) 

𝑃𝐷(0, 𝑥𝐷) = 0.       (3.19) 

Using separation of variables technique, the solution to Equation (3.16) in the field unit 

would be:  

𝑃𝑤𝑓 = 𝑃𝑖 − 887.31
𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ
(
1

3
+ 𝑡𝐷 − 2∑

𝑒𝑥𝑝(−(𝑛𝜋)2𝑡𝐷)

(𝑛𝜋)2
∞
𝑛=1 ),  (3.20) 

or in the form of RNP would be:  

𝑅𝑁𝑃 = 887.31
𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ
(
1

3
+ 𝑡𝐷 − 2∑

𝑒𝑥𝑝(−(𝑛𝜋)2𝑡𝐷)

(𝑛𝜋)2
∞
𝑛=1 ).  (3.21) 
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At large production time, the summation term on the right side of Equation (3.21) becomes 

negligible. Therefore, in the case of BDF, Equation (3.21) can be simplified to: 

𝑅𝑁𝑃 =
5.615𝐵𝑤

𝑤𝑓ℎ𝑥𝑓𝑐𝑡𝜙𝑓
𝑡 + 296

𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ
,     (3.22) 

which is same the solution proposed by Alkouh et al. (2014). However, the 1D flowback 

model given in Equation (3.21) can be used to match flowback data during transient period.  

The general expression of three analytical models discussed in Sec 3.1.1, 3.1.2, and 3.1.3 

(for single-phase flowback under PSS regime) can be given by 

𝑅𝑁𝑃 = 𝑚𝑡 + 𝑏,       (3.23) 

where 𝑚 is the slope, 𝑏 is the intercept of the fitted linear line, and 𝑡 is the flowback time. 

The m and b values for each of these models are given in Table 3.2.   

Table 3.2: Summary of Single-Phase Flowback Models under PSS condition.  

Model m b 

Abbasi et al.’s Model 𝐵𝑤

𝐶𝑠𝑡
 52.7

𝜙𝑓𝑐𝑡𝜇𝑤𝐵𝑤

𝑘𝑓𝐶𝑠𝑡
𝑥𝑓
2 

Alkouh et al.’s Model 5.615𝐵𝑤

𝑤𝑓h𝑥𝑓𝑐𝑡𝜙𝑓
 296

𝜇𝑤𝐵𝑤

𝑤𝑓h𝑘𝑓
𝑥𝑓 

1D flowback model 

(Case 1) 

5.615𝐵𝑤

𝑤𝑓h𝑥𝑓𝑐𝑡𝜙𝑓
 296

𝜇𝑤𝐵𝑤

𝑤𝑓h𝑘𝑓
𝑥𝑓 

 

3.1.4 BDF Constant BHP: 1D Analytical Model (Case 2)  

Production under constant bottom hole pressure is a common practice adopted in the field. 

The 1D flowback model can be developed based on constant BHP and no flow boundary 
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conditions and, thus, successfully model flowback for BDF under constant BHP. To 

develop a 1D constant BHP flowback model (Case 2), the following dimensionless 

parameters are defined 

𝑃𝐷 =
𝑃−𝑃𝑤𝑓

𝑃𝑖−𝑃𝑤𝑓
,        (3.24) 

𝑥𝐷 =
𝑥

𝑥𝑓
,        (3.25) 

𝑡𝐷 = 𝑡
𝜂

𝑥𝑓
2.        (3.26) 

Dimensionless initial and boundary conditions can be expressed as:  

𝑃𝐷(0, 𝑡𝐷) = 0,        (3.27) 

𝜕𝑃𝐷(1,𝑡𝐷)

𝜕𝑥𝐷
= 0,        (3.28) 

𝑃𝐷(𝑥𝐷 , 0) = 1.       (3.29) 

Using the separation of variables techniques, the solution of diffusivity equation subject to 

the conditions given by Equations (3.27) – (3.29) reads: 

𝑃(𝑥, 𝑡) = (𝑃𝑖 − 𝑃𝑤𝑓)∑
4

(2𝑛−1)𝜋
sin(

(2𝑛−1)𝜋𝑥

2𝑥𝑓
) exp (−

0.001582(2𝑛−1)2𝜋2𝑡𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓
2 )∞

𝑛=1 + 𝑃𝑤𝑓.

 (3.30)  

Using Darcy’s flowrate equation, Equation (3.30) can be written in the form of RNP as: 

𝑅𝑁𝑃 =
887.31 𝐵𝑤𝜇𝑤

𝑘𝑓𝑤𝑓ℎ∑
2

𝑥𝑓
exp(−

0.001582(2𝑛−1)2𝜋2𝑡𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓
2 )∞

𝑛=1

 .   (3.31) 
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Equation (3.31) can be used to predict flowback behavior under constant BHP flowback. 

Detailed derivation of Equation (3.31) can be found in Appendix C.  

3.1.5 Transient Constant q: 1D Analytical Model (Case 3) 

Single-phase flowback period starts with a transient flow regime that usually lasts less than 

a day. However, for HFs with low permeability, the transient regime would be longer and 

it would be worth analyzing the flowback data. Earlier in this chapter, I discussed the 

analytical solutions for transient flowback under constant rate (Section 3.1.3) and BHP 

(Section 3.1.4) condition. Another transient analytical solution under constant rate can be 

obtained using the following dimensionless parameters, which are given by 

xD =
𝑥

𝑥𝑓
,        (3.32) 

tD =
𝑡𝜂

𝑥𝑓
2 ,        (3.33) 

PD = 1 −
𝑃

𝑃𝑖
,        (3.34) 

qDw =
𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

0.001127𝑘𝑓𝑤𝑓ℎ𝑃𝑖
,      (3.35) 

The corresponding boundary conditions are expressed by 

PD(𝑥𝐷 , 0) = 0,        (3.36) 

∂PD(0,𝑡D)

∂xD
= qDw,       (3.37) 

PD(∞, 𝑡𝐷) = 0.       (3.38) 
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Using Laplace transformation technique, the non-dimensional form of solution to the 

diffusivity equation subject to the initial and boundary conditions given by Equations (3.36) 

– (3.38) reads 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = 𝑞𝐷𝑤 (2√
𝑡𝐷

𝜋
exp (−

𝑥𝐷
2

4𝑡𝐷
) − 𝑥𝐷𝑒𝑟𝑓𝑐 (

𝑥𝐷

2√𝑡𝐷
) ).  (3.39) 

At wellbore, i.e. 𝑥 = 0, bottomhole pressure in dimensional form reads 

𝑃𝑤𝑓 = 𝑃𝑖 − 79.65
𝑞𝑤𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
,     (3.40) 

and in 𝑅𝑁𝑃 form reads  

𝑅𝑁𝑃 = 79.65
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
.      (3.41) 

According to Equation (3.41) the HF permeability can be obtained from the slope of RNP 

vs. √𝑡 plot. Detailed derivation of Equation (3.41) can be found in Appendix C.  

3.1.6 Transient Constant BHP: 1D Analytical Model (Case 4) 

Under constant BHP condition, a transient analytical solution can be obtained using the 

following dimensionless parameters and  

𝑃𝐷 =
𝑃−𝑃𝑤𝑓

𝑃𝑖−𝑃𝑤𝑓
,        (3.42) 

𝑥𝐷 =
𝑥

𝑥𝑓
,        (3.43) 

𝑡𝐷 = 𝑡
𝜂

𝑥𝑓
2.        (3.44) 
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and following dimensionless initial and boundary conditions 

𝑃𝐷(𝑥𝐷 , 0) = 1,       (3.45) 

𝑃𝐷(∞, 𝑡𝐷) = 1,       (3.46) 

𝑃𝐷(0, 𝑡𝐷) = 0.        (3.47) 

Using the Laplace transformation technique, the solution to diffusivity equation subject to 

conditions given by Equations (3.45) – (3.47) reads 

𝑃(𝑥, 𝑡) = (𝑃𝑖 − 𝑃𝑤𝑓) erf (
𝑥

2√𝑡𝜂
) + 𝑃𝑤𝑓.    (3.48) 

The flowback rate in field unit reads 

𝑞 = 0.008(𝑃𝑖 − 𝑃𝑤𝑓)𝑤𝑓ℎ√
𝑘𝑓𝜙𝑓𝑐𝑡

𝜇𝑤𝑡
,     (3.49) 

and in RNP form it would be  

𝑅𝑁𝑃 = 125
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
.      (3.50) 

According to Equation (3.41) the HF permeability can be obtained from the slope of RNP 

vs. √𝑡 plot. The model can also predict flowback rate in transient period, whereas the 

previous BHP flowback model can predict flowback rate for entire flowback period. 

Detailed derivation of Equation (3.50) can be found in Appendix C.  

A summary of the 1D flowback models and corresponding dimensionless boundary 

conditions/parameters are given in Tables 3.4 and 3.3, respectively.  
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Table 3.3: A Summary of Dimensionless Boundary Conditions/Parameters for Case 1-4.  

B
o
u

n
d

a
ry

 C
o
n

d
itio

n
s 

Case 1 𝜕𝑃𝐷(0, 𝑡𝐷)

𝜕𝑥𝐷
= 𝑞𝐷𝑤                       

𝜕𝑃𝐷(1, 𝑡𝐷)

𝜕𝑥𝐷
= 0 

Case 2 
𝑃𝐷(0, 𝑡𝐷) = 0                               

𝜕𝑃𝐷(1, 𝑡𝐷)

𝜕𝑥𝐷
= 0 

Case 3 𝜕PD(0, 𝑡D)

𝜕xD
= −qDw                      PD(∞, 𝑡𝐷) = 0 

Case 4 𝑃𝐷(0, 𝑡𝐷) = 0                                𝑃𝐷(∞, 𝑡𝐷) = 1 

𝑷
𝑫

 a
n

d
 𝒒

𝑫
𝒘

 

Case 1 
            𝑃𝐷 = 1 −

𝑃

𝑃𝑖
                        qDw =

𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

0.001127𝑘𝑓𝑤𝑓h𝑃𝑖
 

Case 2 
𝑃𝐷 =

𝑃 − 𝑃𝑤𝑓

𝑃𝑖 − 𝑃𝑤𝑓
 

Case 3 
PD = 1 −

𝑃

𝑃i
                                   qDw =

𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

0.001127𝑘𝑓𝑤𝑓h𝑃𝑖
 

Case 4 
𝑃𝐷 =

𝑃 − 𝑃𝑤𝑓

𝑃𝑖 − 𝑃𝑤𝑓
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Table 3.4: A Summary of 1D Analytical Solutions Case 1-4. 

A
n

a
ly

tica
l S

o
lu

tio
n

 in
 𝑷

𝑫
 fo

rm
 

Case 1 𝑃𝐷(𝑥𝐷, 𝑡𝐷) = 𝑞
𝐷𝑤

(
1

3
+

𝑥𝐷
2

2
− 𝑥𝐷 + 𝑡𝐷 − 2∑

1

𝑛𝜋2
exp(−(𝑛𝜋)2𝑡𝐷) cos(𝑛𝜋𝑥𝐷) 

∞

𝑛=1

) 

Case 2 𝑃𝐷(𝑥𝐷, 𝑡𝐷) = ∑
4

(2𝑛 − 1)𝜋
sin

(2𝑛 − 1)𝜋𝑥𝐷
2

exp(−
(2𝑛 − 1)2𝜋2𝑡𝐷

4
)

∞

𝑛=1

  

Case 3 
𝑃𝐷(𝑥𝐷, 𝑡𝐷) = 𝑞

𝐷𝑤
(2√

𝑡𝐷

𝜋
exp(−

𝑥𝐷
2

4𝑡𝐷
) − 𝑥𝐷𝑒𝑟𝑓𝑐 (

𝑥𝐷

2√𝑡𝐷
)) 

Case 4 
𝑃𝐷(𝑥𝐷, 𝑡𝐷) = erf (

𝑥𝐷

2√𝑡𝐷
)  

A
n

a
ly

tica
l S

o
lu

tio
n

 in
 R

N
P

 fo
rm

 

Case 1 𝑅𝑁𝑃 = 887.31
𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ

(

 
 1

3
+

0.006328𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓
2 𝑡 − 2∑

exp (−(𝑛𝜋)2
0.006328𝑘𝑓
𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓

2 𝑡)

(𝑛𝜋)2

∞

𝑛=1

)

 
 

 

Case 2 

𝑅𝑁𝑃 =
887.31 𝐵𝑤𝜇𝑤

𝑘𝑓𝑤𝑓ℎ∑
2
𝑥𝑓

cos (
(2𝑛 − 1)𝜋

2
) exp (−

0.001582(2𝑛 − 1)2𝜋2𝑡𝑘𝑓
𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓

2 )
∞
𝑛=1

  

Case 3 
𝑅𝑁𝑃 = 141.17

𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝜙𝑓𝑐𝑡𝑘𝑓𝜋
 

Case 4 
𝑅𝑁𝑃 = 70.587

𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝜋𝑡

𝜙𝑓𝑐𝑡𝑘𝑓
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3.1.7 Transient Variable q  

In field practice, flowback rate is always controlled by production conditions such as 

excess sand production. Therefore, it is common to have variable flowback rate over time. 

However, the previous mathematical models were developed for constant BHP or constant 

𝑞. To overcome this shortcoming, I adopted the superposition principle (Dake, 1983) to be 

able to analyze the flow back data obtained from variable rate (e.g., Figure 3.3) cases for 

both transient (section 3.1.7) and BDF (section 3.1.8) flow regime.  

 

Figure 3.2: Variable Flowrate Profile (Dake, 1983). 

The general formula of superposition principle are given by 

2𝜋𝑘ℎ

𝑞𝜇
(𝑃𝑖 − 𝑃𝑤𝑓𝑛) = ∑ ∆𝑞𝑗𝑃(𝑡𝑛 − 𝑡𝑗−1)

𝑛
𝑗=1 ,    (3.51) 

where 𝑃𝑤𝑓𝑛 is wellbore pressure at the end of period 𝑡𝑛, ∆𝑞𝑗 is the change in flow rate, 𝑃 

can be substituted with any general expression of pressure.  

For transient flowback period, I superimpose the 1D model (i.e., Case 3), which is the 

transient flowback model with constant flowback rate. Then, the relationship between 

pressure drawdown and flowback rate can be obtained by 
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𝑃𝑖 − 𝑃𝑤𝑓𝑛 = 79.65
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤

𝑘𝑓
𝜙
𝑓
𝑐𝑡 ∑ ∆𝑞𝑗√(𝑡𝑛 − 𝑡𝑗−1)

𝑛
𝑗=1 .  (3.52) 

To linearize Equation (3.52), superposition time of transient period (𝑡𝑠𝑝𝑡) is defined by 

𝑡𝑠𝑝𝑡 = ∑ ∆𝑞𝑗√(𝑡𝑛 − 𝑡𝑗−1)
𝑛
𝑗=1 .     (3.53) 

The linearized equation for pressure would be: 

𝑃𝑖 − 𝑃𝑤𝑓𝑛 = 𝑚𝑡𝑠𝑝𝑡,       (3.54a) 

𝑚 = 79.65
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤

𝑘𝑓
𝜙
𝑓
𝑐𝑡.       (3.54b) 

According to Equation (3.54), the HF permeability can be obtained from the slope of 

(𝑃𝑖 − 𝑃𝑤𝑓𝑛) vs. 𝑡𝑠𝑝𝑡 plot. Detailed derivation of Equation (3.54) can be found in Appendix 

C. Linear relationship can be established between pressure drawdown and superposition 

time.  

3.1.8 BDF Variable q 

For BDF period, the relation between pressure drawdown and flowback rate can be found 

by 

𝑃𝑖 − 𝑃𝑤𝑓𝑛 =
5.615𝐵𝑤

𝜙𝑓𝑐𝑡𝑤𝑓ℎ𝑥𝑓
∑ (𝑞𝑗 − 𝑞𝑗−1)(𝑡𝑛 − 𝑡𝑗−1) +

𝑛
𝑗=1

𝑥𝑓𝜇𝑤𝐵𝑤

0.003381𝑘𝑓𝑤𝑓ℎ
(𝑞𝑛). (3.55) 

In order to linearize Equation (3.55), superposition time of BDF (𝑡𝑠𝑝𝑝𝑠𝑠) is defined by 

𝑡𝑠𝑝𝑝𝑠𝑠 = ∑ (𝑞𝑗 − 𝑞𝑗−1)(𝑡𝑛 − 𝑡𝑗−1)
𝑛
𝑗=1 .     (3.56) 

To estimate fracture properties from flowback data, the production time should first be 

converted to 𝑡𝑠𝑝𝑝𝑠𝑠 and pressure drawdown should be plotted against 𝑡𝑠𝑝𝑝𝑠𝑠 in a log-log 
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plot. Then those flowback data that follow a unit slope should be extracted to create a plot 

of (𝑃𝑖 − 𝑃𝑤𝑓𝑛) vs. 𝑡𝑠𝑝𝑝𝑠𝑠 in normal scale. The 𝑥𝑓 and 𝑘𝑓 can be estimated from the slope 

and intercept of the plot. It worth noting that water flow would experience a transient period 

every time flowback rate is changed. For fracture with low permeability, longer transient 

time is expected after flowback rate is changed. Errors may arise, since our mathematical 

model is developed based on no-flow boundary, and is not valid for the period right after 

flowback rate is changed. As 𝑘𝑓  increases, the errors are diminished for less pressure 

transient time. For that reason, usually accurate estimate of 𝑘𝑓 cannot be obtained with 

Equation (3.56), especially for HF having low permeability. Therefore, two plots should 

be constructed to obtain fracture properties. First plot is (𝑃𝑖 − 𝑃𝑤𝑓𝑛) vs. 𝑡𝑠𝑝𝑡, and 𝑘𝑓 can 

be estimated from the slope of the linear portion of the line. Second plot is pressure 

drawdown vs. 𝑡𝑠𝑝𝑝𝑠𝑠 and 𝑥𝑓 can be estimated from the slope of straight line using the late 

time flowback data. This variable flowback rate model for single-phase flowback can give 

accurate estimate of fracture properties and predict flowback behavior under variable 

flowback rate operation.  

In summary, Abbasi et al. (2012) and Alkouh et al. (2014) proposed two analytical models 

that I discussed here. I modified the existing models to make them more practical. For 

example, from Alkouh et al.'s (2014) solution, I re-derived to estimate 𝑥𝑓  and 𝑘𝑓 

simultaneously. In addition, I developed 1D flowback models under different boundary 

conditions to predict flowback behavior and estimate fracture properties for various 

flowback operation (constant 𝑞 and constant BHP). To allow for a more general application 
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in a realistic case, I adopted superposition principle to apply the constant rate analytical 

solution to variable flow rate conditions.  
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3.2 Two Phase Flowback Model 

As many researchers (Clarkson, 2012; Adefidipe et al., 2014a; Zhang & Ehlig-Economides 

(2014)) have shown, immediate gas breakthrough is a common behavior found in shale gas 

flowback, and the discussed single-phase models cannot be applied to shale formation. 

(Clarkson, 2012; Clarkson et al., 2012) proposed a semi-analytical model where two 

fracture parameters need to be adjusted simultaneously, for two-phase flowback analysis, 

which exhibits a degree of uncertainty, due to the non-uniqueness of the history-matching 

parameters. In this chapter, I propose a new two-phase flowback model, based on material 

balance equation and two-phase diffusivity equation of water phase. Applying the proposed 

two-phase flowback model, fracture properties can be evaluated.   

As discussed earlier, flowback period can be subdivided into two distinct regions of EGP 

(with negative GWR slope) and LGP (with positive GWR slope). During EGP, gas 

production only sources from initial free gas stored in HF, and gas influx from matrix is 

negligible. During LGP, however, gas production sources from both HF and matrix. I first 

develop an analytical model to analyze two-phase flowback of EGP. Then the model is 

extended for LGP by incorporating matrix flow. Our methodology is similar to Adefidipe 

et al. (2014a); and Xu et al. (2016), where MB and diffusivity equation are applied to 

estimate fracture properties with flowback data. In literature, the previously proposed 

model (Adefidipe et al., 2014a; Xu et al., 2016) was based on gas diffusivity equation, 

which exhibits a high degree of non-linearity and brings about errors in estimating fracture 

properties. Our approach is based on water-phase diffusivity equation, where relative 
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permeability (𝑘𝑟𝑤) and saturation (𝑠𝑤) of water are added to the single-phase flowback 

model (see section 3.1.4) to account for two-phase flow.  

3.2.1 HF Flow without Matrix Influx (EGP)  

To develop the EGP model, HF is treated as a closed system with negligible gas and water 

matrix influx, where fracture depletion is the driving mechanism (see Figure 3.1(b)). The 

material balance under fracture depletion is given by 

Produced Gas (𝐺𝑝) = Initial Gas in Fracture (𝐺𝑓𝑖) − Remaining Gas in Fracture (𝐺𝑟), 

          (3.57) 

where 𝐺𝑝, 𝐺𝑓𝑖 and 𝐺𝑟 are all expressed at surface condition.  

The following assumptions were made to develop the MB equation: 

• only expansion of proppant is considered assuming aperture of fracture (𝑤𝑓) is 

constant, and 

• proppant compressibility (𝑐𝑝) is pressure-independent. 

Then pore volume in fracture (𝑉𝑓) at any time can be expressed as a function of pressure 

drawdown and 𝑐𝑝 by 

𝑉𝑓 = 𝑉𝑓𝑖 (1 − 𝑐𝑝(𝑃𝑖 − 𝑃𝑓)),      (3.58a) 

𝑉𝑓𝑖 = 𝑤ℎ𝑥𝑓𝜙𝑓,       (3.58b) 

where 𝑉𝑓𝑖 is the initial pore volume of fracture at the start of flowback operation. 

Remaining water volume in fracture (𝑉𝑤𝑟) can be found by (Adefidipe et al., 2014b) 
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𝑉𝑤𝑟 = (𝑊𝑓𝑖 −𝑊𝑝)𝐵𝑤      

where 𝑊𝑓𝑖 is the initial water volume in fracture, and 𝑊𝑝 is cumulative water production, 

all expressed at surface condition.  

Then remaining gas in fracture (𝐺𝑟) can be determined by 

𝐺𝑟 =
𝑉𝑓−𝑉𝑤𝑟

𝐵𝑔
.         (3.60) 

Substituting Equations (3.58b) – (3.60) into (3.58a), average fracture pressure (𝑃𝑓) can be 

determined by 

𝑃𝑓 = 𝑃𝑖 −
𝑉𝑓𝑖−((𝐺𝑓𝑖−𝐺𝑝)𝐵𝑔+(𝑊𝑓𝑖−𝑊𝑝)𝐵𝑤)

𝑉𝑓𝑖𝑐𝑝
,    (3.61) 

where 𝐺𝑓𝑖 is the initial free gas volume in fracture, 𝐺𝑝 is the cumulative gas production, 𝐵𝑔 

is the gas compressibility, and 𝐺𝑓𝑖 and 𝐺𝑝 are expressed at surface condition.  

Since 𝐵𝑔  is pressure-dependent, appropriate iteration scheme needs to be adopted to 

determine  𝑃𝑓  for each time point in flowback history. The average pressure profile is 

further used in water diffusivity equation to obtain fracture attributes. 

For single-phase flowback, the diffusivity equation is given by 

𝜕2𝑃

𝜕𝑥2 =
1

𝜂

𝜕𝑃

𝜕𝑡
.        (3.62) 

For two-phase flow of water and gas in fracture, water saturation ( 𝑠𝑤 ) and relative 

permeability of water (𝑘𝑟𝑤) should be included and two-phase diffusivity equation of water 

phase is: 
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𝜕

𝜕𝑥
(
𝑘𝑟𝑤𝑘𝑓

𝜇𝑤

𝜕𝑃

𝜕𝑥
) = 𝜙𝑓 (𝑠𝑤𝑐𝑤 + 𝑠𝑤𝑐𝑟 +

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃

𝜕𝑡
.    (3.63) 

To linearize the equation, water pseudo pressure (𝑃𝑝) is defined by 

𝑃𝑝 = ∫
𝑘𝑟𝑤

𝜇𝑤
𝑑𝑃

𝑃

𝑃𝑏
.        (3.64) 

Then, two-phase diffusivity equation can be expressed by 

𝜕2𝑃𝑝

𝜕𝑥2 =
𝜙𝑓

𝑘𝑓
𝜇𝑤

𝑠𝑤

𝑘𝑟𝑤
(𝑐𝑤 + 𝑐𝑟 +

1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃𝑝

𝜕𝑡
.    (3.65) 

The diffusivity equation can be further linearized with water pseudo time (𝑡𝑎) defined by 

𝑡𝑎 =
𝑘𝑟𝑤

𝑠𝑤
𝑡.        (3.66) 

The effective compressibility (𝑐𝑒𝑓𝑓) responsible for water production is defined by 

𝑐𝑒𝑓𝑓 = 𝑐𝑤 + 𝑐𝑟 +
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
.      (3.67) 

Applying definition of 𝑃𝑝 and 𝑡𝑎, the linearized diffusivity equation is given by 

𝜕2𝑃𝑝

𝜕𝑥2 =
1

𝜂2−𝑝ℎ𝑎𝑠𝑒

𝜕𝑃𝑝

𝜕𝑡𝑎
,       (3.68a) 

𝜂2−𝑝ℎ𝑎𝑠𝑒 =
𝑘𝑓

𝜙𝑓𝑐𝑒𝑓𝑓𝜇𝑤
.       (3.68b) 

For two-phase flowback under BDF and constant BHP, the initial and boundary conditions 

are given by 

𝑃𝑝(𝑥, 0) = 𝑃𝑝𝑖,       (3.69) 

𝑃𝑝(0, 𝑡) = 𝑃𝑝𝑤𝑓,       (3.70) 
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𝜕𝑃𝑝(𝑥𝑓,𝑡𝑎)

𝜕𝑥
= 0,        (3.71) 

where 𝑃𝑝𝑖 is the pseudo pressure at initial fracture pressure and 𝑃𝑝𝑤𝑓 is the pseudo pressure 

at 𝑃𝑤𝑓.  

Similar to the previous development for single-phase flowback model, the dimensionless 

group is applied to homogenize boundary conditions and solve the diffusivity equation. 

The dimensionless parameters are given by 

𝑃𝑝𝐷 =
𝑃𝑝−𝑃𝑝𝑤𝑓

𝑃𝑝𝑖−𝑃𝑝𝑤𝑓
,       (3.72) 

𝑥𝐷 =
𝑥

𝑥𝑓
,        (3.73) 

𝑡𝐷 = 𝑡𝑎
𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2,       (3.74) 

where 𝑃𝑝𝐷 is the dimensionless pseudo pressure; 𝑥𝐷 is the dimensionless distance; and 𝑡𝐷 

is the dimensionless pseudo time.  

Applying dimensionless group, the two-phase diffusivity equation of water phase can be 

expressed by 

𝜕2𝑃𝑝𝐷

𝜕𝑥𝐷
2 = (𝑐𝑤 + 𝑐𝑟 +

1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃𝑝𝐷

𝜕𝑡𝐷
.     (3.75) 

The homogenized boundary conditions are given by 

𝑃𝑝𝐷(𝑥𝐷 , 0) = 1,       (3.76) 

𝑃𝑝𝐷(0, 𝑡𝐷) = 0,       (3.77) 
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𝜕𝑃𝑝𝐷(1,𝑡𝐷)

𝜕𝑥
= 0.        (3.78) 

To solve Equation (3.75) for fracture pressure, the partial differential equation should be 

linearized. The term 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 in the coefficient varies with time and space; thus, analytical 

expression cannot be obtained explicitly. Numerical differentiation is applied to evaluate 

this term at average pressure (𝑃𝑓) and average water saturation (�̅�𝑤). To evaluate �̅�𝑤 of 

fracture, pore volume shrinkage is considered. The average water saturation in fracture can 

be obtained by  

�̅�𝑤 =1− 𝑊𝑝
𝑊𝑓𝑖

,        (3.79a) 

or 

�̅�𝑤 =
(𝑊𝑓𝑖−𝑊𝑝)𝐵𝑤

𝑉𝑓𝑖(1−𝑐𝑝(𝑃𝑖−𝑃𝑓))

,       (3.79b) 

where Equation (3.79a) is proposed by Clarkson (2012) and Equation (3.79b) is proposed 

by us, by considering the effect of proppant expansion on pore volume. 

Using the separation of variables technique, pseudo pressure (𝑃𝑝) can be expressed as a 

function of time and space by 

𝑃𝑝−𝑃𝑝𝑤𝑓

𝑃𝑝𝑖−𝑃𝑝𝑤𝑓
= ∑

4

(2𝑛−1)𝜋
sin (

(2𝑛−1)𝜋

2

𝑥

𝑥𝑓
)∞

𝑛=1 exp (−
(2𝑛−1)2𝜋2

4

𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2 ∫

1

𝑠𝑤𝑐𝑤+𝑠𝑤𝑐𝑟+
𝜕𝑠𝑤
𝜕𝑃

𝜕𝜏𝑎
𝑡𝑎

0
) 

         (3.80) 

To further simplify Equation (3.80), equivalent time (𝑡𝑒) is defined by 

𝑡𝑒 = 𝑐𝑡𝑖 ∫
1

𝑐𝑤+𝑐𝑟+
1

𝑠𝑤

𝜕𝑠𝑤
𝜕𝑃

𝜕𝜏𝑎
𝑡𝑎

0
,      (3.81a) 
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𝑐𝑡𝑖 = 𝑐𝑟 + 𝑠𝑔𝑖𝑐𝑔𝑖 + 𝑠𝑤𝑖𝑐𝑤𝑖,      (3.81b) 

where 𝑐𝑡𝑖  is the total compressibility determined based on initial water saturation in 

fracture (𝑠𝑤𝑖), initial gas saturation in fracture (𝑠𝑔𝑖), water compressibility at 𝑃𝑖 (𝑐𝑤𝑖), and 

gas compressibility at 𝑃𝑖 (𝑐𝑔𝑖).  

The rate normalized pseudo pressure (RNP) is averaged across the fracture and determined 

as only a function of 𝑡𝑒 by 

𝑅𝑁𝑃 =
𝑥𝑓

2

1

∑ exp(−
(2𝑛−1)2𝜋2

4

𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2𝑐𝑡𝑖

𝑡𝑒)
∞
𝑛=1  

,    (3.82a) 

𝑅𝑁𝑃 =
𝑃𝑝𝑖−𝑃𝑝𝑤𝑓

𝑞𝑤
.       (3.82b) 

If the long-time approximation introduced by Wattenbarger et al. (1998) is applied, the 

infinite summation term can be truncated to only the first term, and Equation (3.82a) can 

be simplified to: 

𝑅𝑁𝑃 =
1

2

𝑥𝑓

𝑤ℎ𝑘𝑓
exp (

 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2

𝑡𝑒

𝑐𝑡𝑖
),     (3.83a) 

which in field unit would be 

𝑅𝑁𝑃 = 79.01
𝑥𝑓𝐵𝑤

𝑤ℎ𝑘𝑓
exp (0.0156

 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2

𝑡𝑒

𝑐𝑡𝑖
).    (3.83b) 

In the semi-log plot of RNP vs. 𝑡𝑒, linear relation can be established. The linear relation 

can be expressed by 

𝑙𝑛(𝑅𝑁𝑃) = 𝑚 𝑡𝑒 + 𝑏,       (3.84a) 
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𝑚 =
0.0156 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2𝑐𝑡𝑖

,       (3.84b) 

𝑏 = 𝑙𝑛 (
79.01 𝑥𝑓𝐵𝑤

𝑤ℎ𝑘𝑓
),       (3.84c) 

where 𝑚 is the slope, and 𝑏 is the intercept of the fitted linear line of Equation (3.83). 

The 
𝑘𝑓

𝑥𝑓
2 can be evaluated from the slope. If either 𝑥𝑓 or 𝑘𝑓 is known, the other property can 

be determined. 

The workflow to determine fracture properties can be summarized as: 

1. Obtain flowback history from field data, which typically includes 𝑊𝑝, 𝐺𝑝 and 𝑞𝑤 vs. 

time, 

2. Use appropriate iteration scheme to determine average fracture pressure profile using 

Equation (3.61), 

3. Update �̅�𝑤  using Equation (3.79) and evaluate corresponding 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 at average 

fracture pressure with appropriate numerical differentiation method, and 

4. Determine 𝑅𝑁𝑃 and 𝑡𝑒 as defined in Equations (3.82b) and (3.81a). From the semi-

log plot, fracture properties (𝑥𝑓 and 𝑘𝑓) can be evaluated. 

The water diffusivity equation 2-phase flowback model for EGP can be summarized by 

ln(𝑅𝑁𝑃) =
0.0156 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2 𝑡𝑒 + ln (

79.01 𝑥𝑓𝐵𝑤

𝑤ℎ𝑘𝑓
),    (3.85a) 

𝑡𝑒 = 𝑐𝑡𝑖 ∫
1

𝑐𝑤+𝑐𝑟+
1

𝑠𝑤

𝜕𝑠𝑤
𝜕𝑃𝑓

𝜕𝜏𝑎
𝑡𝑎

0
,      (3.85b) 

𝑐𝑡𝑖 = 𝑐𝑟 + 𝑠𝑔𝑖𝑐𝑔𝑖 + 𝑠𝑤𝑖𝑐𝑤𝑖,      (3.85c) 
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𝑡𝑎 =
𝑘𝑟𝑤

𝑠𝑤
𝑡,        (3.85d) 

𝑅𝑁𝑃 =
𝑃𝑝𝑖−𝑃𝑝𝑤𝑓

𝑞𝑤
,        (3.85e) 

𝑃𝑝 = ∫
𝑘𝑟𝑤

𝜇𝑤𝐵𝑤
𝑑𝑃

𝑃

𝑃𝑏
.        (3.85f) 

3.2.2 HF Flow with Matrix Influx (LGP)  

Although previous field observations (Clarkson, 2012; Ghanbari et al., 2013; Zhang & 

Ehlig-Economides, 2014) established the presence of EGP or V-shape in GWR diagnostic 

plot in flowback on shale gas formation, EGP cannot always be recognized in flowback 

data, as seen in the field data of Marcellus shale released by Clarkson and Williams-Kovacs 

(2013b), where GWR increases monotonically with cumulative gas production or 

production time. Due to the inadequate quality of early flowback data collection, or perhaps 

the presence of immediate gas breakthrough from matrix to fracture, the EGP model 

without matrix influx cannot generally be applied to analyze the flowback on shale gas 

formation. Therefore, mathematical model of LGP should be developed to analyze two-

phase flowback on shale gas formation practically.  

The conceptual model of two-phase flowback is described in Figure 3.1(c). The most 

important is the fact that water flow in fracture can be treated as a one-dimensional, two-

phase diffusivity problem. Therefore, the same water diffusivity equation model of EGP 

can be applied for LGP period. The model is given by 

ln(𝑅𝑁𝑃) =
0.0156 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2 𝑡𝑒 + ln (

79.01 𝑥𝑓𝐵𝑤

𝑤ℎ𝑘𝑓
).    (3.58a) 
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Linear relationship can be found between ln(𝑅𝑁𝑃) and 𝑡𝑒 and fracture properties (𝑥𝑓 or 

𝑘𝑓) can be estimated from the slope. However, 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃𝑓
 needs to be evaluated in a way that  

accounts for gas matrix influx.  

If gas flow from matrix to fracture presents, depletion of pressure becomes smoother, since 

total compressibility becomes larger. MB should be to consider the effect of gas flow in 

matrix and 𝑃𝑓 can be obtained as a function of time. To avoid the complexity brought in by 

coupling flow of gas, a common assumption that primary fracture network and stimulated 

matrix volume are under a homogeneous pressure is applied (Clarkson, 2012; Clarkson & 

Williams-Kovacs, 2013b). Although the proposed MB is not accurate in estimation of 𝑃𝑓, 

it can still be applied to evaluate the change in �̅�𝑤 with respect to 𝑃𝑓 since only rate of 

change in 𝑃𝑓 matters when applying the two-phase flowback model and it greatly reduces 

the computational complexity by avoiding the calculation of amount of gas matrix influx 

into fracture at each time point. In Chapter 4, sensitivity analysis has been conducted to 

test the accuracy of the proposed material balance. 

The main assumptions behind this model can be summarized as: 

• Water production only sources from primary fracture network, 

• Fracture and stimulated matrix volume are under homogeneous pressure decline rate, 

• BDF of gas and water in fracture, and 

• BDF of gas in stimulated matrix and no flow boundary are established between two 

nearby clusters. 

For EGP, average fracture pressure (𝑃𝑓)  can be found from material balance by 
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𝑃𝑓 = 𝑃𝑖 −
𝑉𝑓𝑖−((𝐺𝑓𝑖−𝐺𝑝)𝐵𝑔+(𝑊𝑓𝑖−𝑊𝑝)𝐵𝑤)

𝑉𝑓𝑖𝑐𝑝
.    (3.61) 

For LGP case, matrix volume needs to be added to determine depletion of pressure in 

matrix-fracture system and, thus, initial pore volume in fracture and stimulated matrix (𝑉𝑝𝑖) 

can be determined by 

𝑉𝑝𝑖 = 𝑥𝑓𝑤𝑓ℎ𝜙𝑓 + 𝑥𝑓𝐿𝑓ℎ𝜙𝑚,      (3.86) 

where 𝐿𝑓 is fracture spacing, and 𝜙𝑚 is matrix porosity.  

Initial free gas storage (𝐺𝑖) in fracture and stimulated matrix can be determined by 

𝐺𝑖 =
𝑥𝑓ℎ

𝐵𝑔𝑖
(𝑤𝑓𝜙𝑓𝑠𝑔𝑖 + 𝐿𝑓𝜙𝑚𝑠𝑔𝑖𝑚),     (3.87) 

where 𝑠𝑔𝑖 is initial gas saturation in fracture, and 𝑠𝑔𝑖𝑚 is initial gas saturation in matrix.  

Initial water storage (𝑊𝑖) in fracture and stimulated matrix is given by 

𝑊𝑖 =
𝑥𝑓ℎ

𝐵𝑤
(𝑤𝑓𝜙𝑓𝑠𝑤𝑖 + 𝐿𝑓𝜙𝑚𝑠𝑔𝑖𝑚),     (3.88) 

where 𝑠𝑤𝑖 is initial water saturation in fracture. 𝑠𝑤𝑖𝑚 is initial water saturation in matrix.  

Applying MB, the average pressure (�̅�) for the fracture-matrix system can be obtained by 

�̅� = 𝑃𝑖 −
𝑉𝑝𝑖−((𝐺𝑖−𝐺𝑝)𝐵𝑔+(𝑊𝑓𝑖−𝑊𝑝)𝐵𝑤)

𝑉𝑝𝑖𝑐𝑟
.   (3.89) 

Appropriate convergence method is required to find �̅�  since gas properties (𝐵𝑔 ) is a 

function of pressure. Once �̅� is determined, 𝑡𝑒 and 𝑅𝑁𝑃 can be evaluated with Equations 

(3.81a) – (3.82a). 



 

44 

 

According to Equation (3.85a), a linear correlation can be established between 𝑙𝑛 (𝑅𝑁𝑃) 

and 𝑡𝑒 for the production period when the assumption that fracture and stimulated matrix 

volume are under homogeneous pressure decline rate is valid. When a flowback interval 

with a unit slope presents in the log-log plot of 𝑙𝑛 (𝑅𝑁𝑃) vs. 𝑡𝑒, it should correspond a 

straight-line relationship when plotting 𝑙𝑛 (𝑅𝑁𝑃)  against 𝑡𝑒 ,in normal scale. Then the 

analytical model is valid to be applied. 

The corresponding slope in the linear fitting line is same as EGP model and is given by 

𝑚 =
0.0156 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2 .        (3.84b) 

If 𝑘𝑓 or 𝑥𝑓 is available, then the other fracture properties can be estimated. The workflow 

to apply water diffusivity equation in LGP period is same as in EGP period except a 

modified material balance equation (Equation (3.94)) should be changed to determine 

average fracture pressure (𝑃𝑓).  

In summary, the developed mathematical model for two-phase flowback is applicable to 

flowback with, and without, gas influx from matrix. For EGP, the proposed MB can predict 

average fracture pressure (𝑃𝑓) accurately; for LGP, the proposed MB cannot give exact 

estimate of 𝑃𝑓 but instead can evaluate fracture pressure decline rate accurately for some 

flowback time interval when unit-slope can be found in log-log plot of ln(𝑅𝑁𝑃) vs. 𝑡𝑒. 

Compared with previously developed two-phase flowback model (Clarkson, 2012; 

Clarkson & Williams-Kovacs, 2013b; Adefidipe et al., 2014b; Ezulike & Dehghanpour, 

2014; Xu et al., 2015a; Xu et al., 2016), the proposed model based on two-phase diffusivity 
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equation of water phase exhibits high degree of linearity and estimates fracture properties 

analytically and explicitly.  
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 : RESULTS AND DISCUSSIONS 

 

4.1 Single-Phase Flowback Model 

The single-phase flow case has water flowing in the fracture only, and no gas flows from 

matrix and in fracture. CMG (IMEX) simulator is used to model the 1D fracture and to 

validate the analytical models. For single-phase flowback, only fracture grids are 

considered in the numerical model. Since all HF are assumed to be symmetrical, only one 

fracture is simulated here. Figure 4.1 shows the simulated segment with HF width of wf  (i-

direction) and fracture half-length of xf (j-direction). 

                

Figure 4.1: Numerical model for single-phase flowback without matrix influx.  

𝑤𝑓

Water 𝑥𝑓/2

Fracture

Perforation
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The number of grids along j direction has a major effect on the linear flow of water in the 

system. Number of grids depends on many parameters such as grid size, and fracture 

permeability. As fracture permeability increases, finer grid number is assigned to avoid 

truncation error in numerical simulation. The input reservoir parameters in the simulator 

are tabulated in Table 4.1. 

Table 4.1: Input of flowback properties for single-phase numerical model. 

Initial pressure, 𝑃𝑖(psi) 
2650 

Reservoir temperature, T (℉) 160 

Specific gravity, 𝑆𝐺𝑔                             0.65 

Water compressibility, 𝑐𝑤(psi-1) 3.33× 10−6 

Fracture porosity, 𝜙𝑓 (fraction) 0.8 

Rock compressibility, 𝑐𝑟 (psi-1) 1 × 10−6 

Reservoir thickness, ℎ (ft) 300 

Well constraint 𝑞𝑤 or 𝑃𝑤𝑓 

Flowback rate, 𝑞𝑤(stb/day)  2 

Flowing BH pressure, 𝑃𝑤𝑓(psi) 500 

Fracture width, 𝑤𝑓 (ft) 0.1 

Water formation volume factor, 𝐵𝑤(bbl/STB) 1.029 

Water viscosity @𝑃𝑖, 𝜇𝑤(cp) 0.331 

Water density @𝑃𝑖, 𝜌𝑤(lb/ft3) 61.9615 

Fracture half length, 𝑥𝑓(ft) 500 

Fracture permeability, 𝑘𝑓(mD)  Example A 15 

Fracture permeability, 𝑘𝑓(mD) Example B 150 

Fracture permeability, 𝑘𝑓(mD) Example C 1500 

 

In the 1D fracture model, only one grid is assigned in i and k direction to exclude the water 

flow toward perforation and in vertical direction. Refinement of grid distribution is applied 

in j direction to accurately capture linear flow of water along the fracture (j-direction). Grid 

distribution is shown in Table 4.2. 
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Table 4.2: Grid distribution for different simulation cases. 

Orientation Number of grids 

Fracture width (i) 1 

Fracture half-length (j) 

Example A 100 

Example B 1000 

Example C 10000 

Fracture height (k) 1 

The assumptions of the numerical model can be summarized as: 

• No matrix influx of water, 

• Gravity effect is negligible, 

• Open-hole production is assumed, and 

• Single phase linear flow inside fracture. 

4.1.1 Constant q Models  

In conventional well testing, reservoir properties can be estimated from pressure drawdown 

or pressure build up test. The same methodology is applied to estimate fracture properties 

during flowback. Constant terminal rate is set in the simulator. This section is to validate 

analytical models developed for constant q with numerical simulation. The analytical 

models are applied to predict pressure drawdown in fracture with time (i.e., forward 

prediction of pressure) and compared against numerical simulation. Then the analytical 

models are used to estimate fracture properties (i.e., inverse estimation of HF half-length 

and permeability) with the flowback data obtained from the numerical model.  

The validation of constant q models (Sec. 4.1.1) can be subdivided into two parts. The first 

part is to test the accuracy of BDF Constant q (PSS) Models (Sec. 3.1.1, 3.1.2, and 3.1.3). 

The second part is to test the accuracy of Transient Constant 𝑞 Model (Sec 3.1.5), which is 
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1D Analytical Model (Case 3) and compared against the BDF Constant q Model (Sec 

3.1.3), the 1D Analytical Model (Case 1) to illustrate the proper range of application of the 

different analytical models.  

The validation starts with BDF Constant 𝑞 (PSS) Models (Sec. 3.1.1, 3.1.2 and 3.1.3). 

After short period of transient flow, BDF can be established. Since constant rate is assumed 

in the production, PSS flow regime can be expected (i.e., constant pressure depletion rate 

along HF). Therefore, constant flowback rate model in numerical simulation can be used 

to validate the PSS mathematical model for single-phase flowback.  

As discussed in Chapter 3, Abbasi et al.’s model, Alkouh et al.’s models and 1D model 

(Case1) (Sec. 3.1.1-3.1.3) are categorized as PSS model. In this work, I first predict 𝑃𝑤𝑓 

with time during flowback, with one set of rock and fluid properties using PSS model, and 

compare the results against numerical simulation. The rock and fluid properties are 

described in Table 4.1. In addition, fracture attributes can be estimated from the flowback 

data output from the numerical model when fracture properties are unavailable. Accuracy 

of mathematical models can be illustrated by determining the discrepancy between 

estimated value from the mathematical models and input value in the simulator.  

As discussed, the general formula PSS mathematical model for single-phase flowback is 

given by 𝑅𝑁𝑃 = 𝑚𝑡 + 𝑏. To model the flowback behavior during transient period, infinite 

summation term in the 1D analytical model (i.e., Case1, Equation 3.21) should be included. 

I employed 10,000 terms for the summation term. 

Three cases with 𝑘𝑓 values of 15, 150, and 1500 mD (Example A, B, and C) are considered 

to mimic low, medium, and high fracture conductivity. The results of prediction for all 
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cases are shown in Figures 4.2-4.4. These comparisons show that Abbasi et al.’s and 

Alkouh et al.’s models cannot predict flowing pressure during transient period, which is 

expected. By including the summation term, the 1D analytical model (Case 1) can be used 

for entire flowback period.  

From these figures, it can be observed that the stabilization time (the time at which BDF 

begins) reduces from 0.1 days to 0.001 days as 𝑘𝑓  increases, resulting in faster 

establishment of BDF. In addition, Abbasi et al.’s and Alkouh et al.’s models can only be 

applied to BDF, where a match with numerical simulation can be found at late times. 

Unlike the developed 1D model (Case 1), Abbasi et al.’s and Alkouh et al.’s models can 

only be used when the transient period is short (e.g., high fracture permeability).  

Now I examine the capability of the models in estimation of the fracture properties. In the 

Abbasi et al.’s model, 𝑥𝑓 can be determined by 

𝑥𝑓 = √
𝑏𝑘𝑓

52.7𝜙𝑓𝑐𝑡𝜇𝑤𝑚
,       (4.1) 

where m and b are slope and intercept of the 𝑅𝑁𝑃 vs. time plot, respectively.  

In the Alkouh et al.’s and 1D (Case 1) model, 𝑥𝑓 and 𝑘𝑓 can be estimated using 

𝑥𝑓 =
5.615𝐵𝑤

𝑤ℎ𝑚𝑐𝑡𝜙𝑓
,        (4.2) 

𝑘𝑓 = 295.77
𝑥𝑓𝜇𝑤𝐵𝑤

𝑏𝑤ℎ
.       (4.3) 
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Figure 4.2: Prediction of RNP using Abbasi et al.’s Model, Alkouh et al.’s Model, and 1D 

Model BDF Constant q during flowback period compared against numerical results at kf 

=15 mD (Example A). 

 

Figure 4.3: Prediction of RNP using Abbasi et al.’s Model, Alkouh et al.’s Model, and 1D 

Model BDF Constant q compared against numerical results at kf =150 mD (Example B). 
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Figure 4.4: Prediction of RNP using Abbasi et al.’s Model, Alkouh et al.’s Model, and 1D 

Model BDF Constant q compared against numerical results at kf =1500 mD (Example C). 

 

Figure 4.5 provides the water production and pressure data for Case A having 𝑘𝑓=15 mD. 

These data are obtained from numerical simulations by using data given in Tables 4.1 and 

4.2. Figure 4.6 shows the RNP changes with time of the production data in a log-log plot 

(diagnostic plot), where the data corresponding to BDF can be identified by unit-slope. 

From the diagnostic plot, the estimated stabilization time is about one day, which is very 

close to the time that can be obtained using (Behmanesh et al. (2014)),  

𝑦𝑖𝑛𝑣 = 𝑐√(
𝑘

𝜙𝜇𝑐𝑡
)
𝑖
𝑡,       (4.4) 

where 𝑐 is the constant rate production constant and is equal to 0.113.  
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Using Equation (4.4) the stabilization time for Example A would be 1.5 days, which agrees 

with the BDF window determined from the log-log plot. Knowing the stabilization time, I 

use BDF data from Example A to plot RNP vs. time as shown in Figure 4.7. Then I extract 

slope and intercept by fitting data with a straight line. The straight-line equation is 

𝑅𝑁𝑃 = 112.06 𝑡 + 110.58,      (4.5) 

where slope is 112.06 𝑝𝑠𝑖 𝑠𝑡𝑏⁄ , and intercept is 110.58 𝑝𝑠𝑖 (𝑠𝑡𝑏/𝑑𝑎𝑦)⁄ . Having slope 

and intercept, I use Equations (4.1) – (4.3) to estimate xf and kf, which are given in Table 

4.3 for all three examples.  

 

Figure 4.5: Flowback history from numerical simulation for kf =15 mD (Example A) based 

on the simulation input and grid discretization data listed in Table 4.1 and Table 4.2, 

respectively. 
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Figure 4.6: Diagnostic plot of flowback data for kf =15 mD, where tBDF = 1 day. 
 

 

Figure 4.7: RNP vs. time plot for BDF data of the flowback period. 
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The estimated fracture properties from the three PSS models are within a 1% error margin 

with numerical input value, which proves the accuracy of the three PSS models. Abbasi et 

al.’s model can only estimate fracture half-length, not fracture permeability, but wellbore 

storage is considered. When wellbore storage is comparable to fracture storage, then 

Abbasi et al.’s model is more accurate than the other two models, where only fracture is 

considered.  

Table 4.3: Summary of results for fracture properties obtained from three PSS models. 

Example Model xf (ft) kf (mD) xf  error   kf 

error 

Example 

A 

Numerical Simulation Input 500.00 15.00 
  

Abbasi et al.  (Sec 3.1.1) 495.07 - 0.99% - 

Alkouh et al. (Sec 3.1.2) 496.1 15.1 0.77% 0.66% 

1D BDF Constant q (Sec 3.1.3) 496.1 15.1 0.77% 0.66% 

Example 

B 

Numerical Simulation Input 500.0 150.0 
  

Abbasi et al. (Sec 3.1.1) 496.2 - 0.76% - 

Alkouh et al. (Sec 3.1.2) 497.4 151.08 0.51% 0.69% 

1D BDF Constant q (Sec 3.1.3) 497.4 151.08 0.51% 0.69% 

Example 

C 

Numerical Simulation Input 500.0 1500.0 
  

Abbasi et al. (Sec 3.1.1) 497.5 - 0.50% - 

Alkouh et al. (Sec 3.1.2) 497.2 1488.6 0.56% 0.76% 

1D BDF Constant q (Sec 3.1.3) 497.2 1488.6 0.56% 0.76% 
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Validation of transient constant q model, which is 1D Analytical Model (Case 3) is 

conducted with the same numerical model (see Figure 4.1). As seen in the results shown in 

Figure 4.3 and 4.4, transient period is very short and not observable in conventional 

flowback data for fracture with medium to high conductivity. However, if available, 

analysis of transient flowback data provides the earliest opportunity to evaluate stimulation 

job for poor-treatment fractures.  

According to Equation (3.41), during transient period, there is a linear relation between 

RNP and √𝑡 . The slope of fitted line can be employed to estimate fracture permeability 

using 

𝑘𝑓 = 6344
𝐵𝑤
2𝜇𝑤

𝑤𝑓
2ℎ2𝜙𝑓𝑐𝑡𝑚

2.      (4.6) 

Using information from the same three examples discussed earlier, the predictability of the 

transient model is examined. The transient model is first applied to predict change in RNP 

with time for transient flowback period. Then with the transient flowback data obtained 

from numerical simulation, the analytical model is used to estimate fracture permeability 

(Equation (4.6)). The prediction of RNP with time for all three cases (Example A, Example 

B, and Example C) are shown in Figures 4.8-4.10 and compared against 1D analytical 

model (Case 1), which is a PSS model, and the numerical simulation to illustrate accuracy 

and the proper interval of application of 1D model (Case 3), which is a transient model. 

The comparisons made in these figures show that the transient model can accurately predict 

the transient data obtained from numerical simulation.  

 
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Figure 4.8: Prediction of RNP using 1D model BDF Constant q and 1D Model Transient 

Constant q against numerical results at kf =15 mD (Example A).  

 

Figure 4.9: Prediction of RNP using 1D model BDF Constant q and 1D Model Transient 

Constant q compared against numerical results at kf =150 mD (Example B).  
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Figure 4.10: Prediction of RNP using 1D model BDF Constant q and 1D Model Transient 

Constant q compared against numerical results at kf =1500 mD (Example C). 

 

To estimate fracture permeability using transient data, I use the corresponding numerical 

data to plot RNP vs. √𝑡 and to obtain slope. For example, in Example A, transient period 

lasted 12 hrs. Using these data, the straight-line that fits the data would be 

𝑅𝑁𝑃 = 219.53 √𝑡,       (4.7) 

from which the slope would be 219.53 𝑝𝑠𝑖√𝑑𝑎𝑦 𝑠𝑡𝑏⁄ , and therefore 𝑘𝑓 = 15.08 mD is 

obtained using Equation (4.6). A summary of estimated 𝑘𝑓 values for all three examples 

are given in Table 4.4. These results reveal that the 1D analytical model (Case 3) can be 

used to accurately estimate fracture permeability. 

1.E-01

1.E+00

1.E+01

1.E+02

1.E+03

1.E-03 1.E-02 1.E-01 1.E+00 1.E+01 1.E+02

R
N

P
 (
p

si
/(

st
b

/d
a

y
))

Time (days)

Numerical Simulation

1D Model BDF Constant q (Sec 3.1.3)

1D Model Transient Constant q (Sec 3.1.5)



 

59 

 

 

 

Figure 4.11: RNP is plotted against square root of t using transient flowback data, where 

linear fitted line is drawn as described in Equation (4.7). 
 

 

Table 4.4: Summary of estimated fracture permeability (kf) from 1D model (Case 3). 

Example 𝒌𝒇 input (mD) 𝒌𝒇  estimate (mD)  𝒌𝒇 error 

Example A 15.00 15.08 0.50% 

Example B 150.00 150.88 0.59% 

Example C 1500.00 1486.9 0.87% 
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4.1.2 Constant BHP Models 

This section validates the analytical models developed for flowback under constant BHP 

(Sec. 3.1.4 and 3.1.6), following the same workflow of validation. The analytical models 

are first applied to predict flowback rate with time, and compared against numerical 

simulation. Then the analytical models are applied to estimate fracture properties with 

flowback data output from the numerical model (see Figure 4.1). The only modification in 

the numerical simulation is that well constraint is changed from constant 𝑞 to constant 

BHP, where the numerical value is 500 psi. The rest of inputs in simulator are set as listed 

in Table 4.1. 

As discussed, 1D Analytical model (Case 2) and (Case 4) are applicable in BDF period and 

transient period, respectively. 1D Analytical Model (Case 2) is compared with 1D 

Analytical Model (Case 4) to illustrate the proper range of application of the models under 

different boundary conditions.  

 The models are given by  

𝑅𝑁𝑃 =
887.31 𝐵𝑤𝜇𝑤

𝑘𝑓𝑤𝑓ℎ∑
2

𝑥𝑓
𝑒

−
0.001582(2𝑛−1)2𝜋2𝑡𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓
2

∞
𝑛=1

,    (3.30) 

𝑅𝑁𝑃 = 125
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
,      (3.50) 

Where Equation (3.30) is valid for flowback in BDF, and Equation (3.50) is valid for 

flowback in transient period.  
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Three numerical examples (Example A, B and C) are applied to validate the analytical 

models. The prediction of RNP with the analytical models are compared against the 

numerical simulation and the results are shown in Figures 4.12, 4.13 and 4.14.  

 

 

 

Figure 4.12: Prediction of RNP using 1D model BDF Constant BHP and 1D Model 

Transient Constant BHP against numerical results at kf =15 mD (Example A). 
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Figure 4.13: Prediction of RNP using 1D model BDF Constant BHP and 1D Model 

Transient Constant BHP against numerical results at kf =150 mD (Example B). 

 

Figure 4.14: Prediction of RNP using 1D model BDF Constant BHP and 1D Model 

Transient Constant BHP against numerical results at kf =1500 mD (Example C).  
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As fracture permeability increases from 15 mD to 1500 mD, transient period decreases 

from 1- to 0.01-day. Observable discrepancy between 1D analytical model (Case 4) and 

the numerical simulation can be found in late flowback period, which agrees with the 

boundary condition applied in the development of the transient model. The 1D analytical 

model (Case 2) can successfully history-match numerical simulation for the entire 

flowback period, where the first 1000 terms are included in the infinite summation term in 

Equation (3.30).  

To estimate fracture properties, explicit expression to estimate fracture properties is 

required. However, 1D analytical model (Case 2) cannot solve for the fracture properties 

explicitly; 1D analytical model (Case 2) is applied instead, to estimate fracture properties 

with flowback data from transient period. 

As discussed in Chapter 3, linear correlation can be found between RNP and √𝑡  in 

transient period and fracture permeability can be estimated from slope of the fitted linear 

line by 

𝑘𝑓 = 15625
𝐵𝑤
2𝜇𝑤

𝑚2𝑤2ℎ2𝜙𝑓𝑐𝑡
,      (4.8a) 

𝑐𝑡 = 𝑐𝑟 + 𝑐𝑤.        (4.8b) 

It needs to be pointed out that 𝑐𝑟  should not be neglected to determine 𝑐𝑡  since the 

numerical value of 𝑐𝑟 is comparable to 𝑐𝑤.  



 

64 

 

 

Figure 4.15: RNP vs. time plot with flowback data from transient period. 
 

Linear relationship between RNP and √𝑡 can be expressed by 

𝑅𝑁𝑃 = 364.44 √𝑡,       (4.9) 

where slope of the fitted linear line is 364.44 𝑝𝑠𝑖√𝑑𝑎𝑦 𝑠𝑡𝑏⁄ . 

Substituting into Equation (4.8a), 𝑘𝑓 can be determined. In this work, we worked on three 

examples from very low fracture permeability 15 mD to high fracture permeability 1500 

mD to test the generality of the 1D Analytical (Case 4). The results of estimation of 𝑘𝑓 for 

all three cases are listed in Table 4.5.  

  

0

100

200

300

400

500

600

700

800

900

1000

0 0.5 1 1.5 2

R
N

P
 (

p
si

/(
st

b
/d

a
y
))

(sqrt(days)) 

Trendline

   =    .    



 

65 

 

Table 4.5: Summary of estimated fracture permeability (kf) from 1D model (Case 3). 

Example 𝒌𝒇 input (mD) 𝒌𝒇  estimate (mD)  𝒌𝒇 error 

Example A 15.00 15.66 4.4% 

Example B 150.00 156.92 4.6% 

Example C 1500.00 1570.09 4.7% 

 

The estimated fracture permeability from 1D Analytical Model (Case 4) are within 5% 

error with the numerical inputs, which validates the constant BHP mathematical model in 

application. For 1D analytical model (Case 2), explicit expression is required to estimate 

fracture attributes, where the infinite summation term can be truncated to only include the 

first term, as Wattenbarger et al. (1998) suggested. Then fracture half-length can be 

determined with 1D analytical model (Case 2). It is just a further one-step simplification, 

but I do not further develop it here, since the purpose is to validate the accuracy of the 

constant BHP models.  

4.1.3 Variable q Models 

This section is the application of analytical models proposed for flowback with variable 

rate (Sec 3.1.7 and 3.1.8). As discussed in Chapter 3, analytical solutions developed under 

constant 𝑞 flowback for BDF and transient period are superimposed to solve flowback 

problem under variable 𝑞. With variable flowback rate schedule (see Figure 4.16) set in the 

numerical simulation, 𝑃𝑤𝑓 can be predicted with time analytically and compared against 

numerical simulation. Then applying the analytical models with flowback data output from 

the numerical model (see Figure 4.1), fracture properties can be estimated from the linear 
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relationship between pressure drawdown and defined superposition time for BDF and 

transient period.  

 

Figure 4.16: Variable flowback rate schedule with time input in numerical simulator. To 

mimic the real field operation, flowback rate drops from 2.2 stb/day to 0.5 stb/day. 

 

Using Equations (3.52) – (3.56) and the flowrate schedule shown in Figure 4.16, the 

flowing pressure are calculated and compared against numerical results for all three cases, 

as shown in Figures 4.17-4.19. These comparisons show that 1D transient model can 

recover the numerical data at early times. whereas the 1D BDF model valid for late times, 

which is expected.  
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Transient period is longer at lower 𝑘𝑓 since it requires less time for pressure transient to 

reach fracture boundary. As seen in Figure 4.17, for 𝑘𝑓 = 15 mD or fracture with low 

conductivity, the 1D Model under transient and variable 𝑞  can history-match early 

flowback data accurately. As seen in Figures 4.18 and 4.19, for fracture with medium to 

high conductivity, the transient model only has a narrow range of application and usually 

transient period is too short to be seen in conventional flowback data. Compared with the 

transient model, 1D Model of BDF and variable q has a much wider range of application. 

At lower 𝑘𝑓 (Example A), there are some discrepancies or sharp fronts in prediction of 𝑃𝑤𝑓 

with the BDF model immediately after flowback rate changes. The reason behind these 

sharp fronts is that each time flowrate changes, short transient periods are experienced 

before BDF can be established. At higher 𝑘𝑓 (Example B and C), the discrepancies cannot 

be observed because transient periods are too short to be observed. 
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Figure 4.17: Predicted Pwf with time using 1D Transient Model and 1D BDF Model for 

Example A (kf = 15 mD). 

 

 

Figure 4.18: Predicted Pwf with time using 1D Transient Model and 1D BDF Model for 

Example B (kf = 150 mD).  

0

500

1000

1500

2000

2500

3000

0 2 4 6 8 10 12

P
w

f
(p

si
a
)

Time (days)

Numerical Simulation

1D Model Transient Variable q

1D Model BDF Variable q

0

500

1000

1500

2000

2500

3000

0 2 4 6 8 10 12

P
w

f
(p

si
a

)

Time (days)

Numerical Simulation

1D Model Transient Variable q (Sec 3.1.7)

1D Model BDF Variable q (Sec 3.1.8)



 

69 

 

 

Figure 4.19: Predicted Pwf  with time using 1D Transient Model and 1D BDF Model for 

Example C (kf = 150 mD). 

As discussed in Chapter 3, linear correlation can be found between pressure drawdown 

and superposition time and fracture properties can be estimated from the slope of the fitted 

linear line. In 1D Model Transient Variable 𝑞 (Sec 3.1.7), fracture permeability can be 

determined by 

𝑘𝑓 = 6344
𝐵𝑤
2𝜇𝑤

𝑤𝑓
2ℎ2𝜙𝑓𝑐𝑡𝑚

2.      (4.10) 

In 1D Model BDF Variable 𝑞 (Sec 3.1.8), fracture half-length and permeability can be 

determined by 

𝑥𝑓 =
5.615𝐵𝑤

𝑤𝑓ℎ𝑚𝑐𝑡𝜙𝑓
,       (4.11) 

𝑘𝑓 = 262.47
𝑥𝑓𝜇𝑤𝐵𝑤

𝑏𝑤𝑓ℎ
 (𝑞𝑛),      (4.12) 

where 𝑞𝑛 is the current flowback rate.  

0

500

1000

1500

2000

2500

3000

0 2 4 6 8 10 12

P
w

f
(p

si
a
)

Time (days)

Numerical Simulation

1D Model Transient Variable q (Sec 3.1.7)

1D Model BDF Variable q (Sec 3.1.8)



 

70 

 

The results of applying transient and BDF variable q models are plotted in Figures 4.20 

and 4.21 for numerical Example C (𝑘𝑓 = 1500 mD).  

 

Figure 4.20: Pressure drawdown vs. tspt using transient flowback data obtained from 

numerical simulation of Example C. 

  

Figure 4.21: Pressure drawdown vs. tsppss using BDF flowback data obtained from 

numerical simulation of Example C.  
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In Figure 4.20, linear relationship between (𝑃𝑖 − 𝑃𝑤𝑓𝑛) and 𝑡𝑠𝑝𝑡 can be expressed by 

𝑃𝑖 − 𝑃𝑤𝑓𝑛 = 21.764 𝑡𝑠𝑝𝑡,      (4.13) 

where the slope of fitted straight-line is found to be 21.764 𝑝𝑠𝑖 √𝑑𝑎𝑦𝑠/𝑠𝑡𝑏. 

In Figure 4.21, linear relationship between (𝑃𝑖 − 𝑃𝑤𝑓𝑛) and 𝑡𝑠𝑝𝑝𝑠𝑠 can be expressed by 

𝑃𝑖 − 𝑃𝑤𝑓𝑛 = 111.69 𝑡𝑠𝑝𝑝𝑠𝑠 + 1.1301,    (4.14) 

where the slope of fitted straight-line is 111.69 𝑝𝑠𝑖 /𝑠𝑡𝑏 and the intercept is 1.1301 𝑝𝑠𝑖.  

Using Equations (4.10) - (4.12), fracture permeability and fracture half-length can be 

estimated. Three numerical cases from very low fracture permeability 15  𝑚𝐷  to high 

fracture permeability 1500 𝑚𝐷 are applied to test the applicability of the transient and 

BDF flowback models with variable 𝑞. The results are summarized in Table 4.6. 

The results show that the transient model provides a more accurate estimation of 𝑘𝑓 than 

the BDF model. In the BDF model, 𝑘𝑓  is determined from the intercept value of the 

trendline, which is extrapolated when production time is zero when fracture flow is still 

under transient period. Therefore, the BDF model may not give accurate result to estimate 

fracture permeability. As fracture permeability increases, percent error in estimate of 𝑘𝑓 by 

the BDF model decreases as transient period is shortened.  
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Table 4.6: Summary of estimated values of fracture permeability (kf) and fracture half-

length (xf) using 1D BDF and transient models. 

Example 𝒌𝒇 input Transient PSS 

𝒌𝒇 estimate  error 𝒌𝒇  estimate error 𝒙𝒇 estimate error 

Example A 15.00 14.41 3.92 % 16.29 8.6 % 484.70 3.1 % 

Example B 150.00 145.24 3.17 % 161.74 7.8 % 492.62 1.5 % 

Example C 1500.00 1450.56 3.30 % 1425.03 5.0 % 488.60 2.3 % 
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4.2 Two-Phase Flowback Model 

As mentioned in Chapter 3, two-phase flowback models are categorized, based on absence 

and presence of matrix influx. The EGP model works for two-phase flowback without 

matrix influx (Sec 3.2.1), while the LGP model works for two-phase flowback with matrix 

influx (Sec 3.2.2). In this chapter, EGP and LGP models are validated against numerical 

models shown in Figures 4.22 and 4.23, respectively. 

                                    

Figure 4.22: Numerical model for two-phase flowback without matrix influx (EGP). 
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Figure 4.23 Numerical model for two-phase flowback with matrix influx (LGP). Only a 

quarter of fracture is considered. 
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4.2.1 HF Flow without Matrix Influx (EGP) Model 

In this section, the proposed two-phase flowback model without matrix influx, described 

in Sec. 3.2.2, is used to estimate fracture attributes. For EGP, fracture depletion is the drive 

mechanism and fracture can be treated as a closed system with negligible matrix influx of 

gas and water. The fluid flow is a 1D flow in fracture with gas and water initially stored in 

fracture flowing from fracture tip to the perforation. Then the numerical model applied to 

validate the EGP model can be simplified as a 1D model, where only fracture grids have 

been modeled and no matrix blocks is considered.  

The applied numerical model (see Figure 4.22) is same as the one applied for single-phase 

flowback (see Figure 4.1), but the fracture is partially saturated with gas, where initial gas 

saturation in fracture is set to simulate two-phase water and gas flow in fracture. Then 

relative permeability curve of gas and water in fracture needs to be carefully chosen. As a 

guideline, previous works (Clarkson, 2012; Alkouh, 2014) suggested gravity segregated 

relative permeability curve (see Figure 4.24 (a)) for two-phase gas and water flowback in 

fracture. In this work, pseudo time is properly defined in Equation (3.66) to be applicable 

for any type of relative permeability curve. Figure 4.24 (b) is an example of relative 

permeability curve that can typically found in shale sample if no relative permeability jail 

effect is considered (Alkouh, 2014). Table 4.7 lists the input reservoir parameters in the 

simulator.  
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(a) 

 

Figure 4.24: Relative permeability curve for fracture: (a) gravity segregated, (b) typical 

example from shale sample. 
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Table 4.7: Fracture and fluid properties used in numerical simulation for the EGP model. 

Initial pressure, 𝑃𝑖(psi) 
2650 

Reservoir temperature, T (℉) 160 

Specific gravity, 𝑆𝐺𝑔                             0.65 

Water compressibility, 𝑐𝑤(psi-1) 3.33× 10−6 

Fracture porosity, 𝜙𝑓(fraction) 0.8 

Proppant compressibility, 𝑐𝑝(psi-1) 1 × 10−6 

Reservoir thickness, ℎ(ft) 300 

Well constraint 

Flowing BH pressure, 𝑃𝑤𝑓(psi) 
 

500 

Fracture width, 𝑤𝑓 (ft) 0.1 

Water formation volume factor, 𝐵𝑤(bbl/stb) 1.029 

Water viscosity @𝑃𝑖, 𝜇𝑤(cp) 0.331 

Water density @𝑃𝑖, 𝜌𝑤(lb/ft3) 61.9615 

Fracture half length, 𝑥𝑓(ft) 500 

Fracture permeability, 𝑘𝑓(mD)  1500 

Initial water saturation in fracture, 𝑠𝑤𝑖 (fraction) 0.7 

 

The two-phase flowback model of EGP are given by Equations (3.83b) and (3.81a). For 

flowback without matrix influx, the proposed MB (Equation (3.61)) is applied to determine 

average fracture pressure (𝑃𝑓), where initial fracture volume (𝑉𝑓𝑖) can be estimated from 

the total injected volume (TIV) and the corresponding leak-off percentage. Leak-off 

percentage represents the extent of fracturing fluid loss into inactive natural fractures or 

into the matrix during the fracturing operation and the shut-in period, which can be 

obtained from the field experiment (Xu et al., 2016). In this example, the leak-off 

percentage is assumed to be 0.3, which is a typical value found in flowback on shale gas 

formation. The injection fluid volume is 9067 stb and thus, the initial fracture volume 

should be 56000 cf. Secant method is applied to obtain 𝑃𝑓 profile iteratively using Equation 
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(3.61). The estimated average fracture pressure from material balance is then compared 

with the numerical simulation, which is shown in Figure 4.25.   

 

Figure 4.25: Average fracture pressure obtained analytically with Equation (3.61) are 

compared with the numerical simulation with relative permeability curve (see Figure 4.24) 

set in fracture. 

 

In the plot of  𝑙𝑛(𝑅𝑁𝑃) vs. 𝑡𝑒 (see Figure 4.26), linear relationship can be found in BDF 

window as indicated by the late time approximation. If one of the fracture properties (𝑘𝑓 

or 𝑥𝑓) is available, the other parameter can be determined from slope (𝑚) of the straight 

line. 
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Fracture half-length can be determined by 

𝑥𝑓 = 0.1249√
 𝑘𝑓

𝑚 𝜙𝑓𝜇𝑤𝑐𝑡𝑖
.      (4.15) 

 

Figure 4.26: ln(RNP) vs. equivalent time (te) for EGP using relative permeability curve in 

fracture shown in Figure 4.25. 

 

In Figure 4.26, lines with different types of input relative permeability curves overlap each 

other because 𝑅𝑁𝑃  and 𝑡𝑒  are pressure normalized parameter. For the same fracture 

properties, the plot of 𝑙𝑛(𝑅𝑁𝑃) vs. 𝑡𝑒 keep invariant. As analyzed, linear correlation can 

be established in the plot of 𝑙𝑛(𝑅𝑁𝑃) against 𝑡𝑒 for BDF window. With 𝑘𝑓 = 1500 𝑝𝑠𝑖, 

time to reach BDF window (tBDF) is less than an hour and thus may be neglected in 

conventional flowback data. In this example, the corresponding equation for linear fitted 

line is given by 
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𝑙𝑛(𝑅𝑁𝑃) = 2.9987 𝑡𝑒 + 0.5221.     (4.16) 

From the slope, fracture half-length (𝑥𝑓) can be determined using Equation (4.15) as 513.78 

ft. Compared with the input value with 𝑥𝑓 to be 500 𝑓𝑡, the percent error is 2.76 %, which 

is within a satisfactory range of accuracy.  

 

Adefidipe et al. (2014b) also proposed a two-phase flowback model without matrix influx. 

I validated their model with two-phase flowback data output from the same built numerical 

simulation (see Figure 4.22). The formula of their proposed material balance is given by  

𝜕𝑃𝑓

𝜕𝑡
= −

𝑞𝑡

𝑐�̃�Vfi
,        (4.15a) 

𝑞𝑡 = 𝑞𝑔𝐵𝑔 + 𝑞𝑤𝐵𝑤,       (4.15b) 

𝑐�̃� = (1 −
𝐺𝑝

𝐺𝑓𝑖
)

𝐵𝑔

𝐵𝑔𝑖
𝑠𝑔𝑖𝑐𝑔 + (1 −

𝑊𝑝

𝑊𝑓𝑖
) 𝑠𝑤𝑖𝑐𝑤 +

1

𝑉𝑓𝑖

𝜕𝑉𝑓

𝜕𝑃𝑓
,  (4.15c) 

Where 𝑞𝑡 is the total production rate of water and gas at reservoir condition, 𝑐�̃� is the total 

effective compressibility responsible for water and gas production derived from the 

proposed MB in their work.  

Integrate Equation (4.15a), the final formula they proposed to solve for average fracture 

pressure (𝑃𝑓) is given by 

𝑃𝑓 = 𝑃𝑖 − ∫
𝑞𝑡

𝑐�̃�Vfi
𝜕𝑡

𝑡

0
.       (4.16) 

Combine with two-phase diffusivity equation of gas phase, linear relationship can be 

established between defined RNP and 𝑡𝑎 and is given by 
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𝑅𝑁𝑃 =
2

𝑉𝑓𝑖

𝑃𝑖

𝑍𝑖
𝐵𝑔𝑖𝑡𝑎 +

𝜙𝑓

𝑘𝑓
[

2

𝑉𝑓𝑖

𝑃𝑖

𝑍𝑖
𝐵𝑔𝑖]

𝑥𝑓
2

3
,     (4.17a) 

𝑅𝑁𝑃 =
𝑚(𝑃𝑖)−𝑚(𝑃𝑤𝑓)

𝑞𝑔
∗ ,       (4.17b) 

ta = ∫
𝑘𝑟𝑔

𝜇𝑔𝑐�̃�
𝑑𝑡

𝑡

0
,       (4.17c) 

𝑞𝑔
∗ =

1

𝐵𝑔

(𝑞𝑔𝐵𝑔+𝑞𝑤𝐵𝑤)

𝑘𝑟𝑔
.        (4.17d) 

where 𝑚(𝑃𝑖) is the pseudo pressure at 𝑃𝑖 , 𝑚(𝑃𝑤𝑓) is the pseudo pressure at 𝑃𝑤𝑓 , 𝑡𝑎  is 

pseudo time, and 𝑞𝑔
∗  is the equivalent gas rate. The definition of pseudo pressure can be 

found in Dake (1983). 

As defined in Equations (4.15b) and (4.15c), 𝑐�̃� and 𝑞𝑡 are related to gas properties and 

pressure dependent. At this stage, without 𝑃𝑓  profile is available, no correlation is 

established between 𝑐�̃�  or 𝑞𝑡  and time. Referred to routine RTA for dry gas reservoirs, 

pressure needs to be determined from cumulative production history without boundary 

conditions applied and then reservoir properties can be explicitly solved with diffusivity 

equation. However, 𝑃𝑓  cannot be explicitly solved with Equation (4.16). Instead, the 

proposed MB in this work for EGP Equation (3.61) is applied to solve for average fracture 

pressure, which only cumulative production history of water and gas are required. Then 

their mathematical model Equation (4.17) is applied to solve for fracture attributes 

explicitly.  

The model can be converted to field unit by 
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𝑅𝑁𝑃 =
2

𝑉𝑓𝑖

𝑃𝑖

𝑍𝑖
𝐵𝑔𝑖𝑡𝑎 + 158.37

𝜙𝑓

𝑘𝑓
[

2

𝑉𝑓𝑖

𝑃𝑖

𝑍𝑖
𝐵𝑔𝑖]

𝑥𝑓
2

3
.   (4.18) 

Assuming gravity segregated relative permeability curve in fracture, same average pressure 

profile should be obtained, as shown in Figure 4.25. However, when plotting 𝑅𝑁𝑃 against 

𝑡𝑎, no clear linear relationship could be found, as shown in Figure 4.27. 

 

Figure 4.27: RNP vs. ta using two-phase flowback model proposed in Adefidipe et al. 

(2014a); Xu et al. (2016). 

 

The same problem found in the application of this model is shown in Xu et al. (2016). They 

applied the field data collected from Muskwa shale, and realized that the data points tend 

to follow a curve with an inflexion point rather than a linear relationship. They claimed 

that the assumption in their model neglected the difference between 𝐵𝑔 and 𝐵𝑔𝑖 giving rise 
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to the non-linear behavior. After I carefully reviewed their derivation, I found that the 

defined equivalent gas rate (𝑞𝑔
∗ ) is assumed to be constant with space in fracture, which 

neglects the non-linear behavior of gas property. These assumptions cannot be properly 

applied, especially for fracture with high conductivity, since pressure drops in fracture 

cannot be neglected, even for early flowback period, and gas properties should be updated 

with change in fracture pressure. Since their model is based on two-phase diffusivity 

equation of gas phase, these assumptions cannot be properly applied due to the non-linear 

behavior of gas properties.  

Compared with their methodology, the proposed two-phase flowback model (Sec 3.2.1) in 

this work is based on two-phase diffusivity equation of water phase, where water properties 

show linear behavior and can be properly assumed to be constant with pressure. As 

indicated in the validation, the proposed model (Sec 3.2.1) can be generally applied for 

fractures with high or low conductivity.   

4.2.2 HF Flow with Matrix Influx 

In this section, the proposed two-phase flowback model with matrix influx described in 

Sec. 4.2.2 is used to estimate fracture attribute with two-phase flowback data output from 

the 2D numerical model (see Figure 4.23). The conceptual model for flowback is depicted 

in Figure 3.1. 

In the numerical model, only a quarter of matrix-fracture system is simulated by assuming 

symmetry with respect around perforation point. By downsizing the system, the number of 

grids can be reduced, and then less computational time is required in numerical simulator. 

Logarithmic grid size is assigned to accurately model flow in matrix. In literature (Shanley 
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et al., 2004), permeability jail (see Figure 4.28) is commonly found in the relative 

permeability curve of shale sample, which explains the poor well performance in tight 

formation. As Figure 4.28 illustrates, traditional and low-permeability reservoir rocks show 

different behaviors in critical water saturation (𝑠𝑤𝑐 ), critical gas saturation (𝑠𝑔𝑐 ), and 

irreducible water saturation (𝑠𝑤𝑖𝑟𝑟). In traditional reservoirs, similar values of irreducible 

water saturation and critical water saturation can be found. There is a wide range of water 

saturations at which both water and gas can flow. In low-permeability reservoirs, however, 

dramatically different values of irreducible water saturation and critical water saturation 

are found. There is a broad range of water saturations in which neither gas nor water can 

flow. In some very low-permeability reservoirs, there is virtually no mobile water phase 

even at very high water saturations. Considering permeability jail in relative permeability 

curves of matrix, there should be a range of water saturations where no water or gas can 

flow. Figure 4.29 shows the relative permeability curve adopted in the numerical 

simulation.  
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Figure 4.28: Relative permeability curve for conventional and unconventional reservoir, 

where irreducible water saturation differs from critical water saturation in tight formation 

(Shanley et al., 2004). 
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Figure 4.29: Application of permeability jail in the relative permeability curve of matrix 

in the numerical simulation  

Applying the permeability jail in the relative permeability curve, gas is the dominant phase 

flowing in matrix. Water flow can be treated as 1D flow along the fracture, and gas flow is 

a combined 2D flow along the fracture and from matrix to fracture. 

Several works on the well completion of hydraulically fractured wells are reviewed in order 

to assign the reasonable values to matrix and fracture properties in the numerical 

simulation. In Maxwell et al. (2013), they collected the well completion data for the 

hydraulically fractured wells completed in Anadarko Basin, where the average fracture 

spacing was about 165 ft. The typical fracture conductivity value was presented in Zhang 

et al. (2013). They conducted measurements on several core samples from Barnett Shale 

and reported that, for propped, induced fractures at instantaneous shut in pressure (2000 −

3000 𝑝𝑠𝑖), the typical fracture conductivity was about 250 𝑚𝐷. 𝑓𝑡. For the shale matrix, 

typical Barnett shale formation properties are provided in Alkouh (2014). Xu et al. (2016) 
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explained that during the shut-in period, water imbibition and gravity segregation are two 

important mechanisms responsible for gas movement from matrix surface to fracture, 

which causes initial free gas storage in fracture network. By analyzing field data collected 

from the fractured wells completed in Horn river basin, the initial gas saturation in fracture 

varies between 14.7% and 25.5%. In this work, the average value 20% is chosen to be the 

initial gas saturation in fracture in the numerical simulation. In reference to these well 

completion and core sample data on shale formation, the input values are set in the 

numerical simulation to simulate the flowback process under conditions that are as realistic 

as possible. Table 4.8 lists the parameters in the numerical simulation. 

Table 4.8: Flowback Simulation Properties for Single Fracture and Two-Phase Model 

(LGP). 

Initial pressure, 𝑃𝑖(psi) 2650 

Reservoir temperature, T (℉) 

Specific gravity, 𝑆𝐺𝑔                             

160 

0.65 

Water compressibility, 𝑐𝑤(psi-1) 3.33e-6 

Fracture porosity, 𝜙𝑓(fraction) 0.8 

Proppant compressibility, 𝑐𝑝(psi-1) 1e-6 

Reservoir thickness, ℎ(ft) 300 

Matrix porosity, 𝜙𝑚 (fraction) 0.08 

Well constraint 

Flowing BH pressure, 𝑃𝑤𝑓(psi) 
 

500 

Fracture spacing, 𝐿𝑓(ft) 165 

Fracture width, 𝑤𝑓 (ft) 0.1 

Water formation volume factor, 𝐵𝑤(bbl/stb) 1.029 

Water viscosity @𝑃𝑖, 𝜇𝑤(cp) 0.331 

Water density @𝑃𝑖, 𝜌𝑤(lb/ft3) 61.9615 

Fracture half length, 𝑥𝑓(ft) 500 

Fracture permeability, 𝑘𝑓(mD)  2500 

Initial water saturation in fracture, 𝑠𝑤𝑖  (fraction)  0.8 

Matrix permeability, 𝑘𝑚 (mD) 1.5e-4 
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The dimensionless fracture conductivity (𝐹𝐶𝐷) defined in Palisch et al. (2007) is given by 

𝐹𝐶𝐷 =
𝑤𝑓𝑘𝑓

𝑥𝑓𝑘𝑚
,        (4.19) 

where 𝑘𝑚 is matrix permeability.  

The dimensional fracture conductivity (𝐹𝐶𝐷) can be determined by (Aguilera, 1995) 

𝐹𝐶𝐷 = 𝑤𝑓𝑘𝑓.        (4.20) 

Using Equations (4.19) and (4.20), 𝐹𝐶𝐷 is determined as 3333 in dimensionless form and 

250 𝑚𝑑. 𝑓𝑡 in dimensional form with the input values listed in Table 4.8.  

The average pressure for the matrix-fracture system (�̅�) can be determined using the 

developed MB including free gas storage in matrix is given Equation (3.89). Using this 

equation, the average pressure of matrix-fracture system can be determined analytically 

with secant method as the iteration scheme. As discussed, only a single value (�̅�) is used 

as reservoir pressure for both fracture and matrix. However, in reality, fracture pressure 

should be much lower than matrix pressure. To accurately determine fracture pressure, 

coupling flow of gas needs to be evaluated, which greatly increases the computational 

complexity. Instead, homogeneous pressure is assumed for matrix-fracture system and then 

the sensitivity analysis is conducted to see when the assumption can be properly applied. 

In the numerical simulation, accurate fracture pressure can be evaluated. Table 4.30 shows 

the comparison between fracture pressure solved analytically with Equation (3.89) and 

numerically. It can be observed that average pressure estimated analytically differs 

significantly from its numerical result in the first 100 days of production. By carefully 

examining the two-phase flowback model described in Sec 3.2.2, we could see only 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃𝑓
 

evaluated at average water saturation in fracture, where fracture pressure is required to be 
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obtained from Equation (3.89) and later substituted into Equation (3.85) to determine 

fracture attributes. Therefore, the two-phase flowback model is valid if  
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃𝑓
 can be 

estimated accurately bearing the fact that analytical solution does not provide an acceptable 

estimate of 𝑃𝑓. 

 

Figure 4.30: Average fracture pressure determined analytically with Equation (3.89) and 

numerically with 2D numerical model (see Figure 4.23).  

 

Then test of accuracy in determination of 
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 with Equation (3.89) is conducted. The 

term 
1

𝑠𝑤

𝜕𝑠𝑤
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  can be decomposed using chain rule by 
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,       (4.21) 
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The average water saturation in fracture (𝑠𝑤) can be determined from cumulative water 

production using Equation (3.79b). Applying relative permeability jail, water is assumed 

to be immobile both in analytical and numerical modeling. Therefore, the change in 𝑠𝑤 

with time (
𝜕𝑠𝑤

𝜕𝑡
) should be the same for both numerical and analytical simulation, where 𝑠𝑤 

is only a function of cumulative water production data shown in Equation (3.79b). The 

discrepancy in estimating  
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃𝑓
  should come from the determination of pressure decline 

rate in fracture. The analytical solution assumes pressure decline rate is the same for 

fracture and matrix where under realistic conditions, pressure depletes faster in fracture 

than in matrix. To prove the validity of the analytical model, the difference in pressure 

decline rate obtained analytically and numerically needs to be checked to see whether it is 

within an allowable range. If the difference is small enough, then the assumption on 

pressure decline rate is applicable, and the analytical model should yield satisfactory 

estimation of fracture properties. 

Once the average fracture pressure is determined using Equation (3.89), the pressure 

decline rate is determined numerically with finite difference approximation. The estimated 

pressure decline rate is compared against the numerical simulation, where accurate 

pressure decline rate in fracture is obtained, and the compared results are shown in Figure 

4.31. 
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Figure 4.31: Pressure decline rate estimated analytically and numerically corresponding 

to average fracture pressure shown in Figure 4.30. 

 

From Figure 4.31, it can be seen that initially, pressure drop in fracture is significantly 

faster than in matrix, then the difference is gradually minimized and equivalent rate is 

achieved between analytical solution and numerical result at around 10 days, as seen at the 

intersection of numerical and analytical curves. Beyond the flowback time corresponding 

to the equivalent rate, pressure decline rate in matrix is greater than fracture, since for later 

time, fracture pressure is stabilized at 𝑃𝑤𝑓 and 
𝜕𝑃𝑓
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 of fracture approaches to a very small 

value. Therefore, the analytical model of LGP should be applied with flowback data, for 
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flowback time is greater than 10 days with diminished error in estimating pressure decline 

rate. On the other hand, our analytical solution, based on fracture depletion mechanism, 

should be applied before fracture pressure drops to stabilized pressure at around 500 𝑝𝑠𝑖, 

which is the well shut-in pressure set in the numerical simulation. In this case, the 

corresponding flowback time is around 30 days, as seen in Figure 4.30. Therefore, the 

appropriate flowback interval to apply analytical solution is between 10 to 30 days. From 

the plot of 𝑙𝑛(𝑅𝑁𝑃) and 𝑡𝑒in log-log scale (see Figure 4.32), unit-slope can be found for 

𝑡𝑒 between 0.004 and 0.014 days. With Figure 4.33, the corresponding flowback time is 

determined to be between 12 and 38 days, which agrees with our earlier interpretation from 

the discrepancy in estimation of pressure decline rate in fracture. Thus, linear correlation 

can be established between 𝑙𝑛 (𝑅𝑁𝑃)  and 𝑡𝑒  from 12 to 38 days, and the two-phase 

flowback model is valid. By extrapolating and linear-fitting this interval of flowback data, 

fracture properties can be determined from the estimated slope of the linear trend line, as 

shown in Figure 4.34. 
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Figure 4.32: ln (RNP) vs. te in log-log scale. analytical solution is applicable for interval 

with unit-slope. 

 

Figure 4.33: te vs. t, where equivalent time can be found as a function of production time 

as shown in Equation (3.54). 
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Figure 4.34: ln(RNP) vs. te between 0.004 and 0.014 days, which corresponds to the unit-

slope shown in the log-log plot. 
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factor that is considered in the analysis is the 𝐹𝐶𝐷 since homogeneous pressure decline rate 

is assumed for fracture and matrix behind the analytical model.  

The first parameter that I conduct sensitivity analysis is dimensionless 𝐹𝑐𝑑 as defined in 

Equation (4.19). For the shale or tight sandstone formation, if lower value is found for 𝐹𝑐𝑑, 

then smaller contrast should exist between matrix and fracture, where the assumption of 

homogeneous pressure decline rate is more applicable and the analytical model of LGP 

becomes more accurate. From the field data collected in Xu et al. (2016) on Horn River 

Basin, initial water saturation in fracture (𝑠𝑤𝑖) is usually around 0.7 to 0.8, due to water 

imbibition and gravity segregation during shut-in period before flowback operation. So I 

chose 0.8 as the value of 𝑠𝑤𝑖 to conduct sensitivity analysis of 𝐹𝑐𝑑 while 𝐹𝑐𝑑 varies as 10, 

100, 1000 and 3333.3 (field case). Figure 4.35 shows the result of average fracture pressure 

estimated numerically and analytically.  

 

Figure 4.35: Estimation of average fracture pressure (Pf) numerically with 2D numerical 

model (see Figure 4.23) and analytically with Equation (3.61). 
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As Figure 4.35 shows, the discrepancy between numerical solution (exact 𝑃𝑓 ) and 

analytical result (approximate 𝑃𝑓 ) is gradually reduced as 𝐹𝑐𝑑 decreases. Although 

observable discrepancy can be found between analytical and numerical solution in 

estimating 𝑃𝑓, the analytical solution assumes fracture and matrix are under same pressure 

decline rate and comparison of average fracture pressure decline rate (
𝜕𝑃𝑓

𝜕𝑡
) estimated from 

numerical and analytical solution is plotted in Figure 4.36.  

 

Figure 4.36: Estimation of average fracture decline rate numerically and analytically 

corresponding to Figure 4.35. 
 

Initially, pressure decline rate in fracture is much faster than matrix and the equivalent rate 

is achieved as seen at the intersection of numerical and analytical curves. Beyond the 

flowback time corresponding to the equivalent rate, pressure decline rate in matrix is 

1.E-01

1.E+00

1.E+01

1.E+02

1.E+03

1.E+04

1.E+05

1.E-03 1.E-02 1.E-01 1.E+00 1.E+01 1.E+02

A
v

e
ra

g
e
 F

ra
c
tu

re
 P

re
ss

u
re

 D
e
c
li
n

e
 R

a
te

 (
p

si
/d

a
y
)

Time (days)

   =     . 

   =   

   =     . 

Numerical

Analytical



 

97 

 

greater than fracture since for late time, fracture pressure is stabilized at 𝑃𝑤𝑓 and 
𝜕𝑃𝑓

𝜕𝑡
 of 

fracture approaches to a very small value or zero. As 𝐹𝑐𝑑 increases, greater contrast exists 

between fracture and matrix and, thus, a longer time is needed before analytical solution 

agrees with the numerical result. The time to achieve equivalent rate is around 0.8, 2, 5, 

and 10 days for 𝐹𝑐𝑑 as 10, 100, 1000 and 3333.3 respectively. For smaller 𝐹𝑐𝑑, accuracy 

of estimation of fracture properties is improved as shown in Table 4.9, where the input 

value of  𝑥𝑓 is 500 𝑓𝑡.  

Table 4.9: Estimation of fracture half-length (xf) under different Fcd.. 

𝑭𝒄𝒅 𝒙𝒇 (𝒇 ) 𝒙𝒇 error 

10 499.63 0.07 % 

100 501.65 0.33 % 

1000 520.87 4.17 % 

3333.3 455.67 8.87 % 

 

Then the LGP model is tested under different 𝑠𝑤𝑖𝑓. From the sensitivity analysis of 𝐹𝑐𝑑, it 

can be determined that the analytical model of LGP bias toward fracture-matrix system 

with low 𝐹𝑐𝑑 . Therefore, I chose fracture-matrix system with low 𝐹𝑐𝑑  to conduct the 

sensitivity analysis of 𝑠𝑤𝑖𝑓 . Three synthetic numerical cases are set in the numerical 

simulation with 𝑠𝑤𝑖𝑓  to be 0.1, 0.5 and 0.9 with 𝑘𝑚 = 0.01 𝑚𝑑 , 𝐿𝑓 = 200 𝑓𝑡  and 𝑘𝑓 =

5000 𝑚𝑑 , which yields a round number of 𝐹𝑐𝑑  to be 100 . The rest rock and fluid 

parameters are kept same as Table 4.9. I also compared the analytical model of LGP with 

EGP to see the effect of gas matrix influx on pressure decline in fracture. Figure 4.37 shows 
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the results of estimating 𝑃𝑓 from the numerical solution and comparison of the analytical 

model of EGP and LGP. 

 

Figure 4.37: Estimation of Pf numerically and analytically with different swi for EGP and 

LGP periods (Fcd =100). 
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more gas presents in the fracture. The discrepancy in estimation of 𝑃𝑓 between analytical 

solution and numerical result is reduced for high 𝑠𝑤𝑖, which should be preferred in field 

practice, since the typical 𝑠𝑤𝑖  for shale is 0.8 and for tight sandstone is fully water-

saturated. The analytical result of estimation of 𝑃𝑓 in EGP period does not show in the 

comparison, because the material balance described in Equation (3.61) accurately predict 

pressure declined for EGP period with negligible matrix influx.  

Table 4.10: Estimation of fracture half-length (xf) under different swi. 

 𝒘𝒊 𝒙𝒇 (𝒇 ) 𝒙𝒇 error 

0.1 587.6036 17.52 % 

0.5 538.5263 7.71 % 

0.9 497.5631 0.49 % 

 

The error in determination of 𝑥𝑓 is gradually reduced as 𝑠𝑤𝑖 increases, which is expected 

since the discrepancy in prediction of 𝑃𝑓  decreases if more water initially presents in 

fracture as shown in Figure 4.37.  

Another numerical case of higher 𝐹𝑐𝑑 is added to conduct the sensitivity analysis of 𝑠𝑤𝑖 to 

ensure the same trend found in Figure 4.37 is a general observation. Higher 𝐹𝑐𝑑 is set in 

the numerical simulaiton, where a lower matrix permeability is assigned to limit matrix 

flow of gas in LGP period. The input parameters source from field data of Barnett Shale 

described in Table 4.9, and the calculated 𝐹𝑐𝑑 is 3333.3. The 𝑘𝑚 for typical shale sample 

is of 10−4 𝑚𝑑 magnitude, which is 100 times smaller than the previous numerical case 

with 𝑘𝑚 to be 0.01 𝑚𝑑. Thus, the gas flow in matrix should be significantly reduced.  



 

100 

 

 

Figure 4.38: Estimation of Pf numerically and analytically with different swi for EGP and 

LGP periods (Fcd = 3333.3).  
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The same trend that pressure drawdown is gradually lowered as 𝑠𝑤𝑖  increases in LGP 

period due to the gas matrix influx into fracture was observed. Although the matrix flow is 

significantly limited by the lowered matrix permeability about two order of magnitude, gas 

matrix influx still help water production by supplying void space in fracture. Comparing 

Figure 4.37 and Figure 4.38, a larger gap occurs between analytical and numerical result 

for higher 𝐹𝑐𝑑. As analyzed in the sensitivity analysis of 𝐹𝑐𝑑, the accuracy of the analytical 

model of LGP is improved for lower 𝐹𝑐𝑑 because less discrepancy lies in estimation of 

pressure decline rate in fracture.  

Although the mathematical model in Ezulike and Dehghanpour (2014) is applicable for 

flowback of LGP, their methodology is based on  two-phase diffusivity equation of gas 

phase; unfortunately, coupling problem was encountered and this complicates the analysis, 

where the solution needs to be solved in Laplace domain, but is computationally expensive 

to do so. The other concept raised to develop their mathematical model is the dynamic-

relative-permeability, where relative permeability can be expressed as an explicit function 

of time, and can cause the later derivation to become mathematically complex. However, 

this relationship (𝑘𝑟𝑔 vs. 𝑡) is usually absent in conventional data gathering and usually 

varies among different geological locations. A typical plot of 𝑘𝑟𝑔 vs. 𝑡 found from their 

field data may not applicable in other formations. Also the development of this correlation 

is not necessary since 𝑘𝑟𝑔 can be found as a function of 𝑠𝑔 and it can be estimated with 

cumulative production history. Thus, direct relationship between 𝑘𝑟𝑔 and 𝑡 is not required 

for development of mathematical model of flowback. The application of Laplace 
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transformation and dynamic relative permeability curve make their model not practical in 

application as the solution requires   strong mathematical solving techniques.  

Bearing the fact that analyzing coupling flow of gas in the development of mathematical 

model would obtain exact estimation of 𝑃𝑓, our analytical model of LGP takes advantage 

of 1D flow of water, avoiding the complexity brought about by coupling problem, and still 

yields estimation of fracture attributes within satisfactory accuracy. From the sensitivity 

analysis, the accuracy of application of analytical model of LGP for fracture with low 𝐹𝑐𝑑 

and high 𝑠𝑤𝑖. When the input values in numerical simulation are set, referring to field data 

of Barnett Shale with 𝑠𝑤𝑖 to be 0.8 and 𝐹𝑐𝑑 to be 3333.33, the analytical model of LGP can 

accurately determine 𝑥𝑓 compared with the numerical input value. The analytical model of 

EGP can accurately determine 𝑃𝑓 for flowback without matrix influx. 
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 : SUMMARY AND CONCLUSIONS 

 

This work reviews the available literatures on flowback along with various mathematical 

models developed for flowback analysis. After re-deriving the available analytical models, 

the applicability of the previous models were examined and their limitation were discussed. 

It has been realized that analytical models for interpretation of flowback data are still at an 

early stage of development. Motivated by this, two sets of analytical models for flowback 

data analysis were developed: single-phase (i.e., fracturing fluid only) and two-phase (i.e., 

fracturing fluid and gas). In this work, water is considered as the fracturing fluid, and 

fracture as the porous medium. According to reported field data, single-phase flowback 

can be observed in tight sands, but two-phase flowback is expected in the case of shale gas. 

Thus, the flowback flow system can be single- or two-phase, depending on reservoir type. 

For single-phase systems, I propose a set of one-dimensional (1D) models developed under 

different boundary conditions. In contrast with previous single-phase models valid under 

pseudo steady-state (PSS) conditions, our simple 1D models are valid for transient and 

boundary-dominated flow regimes under constant bottomhole pressure (BHP), constant 

flowrate, and variable flowrate inner boundary conditions. For two-phase systems, I 

propose a 1D model to analyze water flow in fracture before gas influx from matrix to HF 

occurs; and a two-dimensional (2D) model to analyze water flow in fracture after gas flows 

into fracture.  
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5.1 Single-Phase Flowback 

The mathematical developments for the single-phase flowback can be categorized into 

BDF and transient models. The work starts by re-deriving Abbasi et al.’s and Alkouh et 

al.’s models developed for analyzing single-phase flow of water in HF. Limitations in 

application are found in these two models, as they can only be accurately applied in PSS 

flow regime. However, transient period may be important, especially for fracture with poor 

treatment or low conductivity. 1D analytical models are therefore developed, valid for both 

BDF and transient periods under constant 𝑞 and BHP production. A 1D numerical model 

(see Figure 3.1(b)) is developed in CMG (IMEX) to validate the previously developed 

models in literature and the proposed 1D analytical models in this thesis. The purpose of 

the validation is to reveal and compare the limitations behind different models. The 

validation can be subdivided into two steps: first analytical models are applied in forward 

prediction of flowback response (i.e., pressure drawdown or flowback rate) and compared 

against numerical simulation; then the analytical models are applied in inverse estimation 

of fracture attributes. (i.e., fracture half-length and fracture permeability). Abbasi et al.’s 

and Alkouh et al.’s models need to be further developed to predict flowback response, as 

some parameters (i.e., 𝐶𝑠𝑡 and 𝐽𝑤) in their models are difficult to evaluate using the current 

mathematical expressions. It should be noted that after fully deriving the expression of 𝐽𝑤, 

two important fracture attributes (i.e. 𝑥𝑓  and 𝑘𝑓) can be obtained using Alkouh et al.’s 

model, whereas the original work only focused on obtaining effective fracture volume. 

From forward prediction, 1D analytical model (Case 1) can accurately predict wellbore 

pressure for entire flowback period, whereas the other two models fail to history-match 
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transient flowback data. From inverse estimation, Abbasi et al.’s model can be applied to 

obtain the lump of 𝑥𝑓 and 𝑘𝑓, and the other two models are used to evaluate 𝑘𝑓 and 𝑥𝑓 

independently. The three models can accurately estimate fracture attributes as compared 

against numerical inputs, the errors are within 1%. The same validations are conducted for 

the other cases of 1D analytical models. Overall, by comparing against numerical 

simulations, the proposed transient models (1D analytical model (Case 3 and Case 4)) can 

accurately predict flowback response in transient period and estimate flowback properties 

with transient flowback data within 5% error. Overall, by comparing against numerical 

simulations, the proposed BDF models (1D analytical model (Case 1 and Case 2)) can be 

accurately applied in forward prediction of flowback response for entire flowback period 

and inverse estimation of flowback attributes with BDF flowback data within 5% error.  

Another important point achieved in this thesis is to develop analytical solution of single-

phase flowback under variable rate condition. In field operation, usually flowback rate 

cannot be maintained constant; thus, flowback models developed under constant 𝑞 

flowback may not be practical. Superposition principle is applied to superimpose 1D 

analytical model (Case 1 and Case 3) to account for change in flowback rate. Two sets of 

solution are obtained valid for flowback in BDF and transient periods under variable 𝑞. 

With the corresponding flowback time interval (i.e. BDF or transient) , the solutions can 

accurately predict fracture response and estimate fracture properties within 10% error.  
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5.2 Two-Phase Flowback 

The mathematical developments for the two-phase flowback can be categorized into EGP 

and LGP models. A V-shape is commonly found in gas to water ratio (GWR) plot in 

flowback on shale gas formation, where flowback can be separated into two regions: EGP 

without matrix influx and LGP with matrix influx. The proposed two-phase flowback 

models are developed by combing material-balance equation (MB) and two-phase 

diffusivity equation of water phase, where fracture attributes can be determined.  

For EGP, fracture can be treated as closed system and the 1D conceptual model (see Figure 

3.1(b)) is applied to simulate flow of gas and water in the fracture. Two-phase diffusivity 

equation of water phase is developed by incorporating water saturation and relative 

permeability of water on top of the single-phase diffusivity equation of water in single-

phase flowback. To solve for the diffusivity equation, no flow boundary as outer boundary 

and constant BHP as inner boundary are assumed and thus the model is applicable in 

flowback under constant BHP after BDF is reached. Water pseudo pressure (𝑃𝑝 ) and 

equivalent time (𝑡𝑒) are properly defined and used to linearize the diffusivity equation. 

Linear relationship can be found between natural log of rate normalized water pseudo 

pressure (ln (𝑅𝑁𝑃)) and equivalent time (𝑡𝑒), where 𝑡𝑒 is dependent on pressure decline 

rate in fracture and slope of the fitted line is used to evaluate fracture attributes. Then MB 

is developed to correlate average fracture pressure to flowback time, where fracture 

pressure decline rate can be estimated with algorithm of finite-difference approximation. 

A 1D numerical model is constructed to simulate two-phase fracture flow of water and gas 

and validate the analytical model. Two types of relative permeability curves are adopted in 
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the numerical simulation. I started with gravity segregation type of relative permeability 

curve, as it is the most common one found in fracture flow, where the numerical value of 

water saturation always equals to relative permeability of water. Later, a typical relative 

permeability curve obtained from shale sample is adopted to test applicability of the 

analytical model. With the developed MB, average fracture pressure (𝑃𝑓) can be accurately 

predicted compared against numerical simulation and the time related parameter (𝑡𝑒) can 

be determined from flowback time. Applying the two-phase diffusivity equation of water 

phase, linear correlations can always be found in the plot of ln (𝑅𝑁𝑃) vs. 𝑡𝑒 in BDF period 

and fracture half-length is accurately determined within 5% error, for both gravity 

segregated and typical shale type of relative permeability curves. It should be noted the 

plot of ln (𝑅𝑁𝑃) vs. 𝑡𝑒  is invariant with different types of relative permeability curves 

provided that fracture properties keep the same, which illustrates that the plotted 

parameters (i.e. 𝑅𝑁𝑃 and 𝑡𝑒) are normalized with 𝑃𝑓.  

For LGP, the 2D conceptual model (See Figure 3.1(c)) is applied to model two-phase flow 

of water and gas in fracture and single-phase flow of gas in matrix. As indicated in the 

literatures, water production in flowback period is usually assumed to be sourced from 

primary fracture network only, which indicates that water is immobile in matrix as initial 

water saturation is always lower than critical water saturation in matrix. In the two-phase 

flowback of LGP, water flow is assumed to be 1D flow in fracture whereas gas flow is 2D 

combined flow in fracture and matrix. As linear flow is still applicable for water flowback 

in LGP, the two-phase diffusivity equation of water phase developed for EGP is valid for 

LGP. But MB needs to be modified to account for the effect of gas matrix influx on pressure 
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decline in fracture, where free gas storage in matrix needs to be included. The challenging 

part is to determine the exact average fracture pressure, which requires the analysis of 

coupling problem encountered in gas flow. A common assumption that primary fracture 

network and stimulated matrix volume are under a homogeneous pressure is made in the 

development of MB to avoid the complexity brought about by coupling flow. Bearing the 

fact that significant discrepancy may be introduced by applying the assumption, the MB, 

however, is applied to obtain pressure decline rate in fracture and substitute into the two-

phase diffusivity equation of water phase to estimate fracture attributes. To validate the 

analytical model, a 2D numerical model is set to simulate two-phase flowback of LGP, 

where the input parameters are referred to well completion information and typical rock 

and fluid properties collected from Barnett shale. Applying the MB, significant errors can 

be observed in the estimation of average fracture pressure compared against numerical 

simulation; nevertheless, errors are greatly diminished in the determination of average 

pressure decline in fracture. The plot of ln(𝑅𝑁𝑃) and 𝑡𝑒 is then constructed in log-log scale 

to accurately determine the flowback time interval where a linear correlation presents and 

the assumption is valid. The result shows that the determined flowback interval with unit-

slope presenting in log-log plot also has the lowest error in estimation of pressure decline 

rate, which is within the expectation as the discrepancy is brought by the assumption on 

𝑃𝑓. The estimated fracture half-length from the analytical model is within ten percent error. 

Sensitivity analysis of 𝐹𝐶𝐷  and 𝑠𝑤𝑖  are conducted to investigate limitations of the two-

phase flowback model of LGP. 𝐹𝑐𝑑  is a key factor that would affect validity of the 

assumption on estimation of pressure drawdown in fracture. 𝑠𝑤𝑖  is treated as another 

important factor that may impact accuracy of the model as water-phase is the dominant 
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phase in the mathematical development. The results indicate that the model can be applied 

more accurately for fracture with smaller 𝐹𝑐𝑑and higher 𝑠𝑤𝑖. Within the physical range of 

𝐹𝑐𝑑 and 𝑠𝑤𝑖, the two-phase flowback model can accurately evaluate fracture attributes for 

LGP period.  

Also, several two-phase flowback models were carefully re-derived in my work. Clarkson 

et al.’s model included free and adsorbed gas storage in matrix in the development of MB, 

where matrix-fracture system is assumed under unified pressure and average fracture 

pressure can be evaluated with Langmuir isotherm applied. Improvement is made to this 

model as matrix and fracture storage of water are evaluated separately in the development 

of MB. Their model is particularly useful if desorption of gas is significant in flowback 

period, but field observations or experimental works need to be conducted to justify 

whether the effect of desorption should be included in flowback analysis. The potential 

problem that may be encountered in applying this model is the non-uniqueness in the 

history-matching process as multiple combinations of 𝑘𝑓 and 𝑥𝑓 may match the production 

history. Also, justification of their assumption of unified pressure needs to be supplemented 

to their model, which is provided in my work, as indicated in the sensitivity analysis of 

𝐹𝑐𝑑 . The two-phase flowback model proposed in Adefidipe et al. (2014b) was based on 

two-phase diffusivity equation of gas phase for EGP. Their mathematical development lay 

the foundation of two-phase flowback, excluding effect of desorption. I apply their model 

in the numerical simulation, but instead of a linear correlation, a polynomial relationship 

is obtained with the plotted parameters (i.e. 𝑅𝑁𝑃 and 𝑡𝑎), and fracture properties cannot be 

evaluated. The same observation was found by the authors with the field data from Muskwa 

shale. I realized that they assumed 𝐵𝑔 remains constant in EGP period in the mathematical 
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development. So their model fails to be applied for fracture with high conductivity where 

significant pressure drawdown should be found. The two-phase flowback model in Ezulike 

and Dehghanpour (2014) based on two phase diffusivity equation of gas phase is applicable 

in LGP, where Laplace transformation is applied extensively to analyze coupling flow of 

gas, which complicates the analysis. Compared with the previously developed models, the 

proposed two-phase flowback model in this work regards treated water as the dominant 

phase to analyze, which takes advantage of linear behavior of water properties and 1D flow 

of water. Although the assumption made in LGP period brings in significant discrepancy 

in estimation of average fracture pressure, the model can still estimate fracture attributes 

within satisfactory accuracy and avoids the complexity in solving the coupling problem, 

which should be a practical model in field application.  

5.3 Recommendations 

Three future researches are recommended. Desorption effect may be necessary to be 

included in flowback analysis. My recommendation for future researchers interested in 

further investigation of production mechanism in flowback are to collect experimental data 

to determine if desorption is significant in flowback period. If desorption needs to be 

considered, then I would recommend a new set of analytical solutions developed from 

Fick’s law instead of Darcy’s law.  

The assumption on homogenous pressure in matrix-fracture system may be relaxed in 

future research to determine pressure decline rate in fracture with improved accuracy. I 
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also recommend that future researchers devise a practical and simplified solution to analyze 

the coupling flow of gas.  

The validations of flowback models are dependent on numerical simulation, and CMG 

(IMEX) is extensively applied. But the numerical models adopted may not replicate the 

real case of flowback in the field. For future researchers, it would be helpful to conduct 

case studies in field to help complete and validate this study. Also, I recommend collecting 

micro-seismic information to know the distribution of hydraulic fracture and construct the 

numerical models of flowback in a more realistic manner.   
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APPENDIX A : ABBASI ET AL.’S MODEL 

 

Abbasi et al.’s model is designed to analyze single-phase flowback of water. Linear 

relationship can be found between 𝑅𝑁𝑃  and 𝑀𝐵𝑇  and the lump of  𝑥𝑓  and 𝑘𝑓  can be 

estimated from the slope and intercept of the fitted linear line. 

In the original work, the authors adopted a dimension that was based on a combination of 

field and SI units, which creates confusion when applying their model. In this work, I 

carefully reviewed their model and determined the coefficient of field unit. Their model 

can be expressed in field unit as, 

𝑅𝑁𝑃 =
𝐵𝑤

𝐶𝑠𝑡
𝑡 + 52.7

𝜙𝑓𝑐𝑡𝜇𝑤𝐵𝑤

𝑘𝑓𝐶𝑠𝑡
𝑥𝑓
2.      (A.1) 

By combing slope (𝑚) and intercept (𝑏), fracture properties can be estimated by 

𝑥𝑓 = √
𝑏𝑘𝑓

52.7𝜙𝑓𝑐𝑡𝜇𝑤𝑚
,       (A.2) 

𝑘𝑓 =
52.7𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓

2𝑚

𝑏
.       (A.3) 

In this thesis, 𝐶𝑠𝑡 should be properly defined to apply to this model to predict flowback 

behavior.  In the original publication, 𝐶𝑠𝑡 is defined as, 

𝐶𝑠𝑡 =
𝜕𝑉𝑓

𝜕𝑃𝑓
+ 𝑉𝑓𝑐𝑓 + 𝑉𝑤𝑏𝑐𝑤𝑏,      (A.4) 

where 𝑐𝑓 is defined as fracture fluid compressibility, 𝑐𝑤𝑏 is defined as wellbore fluid 

compressibility, 𝑉𝑓 is fracture volume, and 𝑉𝑤𝑏 is wellbore volume .  
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In Equation (A.4), 𝐶𝑠𝑡 is not clearly derived, and causes problem in evaluation. To be clear, 

the definition of fracture compressibility is given by, 

𝑐𝑟 = −
1

𝑉𝑓

𝜕𝑉𝑓

𝜕𝑃𝑓
|
𝑇

.       (A.5) 

Also, if 𝑐𝑓 and 𝑐𝑤𝑏 turn out to be water compressibility in fracture and wellbore, then 𝐶𝑠𝑡 

can be developed as, 

𝐶𝑠𝑡 = 𝑐𝑟𝑉𝑓 + 𝑐𝑤𝑉𝑓 + 𝑐𝑤𝑉𝑤𝑏.      (A.6) 

If fracture properties are available, then 𝑅𝑁𝑃 can be evaluated as a function of time with 

Equation (A.1). This model can be applied to estimate fracture properties for single-phase 

flowback under PSS and to predict flowback rate and pressure when fracture properties are 

provided.  
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APPENDIX B : ALKOUH ET AL.’S MODEL 

 

Alkouh et al. (2014) proposed an analytical model on flowback to estimate fracture volume, 

where linear relationship can be established between 𝑅𝑁𝑃 and 𝑀𝐵𝑇. The model is given 

by 

𝑅𝑁𝑃 =
𝑉𝑤𝐶𝑡

𝐵𝑤
𝑀𝐵𝑇,       (B.1) 

 

Theirs is a significant work that lays the foundation to construct a numerical model of 

flowback. Unfortunately, they did not fully develop their mathematical model, which leads 

to discrepancies during validation. In this thesis, my work extends Alkouh et al’s 

mathematical model to evaluate 𝑘𝑓  and 𝑥𝑓  simultaneously, where in their model, only 

effective fracture volume or 𝑥𝑓 could be determined.  

For fracture depletion, pressure drawdown can be estimated by  

𝑃𝑖 − 𝑃𝑓 =
𝑊𝑃𝐵𝑤

𝑊𝑖𝐵𝑤𝑖𝑐𝑡
,       (B.2) 

where 𝑊𝑝  is cumulative water production, 𝑊𝑖  is initial water storage in fracture, 𝐵𝑤  is 

water compressibility, and 𝐵𝑤𝑖 is water compressibility at initial fracture pressure. 

The well inflow equation developed for linear flow is combined with Equation (B.2) to 

provide full development of this model.  
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Figure B.1 depicts the 1D linear flow along the fracture under fracture depletion 

mechanism. 

 
Figure B.1: Linear flow of water along fracture during single-phase flowback period 

 

For small element of 𝑑𝑥 along the fracture, the material balance equation can be stated as, 

𝑞𝑤𝜌𝑤|𝑥+𝑑𝑥
− 𝑞𝑤𝜌𝑤|𝑥 =

𝜕

𝜕𝑡
(𝑑𝑥𝜙𝑓𝑤𝑓ℎ𝜌𝑤),    (B.3) 

where 𝑞𝑤 is water flow rate at reservoir condition, 𝜌𝑤 is in situ water density, w is fracture 

width, h is fracture height, and 𝜙𝑓 is fracture porosity.  

Assuming fracture is homogeneous and anisotropic, and water is incompressible fluid, then 

Equation (B.3) can be simplified as, 

𝜌𝑤
𝜕𝑞

𝜕𝑥
= 𝑤𝑓ℎ

𝜕

𝜕𝑡
(𝜙𝑓𝜌𝑤).      (B.4) 

For linear flow, Darcy’s law can be expressed as, 

𝑞𝑤 =
𝑘𝑓𝑤𝑓ℎ

𝜇𝑤

𝜕𝑃

𝜕𝑥
.       (B.5) 

Combining Equations (B.4) and (B.5), diffusivity equation for linear flow of water along 

the fracture is determined as, 

𝜕2𝑃

𝜕𝑥2 =
𝜙𝑓𝜇𝑤𝑐𝑡

𝑘𝑓

𝜕𝑃

𝜕𝑡
,       (B.6) 

where 𝑐𝑡 = 𝑐𝑤 + 𝑐𝑟. 
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The boundary conditions for PSS are given by 

𝜕𝑃

𝜕𝑥
|𝑥=𝑥𝑓 = 0,        (B.7) 

𝜕𝑃

𝜕𝑥
|𝑥=0 =

𝑞𝑤𝜇𝑤

𝑘𝑓𝑤𝑓ℎ
,       (B.8) 

where 𝑞𝑤 is both the specified water production rate, as well as constraint.  

Applying Equation (B.7), the PDE Equation (B.6) can be solved as, 

𝜕𝑃

𝜕𝑥
=

𝜙𝑓𝜇𝑤𝑐𝑡

𝑘𝑓
𝑥

𝜕𝑃

𝜕𝑡
+

𝑞𝑤𝜇𝑤

𝑤𝑓ℎ𝑘𝑓
.       (B.9) 

Total compressibility (𝑐𝑡) can be estimated from water production as, 

𝑐𝑡 = −
1

𝑊𝑝

𝜕𝑊𝑝

𝜕𝑃
.        (B.10) 

When chain rule is applied, 

𝑐𝑡𝑊𝑝
𝜕𝑃

𝜕𝑡
= −

𝜕𝑊𝑝

𝜕𝑡
.       (B.11) 

 

Since there is no flow boundary at fracture tip Equation (B.7), pseudo steady state flow can 

be established under constant rate production. The rate of increase in cumulative water 

production should be constant, and expressed as 

𝜕𝑊𝑝

𝜕𝑡
= 𝑞w.        (B.12) 

When this is substituted into (B.11), pressure decline rate in fracture can be evaluated by 

𝜕𝑃

𝜕𝑡
= −

𝑞𝑤

𝑐𝑡𝑤𝑓ℎ𝑥𝑓𝜙𝑓
.       (B.13) 



 

122 

 

Under constant rate production, pressure decline rate (
𝜕𝑃

𝜕𝑡
) holds constant in fracture. 

Substitute into Equation (B.9),  

𝜕𝑃

𝜕𝑥
= −

𝑞𝑤𝜇𝑤

𝑤𝑓ℎ𝑥𝑓𝑘𝑓
𝑥 +

𝑞𝑤𝜇𝑤

𝑤𝑓ℎ𝑘𝑓
.      (B.14) 

Integration is then applied as, 

∫ 𝜕𝑃 =
𝑥=𝑥∗

𝑥=0
∫ (−

𝑞𝑤𝜇𝑤

𝑤𝑓ℎ𝑥𝑓𝑘𝑓
𝑥 +

𝑞𝑤𝜇𝑤

𝑤𝑓ℎ𝑘𝑓

𝑥=𝑥∗

𝑥=0
)𝜕𝑥,    (B.15) 

where 𝑥∗ is any space in the fracture.  

After integration, fracture pressure is determined as, 

𝑃 − 𝑃𝑤𝑓 = −
𝑞𝑤𝜇𝑤

2𝑤𝑓ℎ𝑥𝑓𝑘𝑓
𝑥2 +

𝑞𝑤𝜇𝑤

𝑤𝑓ℎ𝑘𝑓
𝑥.     (B.16) 

Pressure is a function of space and bottom hole pressure (𝑃𝑤𝑓), which varies with time.  

At 𝑥=𝑥𝑓, the pressure drawdown (𝑃𝑒 − 𝑃𝑤𝑓) across the fracture can be determined as, 

𝑃𝑒 − 𝑃𝑤𝑓 =
𝑞𝑤𝜇𝑤𝑥𝑓

2𝑤𝑓ℎ𝑘𝑓
,       (B.17) 

where 𝑃𝑒 is fracture pressure at fracture boundary. 

The average pressure in fracture (𝑃𝑓) can be determined based on volumetric average as, 

𝑃𝑓 =
∫ 𝑃𝑑𝑉𝑓

𝑥𝑓
0

∫ 𝑑𝑉
𝑥𝑓
0 𝑓

,        (B.18) 

𝑑𝑉𝑓 = 𝑤𝑓ℎ𝜙𝑓𝑑𝑥,       (B.19) 

𝑃𝑓 − 𝑃𝑤𝑓 =
𝑥𝑓𝜇𝑤

3𝑤𝑓ℎ𝑘𝑓
𝑞𝑜,      (B.20) 

where 𝑉𝑓 is in situ fracture volume.  
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This equation expresses well inflow for linear flow, and the general formula of well inflow 

equation is stated as 

�̅� − 𝑃𝑤𝑓 = 𝐽𝑞,        (B.21) 

where �̅� is average pressure in the system, and 𝑞 is flow rate of the fluid in the system.  

From Equation (B.21), the productivity index of water in fracture (𝐽𝑤) can be determined 

as, 

𝐽𝑤 =
𝑥𝑓𝜇𝑤

3𝑤𝑓ℎ𝑘𝑓
.        (B.22) 

Expressed in field unit, Equation (B.22) is converted thus: 

𝐽𝑤 = 296.408
𝑥𝑓𝜇𝑤

𝑤𝑓ℎ𝑘𝑓
.       (B.23) 

When Equation (B.2) is combined with Equation (B.22), 

𝑅𝑁𝑃 = 𝐽𝑤 +
5.615𝐵𝑤

𝑐𝑡𝑉𝑓𝜙𝑓
𝑀𝐵𝑇.      (B.24) 

Expressed in field unit, Equation (B.23) is converted by 

𝑅𝑁𝑃 = 5.615
𝐵𝑤

𝑐𝑡𝑤𝑓ℎ𝑥𝑓𝜙𝑓
𝑀𝐵𝑇 + 296.41

𝑥𝑓𝜇𝑤𝐵𝑤

𝑤𝑓ℎ𝑘𝑓
.   (B.25) 

In Alkouh et al. (2014), the authors neglected any consideration of 𝐽𝑤 which, at a later 

stage, the mathematical model can be simplified as, 

𝑅𝑁𝑃 =
𝐵𝑤

𝑉𝑤𝑐𝑡
𝑀𝐵𝑇.       (B.26) 

In their solution, only 𝑉𝑤  or 𝑥𝑓  if cross-sectional area of fracture is available, can be 

estimated from the slope. By developing and applying well inflow equation of linear flow, 
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both 𝑥𝑓 and 𝑘𝑓 can be evaluated from the flowback data as shown in Equation (B.26). From 

the linear relationship that can be established after BDF is stabilized, slope (𝑚 ) and 

intercept (𝑏) can be determined by linear curve fitting. 𝑘𝑓 and 𝑥𝑓 can be determined by 

𝑥𝑓 =
5.615𝐵𝑤

𝑤𝑓ℎ𝑚𝑐𝑡𝜙𝑓
,       (B.27) 

𝑘𝑓 = 295.77
𝑥𝑓𝜇𝑤𝐵𝑤

𝑏𝑤𝑓ℎ
.       (B.28) 
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APPENDIX C : 1D ANALYTICAL MODEL ON SINGLE-PHASE FLOWBCAK 

 

The 1D model is developed to analyze flowback behavior for single-phase water flow 

under fracture depletion mechanism.  

Flow of fracturing fluid (water) along fracture is depicted similar to Figure B.1. 

The diffusivity equation for single-phase water flow in fracture is given by 

𝜕(𝜌𝑤𝑣)

𝜕𝑥
=

𝜕(𝜌𝑤𝜙𝑓)

𝜕𝑡
,       (C.1) 

where 𝑣𝑤 is velocity of water flow in fracture. 

Assuming fracture is homogeneous and isotropic and water is incompressible fluid, 

Equation (C.1) can be simplified as, 

𝜌𝑤
𝜕(𝑣𝑤)

𝜕𝑥
= 𝜌𝑤𝜙𝑓(𝑐𝑟 + 𝑐𝑤)

𝜕𝑃

𝜕𝑡
.     (C.2) 

In terms of field units, Darcy’s law for linear flow can be expressed as, 

𝑣𝑤 = 0.006328
𝑘𝑓

𝜇𝑤

𝜕𝑃

𝜕𝑥
  .     (C.3) 

When this is substituted into Equation (C.2),  

𝜕2𝑃

𝜕𝑥2 =
1

𝜂

𝜕𝑃

𝜕𝑡
,        (C.4) 

where 𝜂 = 0.006328
𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤
. 

Equation (C.4) is the governing partial differential equation to analyze single-phase 

flowback of water. Under different well constraints, different solutions can be obtained, 
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which makes the mathematical model of single-phase flowback versatile in field 

application.  

C.1 1D Analytical Model (Case 1) 

The first case of 1D analytical model of single-phase flowback is developed under PSS, 

where the boundary conditions are given by 

𝜕𝑃(𝑡,𝑥𝑓)

𝜕𝑥
= 0,         (C.5) 

𝜕𝑃(𝑡,0)

𝜕𝑥
=

 𝑞𝑤𝐵𝑤𝜇𝑤

 𝑘𝑓𝑤𝑓ℎ
.       (C.6) 

The initial condition at the start of flowback period can be expressed as, 

𝑃(0, 𝑥) = 𝑃𝑖.        (C.7) 

Boundary conditions have to be homogenized before applying the solution technique of 

PDE: separation of variables. Dimensionless parameters are defined as, 

𝑥𝐷 =
𝑥

𝑥𝑓
,        (C.8) 

𝑡𝐷 =
𝑡𝜂

𝑥𝑓
2,        (C.9) 

𝑞𝐷𝑤 =
𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ𝑃𝑖
,       (C.10) 

𝑃𝐷 = 1 − 𝑃/𝑃𝑖.       (C.11) 

When the dimensionless group is applied, the initial condition and boundary conditions can 

be converted into, 
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𝜕𝑃𝐷(0,𝑡𝐷)

𝜕𝑥𝐷
= 𝑞𝐷𝑤,       (C.12) 

𝜕𝑃𝐷(1,𝑡𝐷)

𝜕𝑥𝐷
= 0,        (C.13) 

𝑃𝐷(0, 𝑥𝐷) = 0.       (C.14) 

The diffusivity equation Equation (C.4) in dimensionless form is given by 

𝜕2𝑃𝐷

𝜕𝑥𝐷
2 =

𝜕𝑃𝐷

𝜕𝑡𝐷
.        (C.15) 

To homogenize the boundary condition, 𝑃𝐷 is decomposed as, 

𝑃𝐷 = 𝑃(𝑡𝐷, 𝑥𝐷) + 𝑆(𝑡𝐷 , 𝑥𝐷),      (C.16) 

where 𝑆(𝑡𝐷 , 𝑥𝐷) is an intermediate parameter used to homogenize boundary condition.  

When this is substituted into Equation (C.15),  

𝜕𝑃

𝜕𝑡𝐷
+

𝜕𝑆

𝜕𝑡𝐷
=

𝜕2𝑃

𝜕𝑥𝐷
2 +

𝜕2𝑆

𝜕𝑥𝐷
2 .      (C.17) 

When we rearrange the equation, 

𝜕𝑃

𝜕𝑡𝐷
=

𝜕2𝑃

𝜕𝑥𝐷
2 + 𝐴,       (C.18) 

where 𝐴 = −
𝜕𝑆

𝜕𝑡𝐷
+

𝜕2𝑆

𝜕𝑥𝐷
2 . 

Assuming 𝑆 is a polynomial function expressed in this form,  

𝑆 = 𝑎 + 𝑏𝑥𝐷 + 𝑐𝑡𝐷 + 𝑑𝑥𝐷
2 ,      (C.19) 

where 𝑎, 𝑏, 𝑐, 𝑑 are the coefficients that need to be determined for 𝑆. 

Substituting Equation (C.19) into Equation (C.18),  
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𝜕𝑃

𝜕𝑡𝐷
=

𝜕2𝑃

𝜕𝑥𝐷
2 − 𝑐 + 2𝑑.       (C.20) 

Substituting Equation (C.16) into boundary and initial conditions Equations (C.12) – ( 

C.14), then 

𝜕𝑃(0,𝑡𝐷)

𝜕𝑥𝐷
+

𝜕𝑆(0,𝑡𝐷)

𝜕𝑥𝐷
= 𝑞𝐷𝑤,      (C.21) 

𝜕𝑃(1,𝑡𝐷)

𝜕𝑥𝐷
+

𝜕𝑆(1,𝑡𝐷)

𝜕𝑥𝐷
= 0,       (C.22) 

𝑃(𝑡𝐷 = 0) + 𝑆(𝑡𝐷 = 0) = 0.      (C.23) 

Thus, we should have 

𝜕𝑃(0,𝑡𝐷)

𝜕𝑥𝐷
= 0,        (C.24) 

𝜕𝑆(0,𝑡𝐷)

𝜕𝑥𝐷
= 𝑞𝐷𝑤,       (C.25) 

𝜕𝑃(1,𝑡𝐷)

𝜕𝑥𝐷
= 0,        (C.26) 

𝜕𝑆(1,𝑡𝐷)

𝜕𝑥𝐷
= 0.        (C.27) 

The solution of 𝑆 is determined as, 

𝑆(𝑥𝐷 , 𝑡𝐷) = 𝑞𝐷𝑤 (
𝑥𝐷
2

2
− 𝑥𝐷 + 𝑡𝐷).     (C.28) 

The solution of 𝑃 at initial condition is determined as, 

𝑃(𝑡𝐷 = 0) = 𝑞𝐷𝑤(𝑥𝐷 −
𝑥𝐷
2

2
).      (C.29) 

Applying separation of variables, solution of fracture pressure is given by 
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𝑃 = 𝑋(𝑥𝐷)𝑇(𝑡𝐷),       (C.30) 

where 𝑋(𝑥𝐷) is some function of 𝑥𝐷 and 𝑇(𝑡𝐷) is some function of 𝑡𝐷. 

The fundamental solution of pressure is given by 

𝑃𝑛(𝑥𝐷 , 𝑡𝐷) = 𝑋𝑛(𝑋𝐷)𝑇𝑛(𝑡𝐷).      (C.31) 

Substituting Equation (C.30) into Equation (C.15), then 

1

𝑋

𝜕2𝑋

𝜕𝑥𝐷
2 =

1

𝑇

𝜕𝑇

𝜕𝑡𝐷
= −𝜆2.       (C.32) 

where 𝜆 is the separation constant and can be either a negative or positive number.  

Then, function of 𝑋(𝑥𝐷) and 𝑇(𝑡𝐷) can be determined as, 

𝑋′′(𝑥𝐷) + 𝜆2𝑋(𝑥𝐷) = 0,      (C.33) 

𝑇′(𝑡𝐷) + 𝜆2𝑇(𝑡𝐷) = 0.      (C.34) 

The boundary conditions for function 𝑋(𝑥𝐷) are given by 

𝜕𝑋

𝜕𝑥𝐷
(0, 𝑡𝐷) = 0,       (C.35) 

𝜕𝑋

𝜕𝑥𝐷
(1, 𝑡𝐷) = 0.       (C.36) 

The nonzero solutions of X are the eigenfunctions of the Sturm-Liouville problem and are 

given by 

𝑋𝑛(𝑥𝐷) = 𝑐𝑜𝑠(𝜆𝑛𝑥𝐷).      (C.37) 

where eigenvalue 𝜆𝑛 = 𝑛𝜋 (𝑛 = 0,1,2…… ). 
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Integrating the equation satisfied by T with 𝜆 = 𝜆𝑛, 𝑛 = 0,1,2 …… , we obtain the 

associated time components as, 

𝑇𝑛(𝑡𝐷) = exp (−𝜆𝑛
2 𝑡𝐷).      (C.38) 

The expected series representation of dimensionless pressure is given by 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = ∑ 𝑏𝑛 𝑐𝑜𝑠(𝜆𝑛𝑥𝐷) 𝑒
−𝜆𝑛

2 𝑡𝐷∞
𝑛=1 .    (C.39) 

where 𝑏𝑛 are arbitrary numbers. 

To solve for expression of 𝑏𝑛, substitute initial condition Equation (C.29) into Equation 

(C.39), then 

∑ 𝑏𝑛 𝑐𝑜𝑠(𝜆𝑛𝑥𝐷) = 𝑞𝐷𝑤 (𝑥𝐷 −
𝑥𝐷
2

2
)∞

𝑛=1 .    (C.40) 

For 𝑛 = 0, 

𝑏0 =
∫ 𝑞𝐷𝑤(𝑥𝐷−

𝑥𝐷
2

2
)𝑑𝑥

1
0

∫ 1𝑑𝑥
1
0

       (C.41) 

𝑏0 =
𝑞𝐷0

3
.        (C.42) 

For 𝑛 > 0, 

𝑏𝑛 =
∫ 𝑞𝐷𝑤(𝑥𝐷−

𝑥𝐷
2

2
) os (𝜆𝑛𝑥𝐷)𝑑𝑥

1
0

∫  os2(𝜆𝑛𝑥𝐷) 𝑑𝑥
1
0

,     (C.43) 

𝑏𝑛 = −2
𝑞𝐷0

𝜆𝑛
2 .        (C.44) 

So the solution of 𝑃𝐷(𝑥𝐷 , 𝑡𝐷) is given by 

𝑃𝐷(𝑥𝐷,𝑡𝐷)

𝑞𝐷𝑜
=

1

3
+ 𝑡𝐷 − 𝑥𝐷 +

𝑥𝐷
2

2
− 2𝑞𝐷𝑤 ∑

1

(𝑛𝜋)2
𝑐𝑜𝑠(𝑛𝜋𝑥𝐷) 𝑒

−(𝑛𝜋)2𝑡𝐷∞
𝑛=1 .(C.45) 
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In dimensional form, 

(𝑃𝑖−𝑃𝑤𝑓)

𝑞𝑤
=

𝑥𝑓𝜇𝑤𝐵𝑤

0.001127𝑘𝑓𝑤𝑓ℎ
(
1

3
+ 𝑡𝐷 − 2∑

𝑒−(𝑛𝜋)2𝑡𝐷

(𝑛𝜋)2
∞
𝑛=1 ).  (C.46) 

At a later time, the sum of infinite series is negligible. The solution of (C.46) can be 

simplified as, 

𝑅𝑁𝑃 =
5.615𝐵𝑤

𝑤𝑓ℎ𝑥𝑓𝑐𝑡𝜙𝑓
𝑡 + 296

𝑥𝑓𝜇𝑤𝐵𝑤

𝑘𝑓𝑤𝑓ℎ
,     (C.47) 

where 𝑅𝑁𝑃 =
(𝑃𝑖−𝑃𝑤𝑓)

𝑞𝑤
 and the coefficients are applied for field units.  

The late-time approximation of 1D model (Case 1) uses the same formula as Alkouh et 

al.’s model, where 𝑘𝑓 and 𝑥𝑓 can be estimated from the slope and intercept of the fitted 

straight line. By involving the infinite series, this model can also be used to predict 

flowback behavior for transient period.  

C.2 1D Analytical Model (Case 2) 

The 1D analytical model (Case 2) is developed to analyze single-phase flowback for BDF 

under constant BHP production. The same governing diffusivity equation Equation (C.4) 

is also applied here. For constant BHP flowback, only boundary condition differs from 

Case 1 and is given by 

𝑃(0, 𝑡) = 𝑃𝑤𝑓,        (C.48) 

𝜕𝑃(𝑥𝑓,𝑡)

𝜕𝑥
= 0.        (C.49) 

To homogenize the boundary condition, the dimensionless group is given by 
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𝑃𝐷 =
𝑃−𝑃𝑤𝑓

𝑃𝑖−𝑃𝑤𝑓
,        (C.50) 

𝑥𝐷 =
𝑥

𝑥𝑓
,        (C.51) 

𝑡𝐷 = 𝑡
𝜂

𝑥𝑓
2.        (C.52) 

Then the initial and boundary conditions are converted as, 

𝑃𝐷(𝑥𝐷 , 0) = 1,       (C.53) 

𝑃𝐷(0, 𝑡𝐷) = 0,        (C.54) 

𝜕𝑃𝐷(1,𝑡𝐷)

𝜕𝑥𝐷
= 0.        (C.55) 

The governing diffusivity equation in dimensionless form is the same as Case 1 and 

expressed as Equation (C.15). 

Separation of variables is applied to solve for fracture pressure as a function of time and 

distance. This diffusivity equation is analogous to heat equation and the solution can be 

referred to on page 97 of Constanda (2016). 

The corresponding eigenvalue and eigenfunctions are given by 

𝜆𝑛 =
(2𝑛−1)2𝜋2

4
,       (C.56) 

𝑋𝑛(𝑥𝐷) = sin
(2𝑛−1)𝜋𝑥𝐷

2
,      (C.57) 

𝑇𝑛(𝑡) = 𝑒−
(2𝑛−1)2𝜋2𝑡𝐷

4 .       (C.58) 

where 𝑛 = 1,2, … 

The series representation of dimensionless pressure is given by 
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𝑃𝐷𝑛
(𝑥𝐷 , 𝑡𝐷) = 𝑋𝑛(𝑥𝐷)𝑇𝑛(𝑡𝐷),     (C.59) 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = ∑ 𝑐𝑛𝑃𝐷𝑛
(𝑥𝐷 , 𝑡𝐷)

∞
𝑛=1      (C.60) 

where 𝑐𝑛 are arbitrary numbers. 

Applying initial condition, coefficient 𝑐𝑛 can be determined as, 

𝑐𝑛 =
4

(2𝑛−1)𝜋
.        (C.61) 

Substituting Equations (C.56) – (C.59) and (C.61) into Equation (C.60), 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = ∑
4

(2𝑛−1)𝜋
sin

(2𝑛−1)𝜋𝑥𝐷

2
𝑒−

(2𝑛−1)2𝜋2𝑡𝐷
4∞

𝑛=1 .  (C.62) 

In dimensional form, 

𝑃(𝑥, 𝑡) = (𝑃𝑖 − 𝑃𝑤𝑓)∑
4

(2𝑛−1)𝜋
sin

(2𝑛−1)𝜋𝑥

2𝑥𝑓
𝑒
−
0.001582(2𝑛−1) 2𝜋2𝑡𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓
2∞

𝑛=1 + 𝑃𝑤𝑓.(C.63) 

Applying Darcy’s law for linear flow, 𝑅𝑁𝑃 can be determined as, 

𝑅𝑁𝑃 =
887.31 𝐵𝑤𝜇𝑤

𝑘𝑓𝑤𝑓ℎ∑
2

𝑥𝑓
𝑒

−
0.001582(2𝑛−1)2𝜋2𝑡𝑘𝑓

𝜙𝑓𝑐𝑡𝜇𝑤𝑥𝑓
2

∞
𝑛=1  

.    (C.64) 

If fracture properties (𝑥𝑓  and 𝑘𝑓 ) are available, 𝑅𝑁𝑃 can be predicted as a function of 

flowback time. 
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C.3 1D Analytical Model (Case 3) 

The 1D model (Case 3) is developed to analyze flowback for transient period under 

constant BHP production. The same governing diffusivity equation of water Equation (C.4) 

is also applied here. The boundary conditions are given by 

𝑃(0, 𝑡) = 𝑃𝑤𝑓,        (C.65) 

𝑃(∞, 𝑡)  = 𝑃𝑖.        (C.66) 

Equation (C.66) is put in to the semi-infinite domain to represent that pressure propagation 

has not reached fracture boundary for transient period. The dimensionless group is defined 

same as Case 2 as Equations (C.50) – (C.52). 

Then the initial and boundary conditions are converted as, 

𝑃𝐷(𝑥𝐷 , 0) = 1,       (C.67) 

𝑃𝐷(0, 𝑡𝐷) = 0,        (C.68) 

𝑃𝐷(∞, 𝑡𝐷) = 1.       (C.69) 

The governing diffusivity equation of water flow along the fracture in dimensionless form 

is shown in Equation (C.14). 

Laplace transformation is applied to find the solution of fracture pressure, dependent on 

flowback time and space of fracture. Laplace transformation is applied as, 

𝐿(𝑃𝐷(𝑥𝐷 , 𝑡𝐷)) = 𝑈(𝑥𝐷 , 𝑠),      (C.70) 

where 𝑠 is the transformation parameter related to time, 𝑈 is the function of 𝑃𝐷 in Laplace 

domain.  
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The diffusivity equation can be placed in Laplace domain as, 

𝑈′′(𝑥𝐷 , 𝑠) − 𝑠𝑈(𝑥𝐷 , 𝑠) + 1 = 0.     (C.71) 

The corresponding boundary conditions in Laplace domain are described as, 

𝑈(0, 𝑠) = 0,        (C.72) 

𝑈(∞, 𝑠) =
1

𝑠
.        (C.73) 

The general solution of 𝑈 can be found as, 

𝑈(𝑥𝐷 , 𝑠) = 𝐶1(𝑠)𝑒
√𝑠𝑥𝐷 + 𝐶2(𝑠)𝑒

−√𝑠𝑥𝐷 +
1

𝑠
,    (C.74) 

where 𝐶1 is some function of 𝑠 and 𝐶2 is some function of 𝑠.  

Applying boundary conditions, 𝐶1 and 𝐶2 can be determined as, 

𝐶1(𝑠) = 0,        (C.75) 

𝐶2(𝑠) = −
1

𝑠
.        (C.76) 

The general solution of 𝑈 as a function of 𝑥𝐷 and 𝑆 is obtained as, 

𝑈(𝑥𝐷 , 𝑠) = −
1

𝑠
𝑒−√𝑠𝑥𝐷 +

1

𝑠
.      (C.77) 

Inversion of Laplace solution is applied to transfer 𝑈 in Laplace domain to 𝑃 in normal 

domain. Referring to Appendix A in Churchill (1972) and the inverted solution of U 

(𝑃𝐷(𝑥𝐷 , 𝑡𝐷)) can be derived as, 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = 𝐿−1(𝑈(𝑥𝐷 , 𝑠) ),      (C.78) 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = erf (
𝑥𝐷

2√𝑡𝐷
),      (C.79) 
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𝑃(𝑥, 𝑡) = (𝑃𝑖 − 𝑃𝑤𝑓) erf (
𝑥

2√𝑡𝜂
) + 𝑃𝑤𝑓,    (C.80) 

where erf ()is the error function.   

Applying Darcy’s law for linear flow, 𝑅𝑁𝑃 is determined as, 

𝑅𝑁𝑃 = 125
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
,      (C.81) 

where 125 is the coefficient for unit conversion for application in field unit.  

In Equation (C.80), linear relationship can be obtained between 𝑅𝑁𝑃 and √𝑡 as, 

𝑅𝑁𝑃 = 𝑚√𝑡,        (C.82) 

where 𝑚 = 125
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤

𝑘𝑓𝜙𝑓𝑐𝑡
. 

In the plot of 𝑅𝑁𝑃 vs. √𝑡, fracture permeability (𝑘𝑓) can be estimated from the slope (𝑚) 

as, 

𝑘𝑓 = 15625
𝐵𝑤
2𝜇𝑤

𝑤𝑓
2ℎ2𝜙𝑓𝑐𝑡𝑚

2
.      (C.83) 

C.4 1D Analytical Model (Case 4) 

The 1D model (Case 4) is developed to analyze flowback for transient period under 

constant q production. The same governing diffusivity equation Equation (C.4) is also 

applied here. The boundary conditions are given by 

𝜕𝑃(𝑡,0)

𝜕𝑥
=

 𝑞𝑤𝐵𝑤𝜇𝑤

 𝑘𝑓𝑤𝑓ℎ
,       (C.84) 

𝑃(∞, 𝑡)  = 𝑃𝑖.        (C.85) 
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Equation (C.85) is put in the semi-infinite domain to represent that pressure propagation 

has not reached fracture boundary for transient period. 

The dimensionless group is defined as, 

xD =
𝑥

𝑥𝑓
,        (C.86) 

tD =
𝑡𝜂

𝑥𝑓
2,        (C.87) 

PD = 1 −
𝑃

𝑃𝑖
.        (C.88) 

Then the initial and boundary conditions can be converted as, 

PD(𝑥𝐷 , 0) = 0,        (C.89) 

∂PD(0,𝑡D)

∂xD
= qDw,       (C.90) 

PD(∞, 𝑡𝐷) = 0.       (C.91) 

The governing diffusivity equation in dimensionless form is described in Equation (C.15). 

Laplace transformation is applied to solve for fracture pressure as a function of flowback 

time and space in the fracture as Case 3.  

Laplace transformation is applied to find the solution of fracture pressure dependent on 

flowback time and space of fracture. In Laplace domain, the diffusivity equation can be 

written as, 

𝑈′′(𝑥𝐷 , 𝑠) − 𝑠𝑈(𝑥𝐷 , 𝑠) = 0.      (C.92) 

The corresponding boundary conditions in Laplace domain are described as, 

𝑈′(0, 𝑠) = −
𝑞𝐷𝑤

𝑠
,       (C.93) 
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𝑈(∞, 𝑠) =
1

𝑠
.        (C.94) 

The general solution of 𝑈 as a function of 𝑥𝐷 and 𝑆 is obtained as, 

𝑈(𝑥𝐷 , 𝑠) = 𝐶1(𝑠)𝑒
√𝑠𝑥𝐷 + 𝐶2(𝑠)𝑒

−√𝑠𝑥𝐷.    (C.95) 

where 𝐶1 is some function of 𝑠 and 𝐶2 is some function of 𝑠. 

Applying boundary conditions, 𝐶1 and 𝐶2 are determined as, 

𝐶1(𝑠) = 0,        (C.96) 

𝐶2(𝑠) =
𝑞𝐷𝑤

𝑠√𝑠
.        (C.97) 

The general solution of 𝑈 as a function of 𝑥𝐷 and 𝑆 is obtained as, 

𝑈(𝑥𝐷 , 𝑠) =
𝑞𝐷𝑤

𝑠√𝑠
𝑒−√𝑠𝑥𝐷.      (C.98) 

Inversion of Laplace solution is applied to transfer 𝑈 in Laplace domain to 𝑃 in normal 

domain. Referring to appendix A of Churchill (1972) and the invert solution of U 

(𝑃𝐷(𝑥𝐷 , 𝑡𝐷)) can be derived as, 

𝑃𝐷(𝑥𝐷 , 𝑡𝐷) = 𝑞𝐷𝑤(2√
𝑡𝐷

𝜋
exp (−

𝑥𝐷
2

4𝑡𝐷
) − 𝑥𝐷𝑒𝑟𝑓𝑐 (

𝑥𝐷

2√𝑡𝐷
)).  (C.99) 

where erfc() = 1 − erf () ,and is complete error function.  

Applying definition of dimensionless parameters as described in Equations (C.89) –(C.91), 

the solution of 𝑃 in dimensional form can be determined as, 

𝑃(𝑥, 𝑡) = (1 − 𝑞𝐷𝑤 (2√
𝑡𝐷

𝜋
exp (−

𝑥𝐷
2

4𝑡𝐷
) − 𝑥𝐷𝑒𝑟𝑓𝑐 (

𝑥𝐷

2√𝑡𝐷
)))𝑃𝑖.(C.100) 
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Well flowing pressure (𝑃𝑤𝑓) can be found at 𝑥 = 0 and is given by 

𝑃𝑤𝑓 = 𝑃𝑖 −
2𝑞𝑤𝑥𝑓𝜇𝑤𝐵𝑤

0.001127𝑘𝑓𝑤𝑓ℎ𝑃𝑖
𝑃𝑖2√

𝑡𝜂

𝑥𝑓
2𝜋

.     (C.101) 

Then 𝑅𝑁𝑃 can be determined as, 

𝑅𝑁𝑃 = 79.65
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
.      (C.102) 

where 79.65 is the coefficient for unit conversion in application of field unit. 

In Equation (C.102), linear relationship can be obtained between 𝑅𝑁𝑃 and √𝑡 as, 

𝑅𝑁𝑃 = 𝑚√𝑡 

where 𝑚 = 79.65 
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤

𝑘𝑓𝜙𝑓𝑐𝑡
. 

In the plot of 𝑅𝑁𝑃 vs. √𝑡, fracture permeability (𝑘𝑓) can be estimated from the slope (𝑚) 

as, 

𝑘𝑓 = 6344 
𝐵𝑤
2𝜇𝑤

𝑤𝑓
2ℎ2𝜙𝑓𝑐𝑡𝑚

2
.      (C.103) 

C.5 1D Analytical Model (Variable q) 

To obtain solution forvariable flow rate production, superposition principle explained in 

(Dake, 1983) is applied to superimpose analytical solution for flowback under constant 

production rate. The general formula of superposition principle is given by 

2πkh

μ
(𝑃𝑖 − 𝑃𝑤𝑓𝑛) = ∑ ∆𝑞𝑗(𝑡𝐷𝑛 − 𝑡𝐷𝑗−1)

𝑛
𝑗=1 ,    (C.104) 



 

140 

 

where 𝑃𝑤𝑓𝑛 is wellbore pressure at the end of period 𝑡𝑛, ∆𝑞𝑗 is the change in flow rate, 𝑃 

can be substituted with any general expression of pressure and 𝑘 , ℎ , 𝑞  and 𝜇  can be 

substituted with fracture and water properties for flowback analysis.  

The 1D analytical solution under PSS (Case 1) is given by 

𝑃𝑖−𝑃𝑤𝑓

𝑞𝑜
=

5.615𝐵𝑤

𝜙𝑓𝑐𝑡𝑤𝑓ℎ𝑥𝑓
𝑡 +

𝑥𝑓𝜇𝑤𝐵𝑤

0.003381𝑘𝑓𝑤𝑓ℎ
.     (C.47) 

Applying Superposition Principle, the pressure drawdown at t = tn can be determined as,  

Pi − 𝑃𝑤𝑓𝑛 =
5.615𝐵𝑤

𝜙𝑓𝑐𝑡𝑤𝑓ℎ𝑥𝑓
∑ (𝑞𝑗 − 𝑞𝑗−1)(𝑡𝑛 − 𝑡𝑗−1) +

𝑛
𝑗=1

𝑥𝑓𝜇𝑤𝐵𝑤

0.003381𝑘𝑓𝑤𝑓ℎ
(𝑞𝑛),(C.105) 

where 𝑞𝑛 is the flow rate at 𝑡 = 𝑡𝑛. 

Then the linear relationship can be established between 𝑅𝑁𝑃 and BDF superposition time 

(𝑡𝑠𝑝𝑝𝑠𝑠) and the definition of 𝑡𝑠𝑝𝑝𝑠𝑠 is given by 

𝑡𝑠𝑝𝑝𝑠𝑠 = ∑ (𝑞𝑗 − 𝑞𝑗−1)(𝑡𝑛 − 𝑡𝑗−1)
𝑛
𝑗=1 .    (C.106) 

In Equation (C.105), linear relationship can be obtained between 𝑅𝑁𝑃 and 𝑡𝑠𝑝𝑝𝑠𝑠 as, 

Pi − 𝑃𝑤𝑓𝑛 = 𝐵𝑡𝑠𝑝𝑝𝑠𝑠 + 𝐶,       (C.107) 

where 𝐵 =
5.615𝐵𝑤

𝜙𝑓𝑐𝑡𝑤𝑓ℎ𝑥𝑓
 and 𝐶 =

𝑥𝑓𝜇𝑤𝐵𝑤

0.003381𝑘𝑓𝑤𝑓ℎ
𝑞𝑛. 

In the plot of 𝑅𝑁𝑃 vs. 𝑡𝑠𝑝𝑝𝑠𝑠, a straight line should be found and fracture properties can be 

estimated from the slope. On the other hand, pressure drop at the end of 𝑡𝑛 can be predicted 

if 𝑘𝑓 and 𝑥𝑓 are available.  
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The same methodology can be applied to superimpose 1D solution (Case 4) that works 

for flowback under transient period for variable flowrate case.   

The 1D analytical solution under transient and constant 𝑞 (Case 4) is given by 

𝑃𝑤𝑓 = 𝑃𝑖 − 79.65
𝑞𝑤𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤𝑡

𝑘𝑓𝜙𝑓𝑐𝑡
.     (C.108) 

Applying superposition principle, the pressure drawdown at t = tn is found as,  

𝑃𝑖 − 𝑃𝑤𝑓𝑛 = 79.65
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤

𝑘𝑓
𝜙
𝑓
𝑐𝑡 ∑ ∆𝑞𝑗√(𝑡𝑛 − 𝑡𝑗−1)

𝑛
𝑗=1 .  (C.109) 

Then the linear relationship can be established between 𝑅𝑁𝑃 and transient superposition 

time (𝑡𝑠𝑝𝑡) and the definition of 𝑡𝑠𝑝𝑡is given by  

𝑡𝑠𝑝𝑡 = ∑ ∆𝑞𝑗√(𝑡𝑛 − 𝑡𝑗−1)
𝑛
𝑗=1 .     (C.110) 

In Equation (C.109), linear relationship can be obtained between 𝑅𝑁𝑃 and 𝑡𝑠𝑝𝑡 as, 

𝑃𝑖 − 𝑃𝑤𝑓𝑛 = 𝐴𝑡𝑠𝑝𝑡,       (C.111) 

where 𝐴 = 79.65
𝐵𝑤

𝑤𝑓ℎ
√

𝜇𝑤

𝑘𝑓
𝜙
𝑓
𝑐𝑡. 

In the plot of 𝑅𝑁𝑃 vs. 𝑡𝑠𝑝𝑡, a straight line should be found and fracture properties can be 

estimated from the slope. On the other hand, pressure drop at the end of 𝑡𝑛 can be predicted 

if 𝑘𝑓 and 𝑥𝑓 are available.  
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APPENDIX D : CLARKSON ET AL.’S MODEL 

 

Clarkson (2012) proposed an analytical model for two-phase flowback in shale gas 

formation based on their previous work (Clarkson & McGovern, 2005) on production data 

analysis of CBM. In this model, both free and adsorbed gas storage are considered and the 

material balance is used to determine average pressure for the matrix-fracture system, 

where they assume fracture and matrix are under homogenous pressure; similar 

assumptions were made in this work on two-phase flowback model with justification. The 

material balance in his work is given by 

�̅�

�̅�+𝑃𝐿
+

32037[𝜙𝑓(1−𝑠𝑤𝑓)+𝜙𝑚(1−𝑠𝑤𝑚)]

𝑉𝐿𝐵𝑔𝜌𝑏
= −

0.7355

𝑉𝐿𝐴𝐿𝑓𝜌𝑏
𝐺𝑃 + [

𝑃𝑖

𝑃𝑖+𝑃𝐿
+

32037[𝜙𝑓(1−𝑠𝑤𝑖𝑓)+𝜙𝑚(1−𝑠𝑤𝑖𝑚)]

𝑉𝐿𝐵𝑔𝑖𝜌𝑏
].     (D.1) 

where �̅� is average pressure of matrix-fracture system, 𝜌𝑏 is bulk density, in g/cc, 𝑃𝐿 is the 

critical desorption pressure in Langmuir isotherm, 𝑉𝐿 is maximum adsorption volume in 

scf/ton, 𝑠𝑤𝑖 is initial water saturation in fracture, 𝑠𝑤𝑖𝑚 is initial water saturation in matrix, 

𝐴 is cross sectional area of fracture, in acre, 𝐵𝑔𝑖 is gas formation factor at initial fracture 

pressure, in cf/Mscf, and 𝐺𝑝 is in cumulative gas production, in 𝑀𝑠𝑐𝑓.  

Langmuir isotherm were used to model the adsorption\desorption process and �̅� can be 

determined from the isotherm equation if desorption volume is known. The Langmuir 

isotherm is described as, 

𝑉 =
𝑃

𝑃+𝑃𝐿
𝑉𝐿,         (D.2) 
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where 𝑉is adsorption volume at 𝑃. 

However, one potential problem in their development is that they did not distinguish matrix 

from fracture volume, and thus treating both as a common term 𝐴𝐿𝑓. This assumption may 

be valid for CBM, since natural fracture volume is comparable to matrix volume. For shale 

gas formation with induced fracture, fracture volume is usually much smaller than matrix 

volume. To accurately determine �̅� during the two-phase flowback period, we modify 

(D.1) to separate fracture volume from matrix volume. The original gas in place (𝑂𝐺𝐼𝑃) in 

Mscf can be determined as, 

𝑂𝐺𝐼𝑃 =
43560𝐴(𝑤𝑓𝜙𝑓(1−𝑠𝑤𝑖𝑓)+𝐿𝑓𝜙𝑚(1−𝑠𝑤𝑖𝑚) )

𝐵𝑔𝑖
+ 1.3597

𝑃𝑖

𝑃𝑖+𝑃𝐿
𝑉𝐿𝐴𝐿𝑓(1 − 𝜙𝑚)𝜌𝑏.(D.3) 

The current gas in place (𝐶𝐺𝐼𝑃) in Mscf is found as, 

𝐶𝐺𝐼𝑃 =
43560𝐴(𝑤𝑓𝜙𝑓(1−𝑠𝑤𝑖𝑓) +𝐿𝑓𝜙𝑚(1−𝑠𝑤𝑖𝑚) )

𝐵𝑔
+ 1.3597

𝑃

𝑃+𝑃𝐿
𝑉𝐿𝐴𝐿𝑓(1 − 𝜙𝑚)𝜌𝑏.(D.4) 

The cumulative gas production (𝐺𝑝) in Mscf is the difference between 𝑂𝐺𝐼𝑃 and 𝐶𝐺𝐼𝑃 and 

is given by 

𝐺𝑝 = 𝑂𝐺𝐼𝑃 − 𝐶𝐺𝐼𝑃.       (D.5) 

 

The average pressure for matrix and fracture system is determined as, 

�̅�

�̅�+𝑃𝐿
+

32037[𝑤𝑓𝜙𝑓(1−𝑠𝑤𝑓)+𝐿𝑓𝜙𝑚(1−𝑠𝑤𝑚)] 

𝑉𝐿𝐵𝑔𝜌𝑏𝐿𝑓(1−𝜙𝑚)
= −

0.7355

𝑉𝐿𝐴𝜌𝑏𝐿𝑓(1−𝜙𝑚)
𝐺𝑃 + [

𝑃𝑖

𝑃𝑖+𝑃𝐿
+

32037[𝑤𝑓𝜙𝑓(1−𝑠𝑤𝑖𝑓)+𝐿𝑓𝜙𝑚(1−𝑠𝑤𝑖𝑚)]

𝑉𝐿𝐵𝑔𝑖𝜌𝑏𝐿𝑓(1−𝜙𝑚)
].     (D.6) 
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Iteration schemes is required to determine �̅�  at each time step. If �̅�  is specified, then 

flowback rate of gas and water can be determined as, 

𝑞𝑔 =
𝑘𝑟𝑔𝑘𝑓𝑤𝑓(𝑚(�̅�)−𝑚(𝑃𝑤𝑓))

1422𝑇(ln(
𝑟𝑒
𝑟𝑤

)−0.75+𝑆)
,      (D.7) 

𝑞𝑤 =
𝑘𝑟𝑤𝑘𝑓𝐿𝑓(�̅�−𝑃𝑤𝑓)

141.2𝜇𝑤𝐵𝑤(ln(
𝑟𝑒
𝑟𝑤

)−0.75+𝑆)
,     (D.8) 

where m is pseudo pressure, 𝑟𝑒 is drainage radius equivalent to fracture half-length in the 

conceptual model, 𝑆 is skin factor, and 𝑇 is reservoir temperature in Rankine. 

From their conceptual model, they assumed cylindrical shape of fracture and thus, 𝑟𝑒 = 𝑥𝑓.  

At each time step, they calculated the corresponding flowback rate of gas and water and 

update 𝐺𝑝 and 𝑠𝑤𝑓 and a new 𝑃𝑎𝑣𝑒 was determined for the next step. Flowback rate of gas 

and water can be determined if 𝑟𝑒  and 𝑘𝑓  are available. To determine the fracture 

properties, history match process is required to adjust 𝑟𝑒 and 𝑘𝑓 simultaneously until the 

predicted 𝑞𝑔 and 𝑞𝑤 can match the field production data. This semi-analytical method may 

have a non-uniqueness problem and is, therefore, not very practical. Also, reservoir 

pressure may not deplete to critical desorption pressure during the short flowback period 

and, therefore, Langmuir isotherm is not applicable, and the proposed material balance is 

not valid. A more practical analytical model for two-phase flowback is needed and 

developed in Appendix E.  
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APPENDIX E: TWO-PHASE FLOWBACK MODEL  

 

Single-phase flowback can only be found in tight gas formation and instead, immediate gas 

breakthrough is commonly found in flowback on shale gas formation. Clarkson’s model 

assumes that water saturation in matrix is typically less then critical water saturation and, 

thus, water is immobile in matrix and water production in flowback are the only sources 

from fracture. Then flowback of water is still a 1D flow along the fracture, whereas gas 

flow may be a 1D flow along fracture, or a 2D flow along the fracture, followed by matrix 

to fracture, depending on whether gas matrix influx significantly affects the flowback. 

The two-phase diffusivity equation of water phase is given by  

𝑞𝑤𝜌𝑤|𝑥+𝑑𝑥 − 𝑞𝑤𝜌𝑤|𝑥 =
𝜕

𝜕𝑡
(𝑑𝑥𝑤𝑓ℎ𝜙𝑓𝜌𝑤𝑠𝑤),   (E.1) 

where 𝑑𝑥 is a small element along fracture, and 𝑠𝑤  is water saturation in fracture. For 

single-phase flowback, 𝑠𝑤 is always assumed to be 1. 

Applying Taylor expansion and chain rule, Equation (E.1) can be developed as, 

𝜕𝑞𝑤

𝜕𝑥
= 𝑤𝑓ℎ𝜙𝑓 (𝑠𝑤𝑐𝑤 + 𝑠𝑤𝑐𝑟 +

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃

𝜕𝑡
.    (E.2) 

where water is assumed to be an incompressible fluid, and water properties hold constant 

with pressure. 

In field unit, flowrate of water can be determined using Darcy’s law as 

𝑞𝑤 = 0.006328
𝑘𝑟𝑤𝑤𝑓ℎ𝑘𝑓

𝜇𝑤

𝜕𝑃

𝜕𝑥
,      (E.3) 



146 

146 

 

where 𝑘𝑟𝑤 is relative permeability of water to include the effect of gas phase flow on water 

phase flow. 

Substituting Equation (E.3) into Equation (E.2), then 

𝜕

𝜕𝑥
(0.006328

𝑘𝑟𝑤𝑘𝑓

𝜇𝑤

𝜕𝑃

𝜕𝑥
) = 𝜙𝑓(𝑠𝑤𝑐𝑤 + 𝑠𝑤𝑐𝑟 +

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃

𝜕𝑡
.  (E.4) 

Known, 𝑘𝑟𝑤 is function of 𝑠𝑤 and thus pressure dependent. To reduce the non-linearity 

brought about by 𝑘𝑟𝑤, pseudo pressure of water (𝑃𝑝) is defined as, 

𝑃𝑝 = ∫
𝑘𝑟𝑤

𝜇𝑤
𝑑𝑃

𝑃

𝑃𝑏
.       (E.5) 

Applying pseudo pressure Equation (E.5) in Equation (E.4), then 

𝜕2𝑃𝑝

𝜕𝑥2 =
𝜙𝑓

0.006328 𝑘𝑓
𝜇𝑤

𝑠𝑤

𝑘𝑟𝑤
(𝑐𝑤 + 𝑐𝑟 +

1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃𝑝

𝜕𝑡
.   (E.6) 

Pseudo time (𝑡𝑎) is applied to further reduce the non-linearity on the left side of Equation 

(E.6) and is defined as,  

𝑡𝑎 =
𝑘𝑟𝑤

𝑠𝑤
𝑡.        (E.7) 

Substitute Equation (E.7) into Equation (E.6), then 

𝜕2𝑃𝑝

𝜕𝑥2 =
𝜙𝑓

0.006328 𝑘𝑓
𝜇𝑤(𝑐𝑤 + 𝑐𝑟 +

1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃𝑝

𝜕𝑡𝑎
.    (E.8) 

The only non-linear term left is 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 and can only be evaluated numerically. If the 

flowback is operating at constant BHP under BDF, the initial and boundary conditions are 

given by 

𝑃𝑝(𝑥, 0) = 𝑃𝑝𝑖,       (E.9) 
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𝑃𝑝(0, 𝑡) = 𝑃𝑝𝑤𝑓,       (E.10) 

𝜕𝑃𝑝(𝑥𝑓,𝑡𝑎)

𝜕𝑥
= 0,        (E.11) 

where 𝑃𝑝𝑖 is pseudo pressure at initial fracture pressure, and 𝑃𝑝𝑤𝑓 is pseudo pressure at 

𝑃𝑤𝑓. 

Dimensionless group are applied to homogenize the boundary condition and given by 

𝑃𝑝𝐷 =
𝑃𝑝−𝑃𝑝𝑤𝑓

𝑃𝑝𝑖−𝑃𝑝𝑤𝑓
,       (E.12) 

𝑥𝐷 =
𝑥

𝑥𝑓
,        (E.13) 

𝑡𝐷 = 𝑡𝑎
0.006328 𝑘𝑓

𝜙𝑓𝜇𝑤 𝑥𝑓
2 .       (E.14) 

where 𝑃𝑝𝐷 is the dimensionless pseudo pressure. 

Then Equation (E.8) can be put in dimensionless group as,  

𝜕2𝑃𝑝𝐷

𝜕𝑥𝐷
2 = (𝑐𝑤 + 𝑐𝑟 +

1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
)
𝜕𝑃𝑝𝐷

𝜕𝑡𝐷
.     (E.15) 

The initial and boundary conditions are homogenized as, 

𝑃𝑝𝐷(𝑥𝐷 , 0) = 1,       (E.16) 

𝑃𝑝𝐷(0, 𝑡𝐷) = 0,       (E.17) 

𝜕𝑃𝑝𝐷(1,𝑡𝐷)

𝜕𝑥
= 0.        (E.18) 

In Equation (E.15), 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 is a function of time and space. In order to obtain the solution 

of pressure, we neglect the variation in 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 with space and evaluate it numerically at 
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average fracture pressure (𝑃𝑓) and average water saturation (�̅�𝑤) in fracture. Applying 

separation of variables, the expression of fracture pressure in dimensionless form is 

obtained as, 

𝑃𝑝𝐷(𝑥𝐷 , 𝑡𝐷) = ∑
4

(2𝑛−1)𝜋
sin

(2𝑛−1)𝜋𝑥𝐷

2
∞
𝑛=1  exp (−

(2𝑛−1)2𝜋2

4
∫

1

𝑐𝑤+𝑐𝑟+
1

𝑠𝑤

𝜕𝑠𝑤
𝜕𝑃

𝜕𝑡𝐷
𝑡𝑎

0
).(E.19) 

To linearize the formula, equivalent time is defined as, 

𝑡𝑒 = 𝑐𝑡𝑖 ∫
1

𝑐𝑤+𝑐𝑟+
1

𝑠𝑤

𝜕𝑠𝑤
𝜕𝑃

𝜕𝑡𝑎
𝑡𝑎

0
.      (E.21) 

where 𝑐𝑡𝑖 is total compressibility of fracture fluid and porous media at initial fracture 

pressure and 𝑐𝑡𝑖 = 𝑐𝑟 + 𝑠𝑔𝑖𝑐𝑔𝑖 + 𝑠𝑤𝑖𝑐𝑤𝑖. 

1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 can be determined from the corresponding material balance equation (MB) 

numerically using finite-difference approach, where average fracture pressure 

correlates to cumulative production. Substituting Equation (E.21) into Equation (E.19), 

𝑃𝑝(𝑥, 𝑡) = (𝑃𝑝𝑖 − 𝑃𝑝𝑤𝑓)∑
4

(2𝑛−1)𝜋
sin

(2𝑛−1)𝜋𝑥

2𝑥𝑓

∞
𝑛=1  exp (−(2𝑛 − 1)2𝜋2 0.001582 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2

𝑡𝑒

𝑐𝑡𝑖
) + 𝑃𝑝𝑤𝑓. 

         (E.22) 

The water flowback rate can be found by 

𝑞𝑤 =
𝜕𝑃𝑝

𝜕𝑥
|
𝑥=0

.        (E.23) 

The linear relationship can be established between ln (𝑅𝑁𝑃) and 𝑡𝑒 as, 

𝑙𝑛(𝑅𝑁𝑃) =
0.0156 𝑘𝑓

𝜙𝑓𝜇𝑤𝑥𝑓
2𝑐𝑡𝑖

𝑡𝑒 + ln (
79.01 𝑥𝑓𝐵𝑤

𝑤𝑓ℎ𝑘𝑓
).    (E.24) 

where 𝑅𝑁𝑃 =
𝑃𝑝𝑖−𝑃𝑝𝑤𝑓

𝑞𝑤
. 
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In Equation (E.24), the lump of fracture properties (
𝑘𝑓

𝑥𝑓
2) can be estimated from the slope 

of the fitted linear line between ln (𝑅𝑁𝑃) and 𝑡𝑒. 

The development of MB is needed to develop to evaluate 
1

𝑠𝑤

𝜕𝑠𝑤

𝜕𝑃
 numerically and obtain 

defined parameters 𝑅𝑁𝑃 and 𝑡𝑒 . MB is developed for both EGP and LGP. In EGP, 

fracture is treated as a closed tank. In LGP, gas matrix influx is included.  

The general expression of material balance for gas production is, 

𝐺𝑝 = 𝐺𝑖 − 𝐺𝑟.        (E.25) 

where 𝐺𝑝  is cumulative gas production, 𝐺𝑖  is initial gas storage in fracture, and 𝐺𝑟  is 

remaining gas in fracture, all expressed at surface condition. 

The remaining gas in fracture can be determined as, 

𝐺𝑟 =
𝑉𝑓−𝑉𝑤

𝐵𝑔
,        (E.26) 

where 𝑉𝑓 is pore volume of fracture, 𝑉𝑤 is remaining water volume in fracture and 𝐵𝑔 is 

gas formation factor at current fracture pressure.  

Assuming rock and water compressibility are constant with pressure, pore volume of 

fracture (𝑉𝑓) can be determined as, 

𝑉𝑓 = 𝑉𝑓𝑖(1 − 𝑐𝑟(𝑃𝑖 − 𝑃𝑓))      

where 𝑉𝑓𝑖 is initial pore volume in fracture and 𝑉𝑓𝑖 = 𝑤𝑓ℎ𝑥𝑓𝜙𝑓.

Remaining water volume (𝑉𝑤𝑟) and initial gas storage (𝐺𝑖) in fracture can be found by 

𝑉𝑤𝑟 = (𝑉𝑓𝑖𝑠𝑤𝑖𝑓 −𝑊𝑝)𝐵𝑤,       (E.28) 
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𝐺𝑖 =
𝑉𝑓𝑖(1−𝑠𝑤𝑖)

𝐵𝑔𝑖
.       (E.29) 

Then average fracture pressure (𝑃𝑓) can be found as, 

𝑃𝑓 = 𝑃𝑖 −
𝑉𝑓𝑖−((𝐺𝑓𝑖−𝐺𝑝)𝐵𝑔+(𝑊𝑓𝑖−𝑊𝑝)𝐵𝑤)

𝑉𝑓𝑖𝑐𝑟
.    (E.30) 

In Equation (E.30), since 𝐵𝑔  is dependent on pressure. 𝑃𝑓  needs to be evaluated with 

appropriate iteration scheme. Once 𝑃𝑓 is specified, flowback rate and bottomhole pressure 

can be converted to 𝑅𝑁𝑃 and 𝑡𝑒  and plot of ln (𝑅𝑁𝑃) and 𝑡𝑒  can be constructed. With 

Equation (E.24), fracture attributes can be evaluated from slope of the linear fitted line.  

For LGP, matrix storage should be included in the development of material balance. 

Several assumptions were made in the material balance.  

• Water is immobile in matrix and water production sources only from induced 

fracture network. 

• Pressure decline rate in matrix and fracture are equivalent in late flowback period. 

Therefore, water storage in matrix remains constant, since initial water saturation in 

matrix is below immobile water saturation. Initial gas storage needs to be modified to 

include free gas storage in fracture and to consider the effect of matrix flow on flowback. 

Initial gas storage is found by 

𝐺𝑖 = 𝐺𝑓𝑖 + 𝐺𝑚𝑖,       (E.31) 

where 𝐺𝑓𝑖 =
𝑥𝑓𝑤𝑓ℎ𝜙𝑓𝑆𝑔𝑖

𝐵𝑔𝑖
 and 𝐺𝑚𝑖 =

𝑥𝑓𝐿𝑓ℎ𝜙𝑚𝑆𝑔𝑖𝑚

𝐵𝑔𝑖
. 
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The expression of remaining gas storage in fracture (𝐺𝑟) is same as development of EGP 

in Equation (E.26). Initial pore volume (𝑉𝑝𝑖) needs to be modified to include matrix 

storage as, 

𝑉𝑝𝑖 = 𝑥𝑓𝑤𝑓ℎ𝜙𝑓 + 𝑥𝑓𝐿𝑓ℎ𝜙𝑚.      (E.32) 

Applying Equation (E.31- E.32), average fracture pressure (𝑃𝑓) is determined by 

𝑃𝑓 = 𝑃𝑖 −
𝑉𝑝𝑖−((𝐺𝑖−𝐺𝑝)𝐵𝑔+(𝑊𝑓𝑖−𝑊𝑝)𝐵𝑤)

𝑉𝑝𝑖𝑐𝑟
.    (E.33) 

In Equation (E.33), fracture pressure (𝑃𝑓) can be determined iteratively.  

The discrepancy is brought by assuming homogenous pressure decline rate in fracture and 

matrix and the validity of this assumption is addressed in the sensitivity analysis discussed 

in Chapter 4. Once the average fracture pressure (𝑃𝑓 )is specified, 𝑅𝑁𝑃 and 𝑡𝑒can be 

determined, and fracture attributes can be evaluated from the slope of fitted linear line in 

the plot of ln(𝑅𝑁𝑃)  and 𝑡𝑒 .In practical application, log-log plot of ln (𝑅𝑁𝑃)  and 𝑡𝑒 

should be constructed, and the interval with unit-slope is the proper flowback time region 

when the analytical model Equation (E.24) is valid to be applied. 

 

 

 


