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ABSTRACT 
 

Intrinsically disordered proteins (IDPs) are broadly defined as protein regions that 

do not cooperatively fold into spatially or temporally stable structures. A growing body of 

research supports the hypothesis that structural disorder renders IDPs uniquely capable of 

regulating key biological processes such as cellular signaling and transcription. Yet, this 

conformational plasticity often precludes the characterization of IDPs by traditional 

structural biology techniques. Advances in NMR spectroscopy, mass spectrometry, and 

small angle X-ray scattering presented here have enabled rigorous mechanistic studies of 

disordered proteins and regions, as exemplified by our investigation into the effects of 

multi-site phosphorylation on the structure and function of the carboxyl-terminal domain 

of the RNA polymerase II large subunit (CTD). We identify phosphorylation sites in the 

Drosophila melanogaster CTD that are targeted by the Positive Transcription Elongation 

Factor b (DmP-TEFb). We show that phosphorylation occurs primarily at Ser5 residues 

and that Tyr1 is necessary this specificity. Importantly, we demonstrate that Ser5 

phosphorylation induces highly sequence-specific conformational switches in the CTD, 

which tune the apparent activity of CTD-interacting factors, using the CTD phosphatase 

Ssu72-Symplekin as an example. These studies highlight how regulation of IDPs can be 

mediated through cryptic sequence features and establish a foundation for elucidating the 

molecular basis of CTD regulation.      
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Chapter 1  
 

Quantitative Biophysical Characterization of Intrinsically Disordered 

Proteins 

[This chapter was modified from a published manuscript: E. B. Gibbs, S. A. Showalter 

(2015) "Quantitative biophysical characterization of intrinsically disordered proteins” 

Biochemistry 54. 1314-26.]  

 

Intrinsically disordered proteins (IDPs) are broadly defined as protein regions that 

do not cooperatively fold into a spatially or temporally stable structure. Recent research 

strongly supports the hypothesis that a conserved functional role for structural disorder 

renders IDPs uniquely capable of functioning in biological processes such as cellular 

signaling and transcription. Recently, the application of rigorous mechanistic biochemistry 

and quantitative biophysics to disordered systems has increased dramatically. For example, 

the launch of the Protein Ensemble Database (pE-DB) demonstrates that the potential now 

exists to refine models for the native state structure of IDPs using experimental data. 

However, rigorous assessment of which observables place the strongest and least biased 

constraints on those ensembles is now needed. Most importantly, the past few years have 

seen strong growth in the number of biochemical and biophysical studies attempting to 

connect structural disorder with function. From the perspective of equilibrium 

thermodynamics, there is a clear need to assess the relative significance of hydrophobic vs. 

electrostatic forces in IDP interactions, if it is possible to generalize at all. Finally, kinetic 

mechanisms that invoke conformational selection and/or induced fit are often used to 

characterize coupled IDP folding and binding, although application of these models is 
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typically built upon thermodynamic observations. Recently, the reaction rates and kinetic 

mechanisms of more intrinsically disordered systems have been tested through rigorous 

kinetic experiments. Motivated by these exciting advances, here we provide review and 

prospectus for the quantitative study of IDP structure, thermodynamics, and kinetics. 

Introduction 

The folding funnel hypothesis established a new perspective on the widely accepted 

view that the biological function of a protein is determined by its “native state.” Pioneering 

investigations of heme protein dynamics and function revealed many decades ago that the 

native state of proteins must be characterized by multiple conformational substates in order 

to accommodate observed functions1, 2. In the modern view, we recognize that the natively-

folded state exists as an ensemble of conformations sampled from an energy landscape 

where dynamic fluctuations between closely related conformers facilitate catalysis, 

macromolecular association, and other biological functions of cooperatively folded 

proteins.3 Intrinsically disordered proteins (IDPs) represent the most extreme examples of 

this ensemble view, because they lack cooperatively-folded structure under native 

conditions and are best described by highly dynamic and heterogeneous conformational 

ensembles, yet they retain function. This leads to a broader paradigm, affirming that the 

native state determines biological function, regardless of whether folding occurs. Our 

awareness that function can arise from native protein disorder suggests a pressing need for 

quantitative biochemical and biophysical characterization of the mechanisms linking 

structure and function in this exciting class of proteins. 
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The relatively recent expansion of interest in disordered proteins among 

biochemists contrasts with their high prevalence in nature, particularly in eukaryotes. 

Within the human proteome, ~50% of all proteins are predicted to contain long disordered 

segments (≥30 residues)4, 5 with enrichment to as much as 70% of all polypeptide sequence 

among transcription factors and signaling proteins.6 In this context, structural plasticity 

facilitates multiple protein-protein interactions, placing IDPs at the “nodes” of large 

interaction networks.7 Upon binding, IDPs often experience disorder-to-order transitions 

that tend toward desolvation and burial of a larger surface area than an equivalent 

cooperatively folded protein would bury, while requiring shorter amino acid sequences to 

do so.8 These properties support the hypothesis that retaining disorder is an evolutionary 

strategy that facilitates complex function within a compact genome.9 In contrast, while 

disorder may support complex function, it can also promote complex pathology.10 In cells, 

the abundance and turnover of IDPs are under tight control,11 and aberrant IDP regulation 

has been implicated in cancer pathways and neurodegenerative disease,10 completing the 

rationale for seeking to understand the molecular properties of disordered proteins.  
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Figure 1-1. The free energy landscape hypothesis can be generalized to describe intrinsically 

disordered proteins. The free energy surface for an IDP in the unbound state can be characterized 

by a rugged, but relatively flat landscape (top surface); while IDP binding events funnel the free 

energy landscape, yielding  a well-defined minimum (bottom surface). 

 

For the reasons reviewed above, there is extraordinary current interest in 

elucidating the unique physicochemical properties and biological functions of IDPs. 

Presumably, unbound IDPs sample a diverse ensemble of conformations along a rugged 

free energy surface that lacks a significant bias towards any particular equilibrium structure 

(Figure 1-1, top surface).4, 12 Conversely, IDP interactions appear to be governed by a 

funneled free energy surface that guides them toward a bound, folded structure (Figure 1-

1, bottom surface), drawing strong parallels with the current view describing cooperatively 

folding proteins.13, 14 Despite the appeal of mechanistic proposals built from these broad 

observations, remarkably few experimental studies have quantified the ensembles IDPs 
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adopt in solution, the thermodynamics that govern their interactions, or the kinetics that 

describe their transitions between biologically relevant states. Expanding our 

understanding of the native disordered state will require quantitative descriptions of IDP 

conformational ensembles and interaction mechanisms, both of which are fertile grounds 

for modern biophysics. In the following, we review recent, ever intensifying efforts toward 

filling this gap and conclude with our perspectives on the future of reconciling pervasive 

conformational disorder with quantitative mechanistic insight for intrinsically disordered 

systems. 

Defining Structure Amid Disorder 

Certain 3D folds are repeated in proteins with specific functions; similarly, some 

biological functions are optimally performed by IDPs.15-20 The unique functional properties 

of IDPs present a compelling reason for their study and suggest there is insight encoded in 

their structural properties, just as is the case for cooperatively folding domains.6  Rigorous 

testing of this hypothesis requires that quantitative structural studies of IDPs be pursued. 

Of special interest, many recent studies have investigated the remarkable disorder-to-order 

transition that couples IDP folding to ligand binding,21-27 suggesting a further biological 

rationale for IDP structure assessment. Among the many structure assessment tools 

available to the protein chemistry community, NMR, small angle x-ray scattering (SAXS), 

and single-molecule Förster resonance energy transfer (smFRET) have emerged as the 

clear leaders for IDP applications. We recognize the successful application of these 

methods to studies of pathogenic IDPs, but for the sake of brevity we have focused our 
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discussion to IDPs that support regulation of normal cellular function; we direct interested 

readers to several in depth reviews of pathological IDP misfolding and aggregation.28-30 

Finally, we note that a variety of purely computational approaches to this problem have 

also generated significant advances in our field,31-34 but we have elected to focus solely on 

experimental techniques for the sake of constraining the scope of this review. There is one 

necessary exception to this decision; computational models are required to evaluate the 

meaning of averaged experimental observables, due to the ensemble nature of IDP 

structure.35 Therefore, a brief discussion of computational methods for IDP conformer 

generation will close this section. 

Nuclear Magnetic Resonance Spectroscopy (NMR) 

Solution NMR spectroscopy is by far the most widely applied method for studying 

the dynamic structural ensembles of IDPs.36, 37 Despite the enormous potential seen in the 

examples we will review here, the general study of IDPs by NMR remains limited by the 

extremely poor 1H-amide chemical shift dispersion typically observed in their spectra. To 

date, this has represented the most substantial barrier to broad applications in this field, 

because investigators are limited to working with those few IDPs whose spectra do show 

sufficient peak dispersion. Clearly, more systematically successful methods for NMR 

applications to IDPs are needed, given the biological imperative to better understand IDP 

structure-function relationships.  

Within the protein NMR community, the 1H,15N-heteronuclear single quantum 

correlation (HSQC) experiment has emerged as the detection platform of choice for routine 
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applications. The principal advantages to choosing the 1H,15N-HSQC are the low costs of 

sample preparation and this spectrum’s simple structure, with one 2D-resonance per amino 

acid residue, except for proline. In principle, protein NMR strategies could be built around 

any 2D spectrum meeting these minimal requirements, as evidenced by the adoption of 

transverse relaxation optimized (TROSY) methods for large systems. Recently, 13C-direct 

detection spectroscopy has re-emerged as a viable tool for studying proteins in solution.38 

For IDPs, the 15N,13C-CON spectrum, correlating the 13C-carbonyl with the 15N-amide of 

each peptide plane, is an especially effective choice of 2D-platform.39-44 As illustrated for 

the disordered C-terminal tail of the phosphatase FCP1 in Figure 1-2A and B, the 

overwhelming peak overlap observed in the 1H,15N-HSQC is almost completely relieved 

through 15N,13C-CON detection. Perhaps even more significantly for IDPs, which tend to 

be enriched 1.7-1.8-fold in proline compared to cooperatively folding proteins,45 the 

15N,13C-CON spectrum contains a resonance for each peptide bond involving a proline 

nitrogen. The significance of this advantage is clearly seen for the C-terminal tail of the 

transcription factor Pdx1 (Figure 2C, D), for which 21% of the residues in the construct 

studied in our laboratory are prolines.43  
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Figure 1-2. 1H,15N-HSQC spectra of IDPs generally suffer from poor chemical shift dispersion, 

which is typically relieved in the 15N,13C-CON spectrum, as demonstrated for the C-terminus of 

FCP1 (A and B, respectively). Additionally, the C-terminus of Pdx-1 (C,D) displays the power of 

the 15N,13C-CON for proline-rich disordered proteins. 

 

The number of NMR studies published for IDPs has grown tremendously in recent 

years.46 Intriguingly, chemical shifts, which represent one of the most direct NMR 

observables, have emerged as one of the most effective of the sparse structure constraints 

available for the refinement of disordered protein ensembles.47 This is largely true because 

chemical shifts are indispensable probes for local secondary structure.48  More importantly, 
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regions of (partially ordered) secondary structure in the native IDP ensemble are strong 

candidates for establishing connections between the fine details of IDP structure and their 

biological functions. The binding elements of IDPs that undergo disorder-to-order 

transitions upon forming interactions are often partially or completely pre-formed in the 

apo-state, leading to their categorization as molecular recognition fragments (MoRFs).49-51  

When validated, these non-random structural features lend direct support to the hypothesis 

that native disorder provides a molecular pathway to biological fitness. 

While the chemical shifts of backbone nuclei are powerful constraints on secondary 

structure, they are generally not sufficient to fully constrain the ensemble in the absence of 

other data.  Measurement of residual dipolar couplings (RDCs) provides an effective means 

of complementing chemical shifts, particularly for the characterization of MoRFs. For 

example, the C-terminal region of the Sendai virus nucleoprotein was demonstrated to be 

α-helical through systematic RDC measurement.52 More importantly, RDCs offer 

orthogonal constraints to chemical shifts because they are sensitive to long range 

interactions.47 On a cautionary note, dipolar couplings are sensitive to dynamic averaging, 

up to the millisecond timescale, and therefore are subject to limitations when employed in 

isolation as a long range structural constraint for highly flexible systems.  

One effective means to complement RDC constraints on global order in IDP 

ensembles is to measure the paramagnetic relaxation enhancement (PRE) generated 

through deliberate attachment of paramagnetic species to the polypeptide chain. PRE 

measurements are powerful reporters of transient tertiary interactions within the 

ensemble.53-56 While incorporating PRE constraints is relatively straightforward for 
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cooperatively folding domains, caution is needed for IDP applications because backbone 

and probe dynamics both heavily influence the intensity of induced effects, causing 

complications. Also, as discussed for RDC measurements, the convolution of effects from 

dynamics and low population conformational states can cause interpretation of PRE data 

to be ambiguous. Fortunately, certainty in the interpretation of PRE data can be improved 

through concurrent analysis of backbone spin relaxation, which helps to define the 

amplitude of local conformational dynamics in the ensemble. 

Small-angle Scattering Methods 

Small-angle X-ray scattering (SAXS) provides low resolution structural 

information for biomolecules in solution, which is often used synergistically with NMR 

constraints.57-61 This is demonstrated by three remarkable examples from the intrinsically 

disordered segments in the Sendai virus phosphoprotein,62 the tumor suppressor p53,63 and 

the cyclin dependent kinase inhibitor Sic1.64  SAXS curves directly provide information 

about the oligomeric state, size, and overall shape of a molecule. Using the Guinier 

approximation, the radius of gyration (Rg) can be extracted from SAXS curves,58 while 

conformational flexibility can be assessed both qualitatively and quantitatively through 

Kratky analysis and application of the Porod-Debye law.65 SAXS data can also be used as 

input for various computational procedures in order to quantitatively describe the 

distribution of conformers within the IDP’s structural ensemble,58 yielding valuable 

information about the 3-dimensional shape,66 and the global level of compaction present.67  
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 In addition, small-angle neutron scattering (SANS) has emerged as a 

complimentary method for the structural characterization of IDPs.68-70 SANS is similar to 

SAXS in that it provides information about the overall shape of a molecule in solution. 

When combined with contrast variation (CV) or selective deuteration, the benefits for 

disordered proteins, especially those in complex, can be clearly seen. For example, CV-

SANS has been used to show that the histone tails within the canonical H2A nucleosome 

intertwine with the surrounding DNA, while those within the H2A.B variant, which 

features outstretched DNA, turn inward toward the core, thus rationalizing the differences 

in the observed stabilities of the two forms.71 Future studies may exploit CV-SANS to 

obtain useful distance restraints as input for ensemble generation of IDPs in the bound 

state. This would be especially advantageous for systems that are large by the standards of 

NMR spectroscopy or for highly dynamic complexes that elude detection, due to chemical 

exchange on the timescale of chemical shift evolution. 

Single Molecule Förster Resonance Energy Transfer (FRET) 

The final experimental technique reviewed here is single molecule FRET, which 

has also contributed substantially to our understanding of the conformational landscapes 

of disordered proteins.72-74 Several notable studies have used smFRET derived distances to 

explore how the unique physicochemical properties of IDPs affect their dimensions in 

solution. For example, it was found that despite convergence in the dimensions of both 

IDPs and cooperatively folded proteins at high GdmCl concentrations, the polymer scaling 

laws of IDPs diverged significantly from folded proteins when the denaturant concentration 
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was reduced.75 The clearest interpretation of these results is that, under native conditions, 

IDPs adopt fundamentally different ensembles from the unfolded state of cooperatively 

folding proteins, due to differences in solvation of the relatively hydrophilic and charged 

amino acid sequences found in natively disordered proteins.75 The prior result was achieved 

using the charged denaturant guanidinium-HCl; when the neutral denaturant urea is used 

instead, this result is not reproduced, highlighting the importance of repulsive electrostatic 

forces for establishing the dimensions of IDP ensembles and confirming predictions from 

polyampholyte theory.76 For Sic1, polyampholyte behavior manifest in a similar 

denaturant/ionic strength dependence on scaling. Interestingly, investigation of Sic1 

revealed three distinct subpopulations, each of which exhibited different sensitivities to 

electrostatic screening, thus highlighting the utility of single molecule techniques for 

resolving conformational subpopulations otherwise obscured by ensemble averaged 

measurements.77 In addition, intramolecular distances derived from smFRET have been 

used to elucidate structure function relationships for IDPs. For example, compaction of the 

N-terminus of PAGE4, a stress-response protein overexpressed in prostate cancer cells, 

was observed following phosphorylation by HIPK1. This modification weakened PAGE4 

affinity for c-Jun, suggesting a possible regulatory role for expression of c-Jun target 

genes.78 As a final note, smFRET-based intramolecular distances have not yet been broadly 

applied in ensemble modeling schemes, but recent demonstration of their utility for 

modeling flexible single-stranded DNA79 suggests smFRET distances will prove 

increasingly valuable for IDP ensemble generation in the future. 
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Generation of IDP Structural Ensembles 

Spectroscopic data suggest that IDPs may adopt anything from a heterogeneous, 

but relatively compact, ensemble of structures to a denatured state highly enriched in 

native-like secondary structural features, reminiscent of molten globules.80 Physically, 

IDPs are best described by ensemble states where the protein is able to interconvert, on 

some timescale(s), between multiple conformations on a rugged potential energy landscape 

(Figure 1). To rigorously assess the relationship between this landscape and function 

requires quantitative evaluation of the IDP conformers generated through application of 

experimental data as constraints.  Particularly for the case of molecular recognition 

fragments, which are often enriched in secondary structure, examples now abound lending 

support to the hypothesis that the details of protein structure offer insights into function 

and that this is especially true for IDPs, for which our mechanistic understanding is still 

largely incomplete. 

Since its inception in 1971, the protein data bank (www.pdb.org)81 has provided an 

irreplaceable resource for the research community, aiming to make the products of 

structural biology freely accessible to all potential beneficiaries. Unfortunately for those 

who study disordered proteins, the conformational ensembles we generate are very often 

inappropriate for inclusion in the PDB. While it is now routine to refine IDP ensembles 

capable of reproducing average structural observables (e.g., NMR chemical shifts, SAXS 

radius of gyration), it generally is not the case that the individual conformers contributing 

to the structure sets are themselves unique. On the other hand, the sets of conformers 

generated in these efforts often lead to unique and important hypotheses, as was the case 
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for Sic1,64  creating an imperative to distribute the conformer sets generated both broadly 

and freely. Recently, a consortium of investigators has launched the Protein Ensemble 

Database, which seeks to facilitate biological data-mining and structural methods 

development through the broad distribution of structural coordinates and primary data for 

disordered protein ensembles.82  

At the time this manuscript was published, there were 16 entries in the pE-DB, each 

of which is presented graphically in Figure 1-3. As can be seen, a holistic view of the 

deposited IDP ensembles often reveals unique structural properties, despite the often 

degenerate nature of individual conformers. For example, the bent pSic1 ensemble 

promotes ultra-sensitive binding to CDC4 (Figure 1-3A), whereas the rod-like Sic1 

ensemble (Figure 1-3B) does not. Finally, the entries highlight the diversity of 

experimental techniques currently applied to ensemble generation; for example p15PAF 

(Figure 1-3D), generated from NMR & SAXS or the unbound p27 KID domain (Figure 1-

3N), generated through molecular dynamics (MD) simulation. Although the pE-DB is still 

in its infancy, its establishment sets an important milestone for the study structural disorder. 
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Figure 1-3. Ensemble models deposited in the Protein Ensemble Database (pE-DB). (A) 1AAA, 

(B) 9AAA, (C) 5AAC, (D) 6AAA, (E) 3AAA, (F) 8AAA, (G) 4AAA, (H) 3AAB, (I) 7AAA, (J) 

8AAC, (K) 2AAB, (L) 1AAB, (M) 6AAC, (N) 2AAA, (O) 7AAC, (P) 5AAA. 
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Ensemble generation can be broadly separated into de novo strategies (purely 

computational) or strategies built upon experimental constraints. Most experimental 

approaches rely on generating a large pool of starting structures, from which experimental 

parameters are back calculated and compared to experimental data, resulting in conformer 

rejection or refinement based on some statistic, for example minimization of χ2. Due to the 

sparse nature of ensemble averaged data, IDP ensembles can be sensitive to the structures 

used as input. Accordingly, starting pool generation has been accomplished by various 

techniques. Molecular dynamics simulation provides an attractive option for input 

conformer generation.83, 84 However, there is still reason to be concerned that classical MD 

is not well suited for rigorous sampling of IDP potential energy surfaces and extremely 

long trajectories are likely required to reach convergence, if possible.85 In this regard, 

advanced sampling techniques including replica exchange molecular dynamics (REMD)33, 

86 and accelerated molecular dynamics (AMD)63, 87 may be advantageous. Monte Carlo 

(MC) simulations also provide an attractive option for generating large conformational 

ensembles.88 For example, the ABSINTH implicit solvent force field, developed 

specifically for MC simulation of IDPs,89 efficiently and accurately samples the 

conformational space spanned by highly disordered proteins.  

The diversity of software packages available to implement experimentally 

constrained ensemble refinement strategies has also grown in recent years. For example, 

the Flexible-Meccano algorithm, and its more recent evolution into the ASTEROIDS 

package for ensemble refinement, has proven highly successful for modeling IDPs.47 

Although not formally intended for NMR applications during its initial development, the 
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TRaDES package provides an alternative for generating initial trial sets of structures.90 In 

this capacity, TRaDES has been bundled with a set of algorithms collectively named 

ENSEMBLE that has also proven highly effective for IDP ensemble generation and 

refinement.91 Finally, ensemble generation using Bayesian Statistics also provides an 

estimate of the uncertainty in the weights of each conformer.86 Regardless of which method 

for ensemble refinement is applied, it is clear that our capacity to generate IDP ensembles 

and use them for rigorous hypothesis testing has rapidly matured. As their use grows and 

rigorous validation methods are established for quality control, there is reason to hope that 

quantitative structural biology of intrinsically disordered systems will become an expected 

tool in comprehensive biochemical investigations, just as it has for highly ordered systems. 

Thermodynamic Analysis of IDP Interactions 

Structural and dynamic descriptions of disordered states and bound complexes are 

necessary, but not sufficient, to understand the functional behavior of IDPs. Accordingly, 

there is considerable interest in quantifying the thermodynamic forces that govern IDP 

interactions. For example, NMR titrations have been employed to extract residue specific 

equilibrium dissociation constants (Kd) when multiple binding sites on an IDP are 

present.92-94  In addition, various florescence based techniques, including tryptophan 

quenching,95 fluorescence anisotropy,94, 96 smFRET,7 and fluorescence correlation 

spectroscopy (FCS)97-99 have been applied to study IDP interactions. Fluorescence based 

methods are useful for accurately measuring the Kd when binding is extremely tight7 or 

when one or more of the interacting species is prone to aggregation.7, 94 Importantly, 
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fluorescence based techniques are not restricted by any apparent limitation on the size of 

the IDP under investigation.98 In a recent example, smFRET was used to study the 

interactions between the adenovirus E1A oncoprotein, an intrinsically disordered hub, and 

two of its partners, the Taz2 domain CBP and pRb.7 This study demonstrated that either 

positive or negative cooperatively can be selected for, depending on the availability of E1A 

binding sites. Thus, E1A demonstrates that allosteric modulation of a disordered protein 

hub, through binary or ternary interactions, can influence population distributions and 

functional outcomes. 

Isothermal Titration Calorimetry (ITC) 

When applicable, isothermal titration calorimetry (ITC) is by far one of the most 

robust methods available for thermodynamic studies.100 ITC provides a direct measurement 

of the binding enthalpy (ΔH) and equilibrium association constant (Ka), enabling the 

calculation of the Gibbs free energy (ΔG) through the known temperature and parametric 

determination of the binding entropy (ΔS). Significantly, when ΔH is determined by ITC 

in a temperature series, the constant-pressure heat capacity change (∆Cp) associated with 

the binding process is also experimentally accessible.  

For many IDPs, binding is accompanied by a disorder-to-order transition, leading 

to the hypothesis that the unfavorable entropy loss incurred by conformational restriction 

of the IDP in the bound state must be offset by a favorable gain in enthalpy. It has been 

proposed that this entropy penalty may be mitigated in “fuzzy” IDP complexes, which 

retain some extent of disorder in the bound state (Figure 1-4).101 Although the potential 
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functional advantages available to fuzzy complexes are intriguing, the broader picture 

implicit in the hypothesis is that entropy losses incurred upon IDP binding promote 

reversibility. While it seems likely that the conformational entropy of the IDP chain will 

decrease upon binding, this point of view does not account for the role of solvent in 

mediating IDP association with binding partners. In other words, as with many other 

favorable protein folding phenomenon, a favorable change in solvent entropy near room 

temperature is likely to overwhelm the loss in chain entropy, making the functional value 

of any marginal stabilization brought about by “fuzziness” unclear. Fortunately, the 

detailed thermodynamic information conveyed through temperature-dependent ITC 

measurements provides exactly the experimental data needed to rigorously evaluate the 

energetics of coupled IDP folding and binding, even if the entropy estimates generated are 

indirect. 
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Figure 1-4. The free energy surface of a “fuzzy complex” is depicted as a funneled, yet wide free 

energy surface, where multiple distinct IDP conformations are sampled in the bound state. 

Structural analysis of bound-IDPs has revealed significant hydrophobic character 

at many IDP binding interfaces, suggesting that hydrophobic forces play an important role 

in coupled folding and binding.8, 102 One striking example is the Gcn4:Gal11/Med14 

interaction, which is stabilized exclusively by three hydrophobic contacts.103 Variable 

temperature ITC performed on this system revealed the signatures of apolar desolvation 

through strong temperature dependence in the observed binding enthalpy, resulting in a 

large negative heat capacity.103 Far from being unique, this trend is also seen in the FCP1-

Rap74 interaction where binding is endothermic at low temperatures, but transitions to be 

exothermic above room temperature.104 Significantly, the calculated change in system 

entropy made a favorable contribution to FCP1 binding at all temperatures, indicating that 

the FCP1-Rap74 interaction is at least partially under entropic control, despite being 

accompanied by an increase in the extent of FCP1 folding. 
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In macromolecular assembly, structural disorder finds a delicate balance between 

conformational adaptability and induced stabilization. In fact, recent work has shown that 

IDPs often utilize cooperativity to assemble large macromolecular complexes.105, 106 One 

prominent example is Nup159, an intrinsically disordered hub involved in 

nucleocytoplasmic transport that assembles with Dyn2 to support the central pore.25 The 

binding of one Dyn2 dimer to two Nup159 molecules creates a bivalent scaffold. This 

structure, albeit weakly assembled, lowers the conformational entropy of the system, thus 

enabling two more Dyn2 dimers to bind in a cooperative manner, characterized by 

increasingly favorable enthalpic and entropic contributions. However, after binding the 

third Dyn2 dimer, binding becomes an enthalpically driven process, owing to the entropic 

cost of increased rigidity. Interestingly, although there are 6 Dyn2 binding sites on each 

Nup159 molecule, only 5 become occupied in the fully bound complex. Presumably, this 

feature is an evolutionary compromise that allows Nup159 to balance the unfavorable 

entropy of binding successive Dyn2 dimers with moderate affinity, and the stability 

required for its biochemical function.  

In addition to solvation/desolvation effects, IDPs often rely on finely-tuned 

electrostatic interactions to achieve high specificity.107 In these cases, ITC can aid in 

revealing the molecular origins of these phenomena, particularly in conjunction with site-

directed mutagenesis of mechanistically significant charged residues.108-111 For example, 

in studies of the tumor suppressor p53, ITC has been combined with site-directed 

mutagenesis to characterize the effects of oncogenic mutations on ASPP2 binding.112 

Similarly, post-translational modifications can lead to changes in electrostatics and ITC 
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has been used to address the role of phosphorylation in binding mechanisms,94, 113 as 

highlighted for binding to p300 Taz2.114 These and other studies have generally shown that 

electrostatics contribute a modest enhancement to hydrophobic interactions, but extreme 

cases have been reported where binding is dominated by direct enthalpic contributions. For 

example, charge-charge complementarity is almost exclusively responsible for the 

interaction between the Kelch domain of Keap1, a hub protein involved in oxidative stress 

response, and the intrinsically disordered oncoprotein ProTα.111 Systems that rely primarily 

on direct enthalpic contributions for complex formation tend to remain highly disordered 

in the bound state,77, 94, 111, 115 underpinning the role of electrostatics in fuzzy complex 

formation and the order-to-disorder transitions observed for some IDPs upon binding.115  

While hub proteins have generated significant attention, the thermodynamic 

profiles for a broad set of IDP interactions, determined from ITC, highlight the functional 

diversity available to this class of proteins (Table 1). The wide range of binding affinities 

observed parallels the multifaceted roles of IDPs in the cell. First, the extremely high 

binding affinity that supports inhibition of the gyrase poison CcdB by the antitoxin CcdA26 

demonstrates that not all IDP interactions are weak and easily reversible. It is especially 

instructive to compare the varying affinities of ProTα, NRF2, and WTX for the hub protein 

Keap1, as discussed above.113  Finally, the delicate balance between entropy and enthalpy 

that facilitates the coupled folding and binding of IDPs is often masked in single 

temperature titrations. Therefore, it appears that the most prudent course for investigators 

is to perform titrations over a range of temperatures, in order to avoid generalizations 

regarding entropic penalties to binding that may lead to incorrect modelling of the data, or 

the generation of un-instructive hypotheses. 
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Table 1. Thermodynamics of IDP interactions with folded partners measured by ITC.  

Folded IDP Kd (µM) ΔG 

(kcal/mol) 

ΔH 

(kcal/mol) 

TΔS 

(kcal/mol) 

ΔCp 

(cal 

mol-

1K-1) 

Ref. 

CcdB CcdA 3.66E-6a -15.6 -35.5 -19.9 -630 26 

eIF4E 4E-BP2 0.0032 -11.42b -8.81 2.61  134 

Keap1 NRF2 0.023 -10.4 -16.96 -6.56  113 

Cdk2– 

cyclin A 
p27-KID 0.035 -11.6 -40.2 -28.6 -872 

117 

SBDS** EFL1 0.0787 -9.86 -14 -4.09  135 

RPP29*,c RPP21 0.105 -9.35 5.95 15.29 -1115 27 

Keap1 WTX 0.25 -9.01 18.04 -9.03  113 

IκBα* Relα NLS 0.371 -8.6 -4.2 4.4 -400 136 

Keap1 
WTX 

pS286 
1.5 -7.95 -10.83 -2.88 

 113 

RAP74 FCP1 1.91 -7.797 -1.337 6.46 -240 104 

NudE IC (1-143) 2.2 -7.8 -4.2 3.6  137 

Keap1 ProTα 2.6 -7.61 -14.8 -7.19  111 

SEC3 mVβ8.2 12 -6.70 -4.88 1.82 -136 138 

Sem-5  

C-SH3 
SosY 39.22 -6 -8.3 -2.3 

-166 139 

Pcf11  

CID* 

RNAPII 

pSer2CTD 
180 -5.094a -9.394b -4.3 

 140 

* Reported parameters are from data collected at 20 oC. 

** Reported parameters are from data collected at 30 oC. 

All remaining parameters are from data collected at 25 oC. 
aΔG= -RTLnKa 

bΔG= ΔH – TΔS,
     cBoth interacting molecules are IDPs. 
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The Kinetics of IDP Interactions 

Elucidating the mechanisms of IDP interactions, and distinguishing between 

competing kinetic mechanisms, requires knowledge of kinetic rate constants. To this end, 

NMR relaxation dispersion,116 surface plasmon resonance,117, 118 and stopped-flow 

spectroscopy119-122 have all been applied. Common to many of these studies, IDP binding 

is often well described by an apparent two-state kinetic model, which features a linear 

dependence of kobs on protein concentration, (Figure 1-5A).23, 123 However, more complex 

multiphasic kinetics (three-state, and higher), which display a non-linear dependence of 

kobs on protein concentration, have also been observed.119, 124 While this behavior reveals 

that a conformational change takes place along the reaction coordinate, the nature of this 

transition is widely debated. Several theories have emerged, the dominant two being the 

conformational selection model, wherein a pre-formed bound state-like conformation is 

required for ligand recognition and binding (Figure 1-5B), and the induced fit model, where 

ligand recognition occurs in the disordered state prompting IDP folding (Figure 1-5C). 

Confirming our expectation that not all IDPs behave equivalently, there is abundant 

evidence in support of both of these limiting models among the set of proteins studied.22, 

116, 125 In contrast, direct experimental evidence to exclusively support either pathway, 

through rejection of the other, is often difficult to obtain. The similarity of these models 

and experimental designs to those used routinely in the protein folding and enzymology 

communities is no accident. However, IDPs do possess distinct physicochemical properties 

and so adaptation of methods and models is almost certain to be required in order to 

accurately represent the kinetic behavior of disordered proteins. 
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Figure 1-5. Three proposed IDP binding mechanisms include (A) one step binding (apparent two-

state); (B) two step binding schemes (apparent three-state), where conformational change precedes 

binding (conformational selection); and (C) where conformational change follows binding (induced 

fit). 

Resolving Induced Fit from Conformational Selection 

In principle, kinetic measurements can be used to distinguish between the two 

limiting scenarios of conformational selection and induced fit. For example, Gianni et al. 

argue that by performing experiments in which the concentration of both the protein and 

ligand are varied separately, the induced fit mechanism will manifest itself as a hyperbolic 

dependence of kobs on the concentration of both species.124 However, if a fast 

conformational change precedes binding, kobs will only display hyperbolic behavior when 

the species that undergoes conformational change is held constant; linear behavior will 

manifest when the concentration of the species undergoing a conformational change is 

increased. While such an experimental design is theoretically sound, it is often difficult to 
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implement in practice, as high concentrations of both interacting species are required. Also, 

kinetic methods with unusually fast time resolution may be needed to detect fast folding of 

preformed structural elements, such as α-helicies. Another type of decisive experiment 

involves determining whether a binding reaction is diffusion limited. As Rogers et al. 

argue, reaching the diffusion limit would require all molecular collisions between cognate 

partners to result in binding, regardless of the particular conformation of the IDP (i.e., 

binding would proceed through induced fit).126 Detailed kinetic investigation of the Bcl-

1:PUMA interaction showed that the criteria necessary to define the diffusion limited 

reaction for folded proteins – the predictable dependence of ka on solvent viscosity and 

temperature – may not be sufficient for disordered proteins, due to geometrical 

considerations.126    

Synergistic models, which combine aspects of both mechanisms, have also been 

reported. For example, the extended conformational capture model builds upon a similar 

framework to the folding funnel hypothesis discussed above and highlights how the energy 

surfaces of both the IDP and the folded partner can influence each other and bias the IDP’s 

binding trajectory.14 In a natural extension of the induced fit/ conformational capture 

dichotomy discussed earlier in this section, flux based models acknowledge that 

conformational selection and induced fit pathways may both be present as limiting 

behaviors for most systems. From this new point of view, the flux of the reaction can be 

biased by both intrinsic and extrinsic factors, explaining why some systems have produced 

evidence in support of both models (Figure 1-6). For example, Greives et al. suggest that 

intra-chain dynamics within the IDP ensemble can shift the binding mechanism, with 
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slower conformational transitions favoring conformational selection and fast inter-

conversion rates favoring induced fit pathways.127 In addition, Hammes et al. have 

suggested ligand concentration is an important determinant to increase flux through a 

particular pathway.128 As an example of these mechanistic nuances, Daniels et al. showed 

that the Bacillus subtilis RNase P protein experienced varying levels of folding through 

either mechanism, based on the concentration of PPi, with lower and higher concentrations 

of ligand favoring conformational selection and induced fit pathways, respectively.122 

Thus, from a biological perspective, flux models provide an attractive rationale for kinetic 

control of signaling in response to environmental stimuli. 
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Figure 1-6. A generalized reaction scheme where flux is kinetically partitioned between the 

conformational selection and induced fit pathways, based on IDP conformational dynamics and 

ligand concentration.  
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Transition States 

In the field of kinetic enzymology, identification of transition states and their 

description vis the substrate or product structure has been the key to broad progress, often 

leading to rational design of inhibitors and motivating the search for drug candidates. To 

this end, several groups have applied a protein engineering method known as the Φ-value 

analysis, which has also seen some success in describing the kinetics of IDP binding.23, 24, 

120, 129, 130 In Φ-value analysis, atomic-level structural information about the transition state 

is inferred by comparing the binding kinetics of the wild-type protein to a series of single 

point mutants to obtain the “Φ-value,” which is calculated as the ratio of the change in 

activation energy for folding upon mutation (ΔΔG††) and the change in equilibrium free 

energy upon mutation (ΔΔGeq).131 For IDP interactions, it is common to introduce alanine-

glycine substitutions or non-disruptive mutations to reduce the size of side chains, in order 

to gain insight into the secondary and tertiary structure of the transition state, respectively.  
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Figure 1-7. Secondary (A-C) and tertiary (D-F) Φ-values classified as weak (0< Φ <0.3) shown in 

cyan, medium (0.3< Φ <0.7) shown in blue, and strong (0.7< Φ <1) shown in red. Φ-values are 

mapped onto PDB structures for (A,D) erythroid α-spectrin (white)-β-spectrin (grey) (PDB:3LBX), 

(B,E) pwtKIX (white)-c-MYB* (grey) (PDB: 1SB0), and (C,F) ACTR (grey)-NCBD (white) 

(PDB: 1KBH). 

Recently, Hill et al. used a detailed Φ-value analysis to characterize the formation 

of spectrin repeat domains (Figure 1-7A, D).23 The analysis invoked a model wherein the 

preformed C-helix from α-spectrin acts as a template that guides the ensemble of 

transiently formed secondary structures in the A & B-helicies of β-spectrin toward the 

bound state, which is a fully folded triple-helical domain. This “templating mechanism” is 

an interesting example of synergistic binding, where both the presence of preformed 

structural elements and structural adaptation act in concert to accomplish folding and 
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binding. In the coupled folding and binding of c-Myb to KIX (Figure 1-7B, D), Φ-values 

suggest c-Myb possesses a high degree of native-like structure in the transition state.24 In 

contrast, Φ-value analysis of the ACTR:NCBD interaction (Figure 7C, E) suggested the 

presence of substantially more disorder in the transition state.120 It is also interesting to 

consider that there is a positive correlation between preformed structure and binding 

kinetics for ACTR:NCBD,125 while residual structure has little effect on the binding 

kinetics of c-Myb:KIX.22 This suggests that, for IDPs possessing a large degree of bound-

state structure in the transition state, pre-stabilization of these conformations can lower the 

energetic barrier of the rate limiting step for association. Importantly, these Φ-value 

analyses highlight the general applicability of methods traditionally used to study catalysis, 

ligand binding, or protein folding to the study of coupled folding and binding involving 

IDPs. 

The most general conclusion to be drawn from the kinetic investigations conducted 

thus far is that IDPs are not monolithic as a class of proteins. Rather, these studies suggest 

that disordered proteins rely on a range of mechanisms to bind their partners, just as 

cooperatively folding proteins do. It is becoming increasingly apparent that IDPs may 

possess various pathways toward the bound state, which are often influenced by extrinsic 

factors, such as local ligand concentration.119, 122 Furthermore, detailed structural 

knowledge can facilitate the design of experiments aimed at discriminating between 

limiting pathways, because the dynamics of conformational fluctuations within the 

ensemble often couple to kinetic outcomes.127 Of significant biological interest, the kinetic 

mechanism describing IDP interactions is often influenced by the presence or absence of 



32 

 

post-translational modifications.132, 133 Clearly, this is a rich area of future growth for 

biochemists to explore. 

Conclusion 

In the past few decades, the field of intrinsically disordered proteins has increased 

dramatically, yielding several general conclusions to be drawn from the studies presented 

here. Most importantly, IDPs have much in common with their cooperatively-folded 

counterparts. Experimental methods and computational procedures for ensemble 

generation now enable routine modeling of disordered systems, facilitating hypothesis 

testing as in any other field of structural biology. Of pressing need now is a formal 

framework for ensemble validation. Rigorous assessment is needed to define input 

constraint combinations that cost-effectively produce the most unique ensembles, while 

also minimizing over-fitting.  More significantly, standardized reporting practices would 

benefit the community. For example, the PDB has established data-reporting criteria for 

model deposition and the community has agreed to helpful norms regarding, e.g., the 

number of models to be included in NMR structure bundles. Similar guidelines for 

reporting IDP ensembles in the pE-DB or other databases would help investigators assess 

model quality for themselves. 

Also of great significance, equilibrium thermodynamics experiments have helped 

to dispel the common misconception that structural disorder constrains interactions to a 

narrow range of affinities by imposing entropic penalties to binding. Indeed, IDPs interact 

over a broad range of affinities, utilize cooperativity to enhance stability, and rely on 
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hydrophobic effects for coupled folding and binding, in strong analogy to protein folding. 

Most notably, recent applications of isothermal titration calorimetry have provided insight 

into the hydrophobic impetus for coupled-folding and binding. The continued application 

of variable temperature ITC will deepen our understanding of this process and may help to 

better understand the functional advantages of bound-state induced disorder and dynamic 

fuzziness.  

Finally, kinetic studies have demonstrated that IDPs rely on a broad range of 

mechanisms to accomplish biological function. Although models for coupled folding and 

binding are typically built upon thermodynamic observations, mechanistic insights into 

these processes require detailed kinetic analyses. Recent studies have demonstrated that 

many of the experimental techniques used in enzymology or protein folding are directly 

transferrable to disordered systems, or require modest adaptation to the physicochemical 

norms of IDPs. Continued kinetic investigation will be necessary to elucidate the ways in 

which IDP interactions can be tuned to support intricate biochemical pathways. The 

prevalence of protein non-folding as an important regulatory mechanism in biology is well 

established, yielding a rich new class of proteins for biochemists to characterize 

quantitatively in the laboratory. 
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Chapter 2  
 

Application of NMR to Studies of Intrinsically Disordered Proteins 

[This chapter is modified from a manuscript entitled “Application of NMR to Studies of 

Intrinsically Disordered Proteins”, which was in revision at the time this dissertation was 

written. Authors include E. B. Gibbs, E. Cook, and S. A. Showalter. Sections on IDP 

interactions and the application of PRE to IDP aggregation were written by E. Cook and 

removed accordingly. Data presented in figure 2-2 was collected by E. Cook and 

reproduced here with permission] 

    

The prevalence of intrinsically disordered protein regions, particularly in 

eukaryotic proteins, and their clear functional advantages for signaling and gene regulation 

have created an imperative for high-resolution structural and mechanistic studies. NMR 

spectroscopy has played a central role in enhancing not only our understanding of the 

intrinsically disordered native state, but how that state contributes to biological function. 

While pathological functions associated with protein aggregation are well established, it 

has recently become clear that disordered regions also mediate functionally advantageous 

assembly into high-order structures that mediate formation of membrane-less sub-cellular 

compartments and even hydrogels. Across the range of functional assembly states accessed 

by disordered regions, post-translational modifications and regulatory macromolecular 

interactions that can also be investigated by NMR spectroscopy feature prominently. Here 

we will explore the many ways in which NMR has advanced our understanding of the 

physical-chemical phase space occupied by disordered protein regions and provide 

prospectus for the future role of NMR in this emerging and exciting field. 
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Introduction 

The post-genomic era has been characterized by an explosion of new functional 

annotations and insights into biomolecular structure. In the past decade, one of the most 

groundbreaking transitions that has occurred as a result of this new data is the recognition 

that intrinsically disordered regions (IDRs) in proteins are both prevalent and functionally 

significant, particularly in eukaryotes 1. Here we designate any segment of 30 or more 

contiguous amino acid residues in the primary structure of a protein that lack a temporally 

stable tertiary structure as an IDR, which is the acronym we will use in preference to 

intrinsically disordered protein (IDP), as the latter invokes the image of a protein that 

completely lacks stable tertiary structure throughout its entire length.  

Just as the fraction of a given protein’s structure found in its IDRs varies widely, 

so does the extent to which cooperative folding behavior manifests. A general picture has 

emerged with full disorder and full cooperativity existing primarily as limits, and increased 

pliability in the continuum between having been recently recognized as a path to allosteric 

regulation 2. This contrasts with the usual understanding of IDRs that was prevalent until 

the current decade, in which IDRs were primarily associated with dysregulation, owing to 

the well-known capacity of certain IDRs to aggregate and/or form amyloid fibrils. It is now 

understood that not all higher-order IDR assembly is pathological, but rather that the phase 

space of proteins with substantial disordered regions spans from soluble forms through gels 

and liquid-like phases that constitute membrane-less organelles, which serve vital roles in 

normal cellular function. There is ample reason to extend any exploration of this phase 

behavior to the cellular environment 3. Thus, the functional relevance of IDRs and our 
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increased awareness of the complexity of their phase behavior necessitates quantitative 

evaluation of sequence-to-structure-to-function relationships in this ubiquitous class of 

proteins. 

As a consequence of lacking a temporally stable tertiary structure, IDRs are 

incapable of contributing directly to enzymatic catalysis. Instead, these regions are 

uniquely well suited to mediate interactions with other proteins 4. In analogy to the range 

of length scales discussed above, interaction motifs contained in IDRs can be large and 

multi-segmented, but short linear motifs within the primary structure are more prevalent, 

as are individual sites of post-translational modification (PTM) 5, 6. Many of the earliest 

examples of functional roles associated with interaction motifs and PTMs embedded in 

IDRs came from analysis of transcriptional control, particularly in eukaryotes 7. It is now 

clear that dynamically assembled cellular signaling complexes overwhelmingly utilize 

IDRs to mediate protein-protein interactions 8. 

The rapid growth of research into IDRs was made possible by pioneering work 

within the bioinformatics community, as well as the forward-looking efforts of a small, 

visionary community of NMR spectroscopists. Recently, IDR research has matured to the 

point where quantitative biophysical and structural work is generally practical 9. In this 

article, we provide an in-depth review of the specific role NMR has played in 

characterizing the structural and assembly space accessed by IDRs.  (Figure 2-1). We will 

begin with a technical overview of the ways in which standard biomolecular NMR 

methodology can be successfully applied to IDRs, placing emphasis on the most recent 

developments. In order to showcase those areas in most pressing need of future investment, 
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we will focus primarily on establishing direct functional roles for IDRs, which is a 

challenge the NMR community can help to address going forward. 

 

Figure 2-1. Protein disorder supports function across a wide range of native structures and length 

scales. From individual protein-protein interactions in solution through the support of aqueous 

phase separation into membrane-less organelles and even hydrogels, intrinsically disordered 

regions mediate the contacts that are required for biological function. Disorder is also well known 

for the role of misfolding in amyloid formation and its contribution to disease. NMR spectroscopy 

has made uniquely quantitative insights into the mechanisms of these diverse sets of interactions.  
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NMR chemical shift assignment strategies for IDPs 

 

NMR has emerged as the preeminent method to investigate the molecular structure 

of IDRs, and yet these proteins also present substantial challenges for NMR spectroscopy, 

because their spectra are generally characterized by extremely low chemical shift 

dispersion. Reasonably comprehensive chemical shift assignments are a necessary pre-

requisite to any biomolecular NMR investigation and it is assumed the reader is familiar 

with general and widely-adopted strategies. For a detailed contemporary review of the 

special challenges presented by IDRs and the methods that have been developed to work 

around them, the reader is referred to Brutscher et al. 10. Here we will briefly present the 

emerging themes in the IDR literature that are of greatest interest. 

Innovations in proton-detected NMR 

Proton-detected NMR of IDRs is challenging because of the limited chemical shift 

dispersion often encountered in their spectra, as well as their tendency to possess proline 

residues in abundance. In the best cases, proton-detected 1H,15N-HSQC (or TROSY) 

spectra of IDRs are characterized by minimal chemical shift dispersion in the proton 

dimension, but their typically narrow lineshapes still allow for good peak resolution. By 

way of example, this is certainly the case for the C-terminal domain of the pancreatic 

transcription factor Pdx1. (Figure 2-2A). As will be discussed below, phosphorylation is 

an extremely common post-translational modification in IDRs and the characteristic 

downfield proton shift associated with phosphoserine and phosphothreonine places these 
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resonances into a region of the 1H,15N-HSQC that is typically clear of resonances in IDRs, 

as is the case for the red pSer268 resonance of Pdx1 in Figure 2A. Given that many IDR 

samples are mass limited, particular for proteins that assemble into amyloid or other 

aggregates at high concentration, the sensitivity of proton-detected spectroscopy, often 

combined with high magnetic field strength, can be crucial for project execution. 

 

 

Figure 2-2. Residue-specific resolution is achievable in high-resolution spectra of intrinsically 

disordered regions. (A) Traditional proton-detected 1H,15N-HSQC spectrum of the intrinsically 

disordered C-terminal tail from the pancreatic transcription factor Pdx1 overlaid with the same 

spectrum acquired on a phosphorylated sample (grey spectrum). The resonance for phosphor-

Ser268 shows a characteristic downfield shift in the proton dimension. (B) Relatively new carbon 

direct-detect methods enhance the resolution of disordered protein spectra, while facilitating the 

study of highly proline-enriched proteins like Pdx1, where the resonances between 134 – 142 ppm 

in the 15N-dimension all correspond to peptide bonds including proline residues.   
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Recent innovations in both sample preparation and spectral acquisition have opened 

new possibilities for efficient chemical shift assignment of IDRs. On the sample side, there 

is interest in modifying solvent conditions to enhance the efficiency of return to 

equilibrium, thus accelerating the rate of transient accumulation 11. It is also possible to use 

selective amino acid labelling in order to reduce spectral complexity 12. On the acquisition 

side, the problems traditionally presented by proline residues have been circumvented by 

using long range correlation methods that rely on modified Carr-Purcell transfer schemes 

13. In addition, many IDR samples are not stable for long periods of time and so sequential 

data acquisition using multiple chemical sub-types of a specific nucleus has emerged as an 

efficient way to acquire multiple 3D spectra in essentially the same amount of spectrometer 

time traditionally required to acquire one 14. Finally, as will be discussed further below, 

NUS methods that accelerate data acquisition by enhancing resolution and/or signal-to-

noise per unit of spectrometer time invested have seen wide adoption in the IDR 

community 15. 

Heteronuclear direct-detection NMR 

It is well recognized that NMR spectra of IDPs tend to suffer from low chemical 

shift dispersion in the amide 1H-dimension, leading to poor spectral dispersion. While this 

problem can be mitigated through the application of ultra-high field for many systems, its 

ubiquitous nature has also motivated the development of alternative detection modalities. 

Of particular interest, 13C direct-detect NMR has emerged as a leading alternative to 

proton-detection for IDPs, owing to the excellent chemical shift dispersion and narrow 
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linewidths generally encountered 10, 16. The benefits of carbon-detection can clearly be seen 

in the 15N,13C-CON spectrum of Pdx1-C displayed in Figure 2-2B, which features both 

high resonance dispersion and the inclusion of resonances corresponding to proline 

residues. Given that proline is one of the most over-represented amino acid types in IDP 

sequences, this second advantage should not be under-estimated. Perhaps the most 

significant driver of 13C direct-detect methods development has been the steady increase 

in availability of cryogenically cooled probes with enhanced carbon sensitivity, which is 

the key technological advance needed for this spectroscopy. One barrier to wide adoption 

of carbon-detection strategies remains the relatively low sensitivity of detection – most 

commercially purchased cryogenic probes remain inverse-probes optimized for proton 

sensitivity, not carbon. In contrast, carbon-detection on commercially available cryogenic 

probes is generally tolerant of a wide range of solution conditions including high salt, basic 

pH 16, the presence of stabilizing co-solutes and crowding agents, and even cellular extract 

17. As analysis of high-order assembly and IDR behavior in cellular or cell-like 

environments is an area of intense current interest, the tolerance of carbon direct-detect 

experiments to diverse co-solute environments is likely to emerge as one of its most 

valuable features. 

  Even with the enhanced spectral dispersion generally provided by 13C direct-

detection, the tendency of IDRs to feature low sequence complexity, often with repetitive 

sequence motifs recurring throughout the primary structure, has driven innovation aimed 

at further enhancing spectroscopic resolution. Spectral editing to generate amino acid-

specific sub-spectra of uniformly isotope labeled samples can dramatically accelerate 

chemical shift assignment 18, and new software specifically tailored to IDR applications 
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has been developed to automate amino acid type prediction 19. In addition, recent advances 

in non-uniform sampling and other resolution enhancement techniques have made hyper-

dimensional NMR possible, with demonstrated benefits for carbon-detected applications 

to IDRs 20, 21. 

The advantages of heteronuclear direct-detect spectroscopy have more recently 

stimulated interest in nitrogen-detected NMR as an alternative for IDP applications. The 

original proof of concept that traditionally carbon-detected experiments could be converted 

to nitrogen detection offers exciting possibilities to further improve linewidths in 15N,13C-

CON and 15N,13C-CAN spectra 22. More recently, 15N direct-detect TROSY spectra have 

been reported 23, 24, suggesting future opportunities for growth in this area. Unlike 13C 

direct-detection biomolecular NMR, 15N direct-detect spectroscopy remains practical only 

on custom-built cryogenic probes at the time of writing. Thus, broad adoption of this new 

technology remains a frontier for the future and there is an imperative for hardware 

manufacturers to put nitrogen-optimized probes into broader distribution. 

NMR structural and dynamic constraints for IDPs 

While IDRs are by definition disordered compared to their cooperatively folded 

counterparts, their structures in solution are in many cases far from random. NMR methods 

amenable to the determination of structural and dynamic constraints for IDPs have been 

extensively reviewed 25, so this article will only provide a broad overview and focus on 

recent developments. 
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Structural constraints 

Disordered protein regions tend to be depleted in long-range tertiary contacts, 

making the structural information encoded in the chemical shift itself, which is particularly 

well suited to assign α-helical secondary structure, a key indicator of IDR ensemble 

properties 26. It has been observed that a significant fraction of IDRs possess (partially 

formed) α-helical segments that are disproportionately involved in mediating protein-

protein interactions 27, 28. Identification of secondary structures other than α-helix, or 

alternatively the positive identification of a lack of defined secondary structure, is often 

more easily made through the collection of large scalar coupling datasets 29. For proline-

rich proteins, carbon direct-detect strategies readily facilitate secondary structure 

assignment 18, 30. As the quantity of available secondary structure information for IDRs has 

grown, a tendency has emerged to reach the conclusion that if secondary structure is 

present, it must be important for function; but a growing number of studies cast doubt on 

the generality of this assumption. For example, it is the length of the disordered linker in 

the transcription factor Notch that correlates with strength of transcriptional activation, not 

the presence or absence of helical segments in its IDR 31. This counter-example 

underscores the urgency of coupling NMR investigations to mechanistic and functional 

investigations in order to arrive at a complete picture of the system. 

In addition to chemical shifts, residual dipolar couplings (RDCs) have emerged as 

strong constraints on IDR ensembles 32. Historically, RDCs have been used most 

aggressively to constrain the structures of IDRs that that possess α-helical segments. In an 

excellent recent counter-example to this trend, Janowska and Baum used RDCs to 
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demonstrate structural differences between α-synuclein and β-synuclein that correlate with 

the propensity of the respective proteins to form amyloid fibrils 33. Most importantly, this 

study provided a direct mechanistic rationale for a propensity to dementia in patients 

harboring a specific missense mutation in β-synuclein, which RDCs showed stimulates a 

transition to a monomeric solution structure more reminiscent of α-synuclein in the point 

mutant. 

Although IDRs by definition lack a temporally static tertiary structure, their 

ensembles very often feature dynamic tertiary features, such as transient long-range 

contacts of even molten globule-like structures. While chemical shifts and RDCs both 

provide helpful constraints on IDR ensembles, neither measurement is well suited to 

establish transient long range contacts and low-population tertiary structures. In contrast, 

the phenomenon of paramagnetic relaxation enhancement (PRE) has emerged as a reliable 

constraint on long-range structure for IDRs 25. As with RDC measurements, caution must 

be exercised because the IDR ensemble can feature multiple transient contacts, yielding 

mutually incompatible constraints, or masking minor states. Considerable effort has been 

put into solving this problem, including the recent establishment of a  protocol to combine 

RDC measurements with PRE data for validation using a strategy that explicitly accounts 

for the potential impact of tagging and anisotropic alignment on IDR structure 34. 

Modelling IDP dynamics 

Conformational dynamics are an integral component of the ensemble description 

of IDRs, but of course their extensive dynamics, compared to cooperatively folded 
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domains, produces many of the same challenges as those discussed above for structure 

constraint. For example, α-helical structure and long-range tertiary contacts both increase 

local contact density and therefore have the same effect on measured T2 times. 35 Of course, 

the influence of helical structure can be independently verified through assessment of 

chemical shifts, thus resolving the ambiguity. One excellent example of this synergy is a 

recent study of the disordered C-terminal domain from the Nipah virus nucleoprotein, in 

which 15N spin-relaxation and carbon chemical shift data were combined to describe the 

sampling of α-helical conformations in a region known to mediate protein-protein 

interactions 36. 

As discussed above, carbon direct-detect NMR offers an alternative to traditional 

proton-detect biomolecular NMR that often provides enhanced spectral dispersion, which 

is especially critical for quantitative spin relaxation measurements. The past several years 

have seen the development of carbon direct-detect experiments suitable to measure spin 

relaxation of carbon 37, nitrogen 38, and hydrogen nuclei in IDPs 39.  

One limitation that has previously hindered the wide-spread analysis of IDR 

dynamics by NMR is the fact that widely accepted formalisms, such as the Lipari-Szabo 

Model free description of biomolecular dynamics 40, are not strictly applicable to 

disordered proteins. As has become increasingly common in the folded-protein 

community, utilization of the heteronuclear NOE as a reporter of backbone flexibility, 

without downstream modelling, has gained wide acceptance 31, 41. In addition, while 

spectral density mapping 42, 43 has never overtaken Lipari-Szabo analysis in the 

cooperatively folded protein community, it has emerged as a rigorous means to connect 

spin relaxation and conformational dynamics in IDRs 44, 45. Collection of massive spin-
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relaxation data sets spanning magnetic field strengths from 9.4 – 23.5 T enabled direct 

spectral density mapping that demonstrated a wide range of dynamic timescales sampled 

by the disordered Engrailed transcription factor 46. For partially ordered segments of IDRs, 

such as the α-helical segment of the Sendai virus nucleoprotein’s disordered tail, dynamics 

on the 10-100 ns timescale can be critically important. By collecting temperature-

dependent spin relaxation data sets at multiple fields, the Blackledge group was able to 

gain quantitative access to dynamics occurring in Sendai virus nucleoprotein on this 

timescale 47. 

Monitoring post-translational modifications by NMR 

Post-translational modifications (PTMs) allow proteins to undergo rapid and 

reversible changes in structure and function in response to internal and external stimuli. 

This process serves key roles in transcription, translation, cell cycle control, and the 

immune response. PTMs tend to be more prevalent in disordered regions 48, which stems 

from the inherent amino acid sequence bias toward chemically labile side chains in IDRs 

and their structural plasticity, which provides greater access to modifying enzymes. 

The conformational heterogeneity of IDRs can facilitate interactions with multiple 

binding partners. In this context, PTMs serve as an important regulator of IDR function 

and can effect binding through a variety of mechanisms 49. Recent studies, employing 

various NMR techniques, have shown that PTMs can influence IDR binding by promoting 

changes in dynamics 50, charge-charge interactions 51, and secondary structure propensities 

52, 53. The effects of PTMs on the structural properties of IDPs vary widely 53-55; however, 
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the covalent modification of amino acid side chains often produces characteristic 

perturbations to nearby spin systems 56, leading NMR to become one of the foremost 

techniques applied within the PTM community (along with mass spectrometry). Here we 

will focus on NMR as a tool to investigate the role of phosphorylation and acetylation 

specifically. 

Phosphorylation 

One of the most well studied PTMs is phosphorylation, which most commonly 

occurs on the side chains of serine, threonine, and tyrosine residues. Addition of a 

phosphate group to Ser/Thr sidechains strongly perturbs nearby 1HN, 13Cα/β resonances 

and assignments are typically performed using standard 2D 1H,15N correlation spectra and 

1H-detect triple resonance experiments 57. However, methods exploiting the 31P-13C scalar 

coupling have also been developed 58. 

Multi-site phosphorylation, in particular, is prevalent in IDPs that are involved in 

signal transduction. And time resolved analysis of modified amino acid resonances using 

real-time NMR (RT-NMR) allows for the extraction of kinetic rate constants, providing a 

basis for mechanism determination 57, 59, 60. For example, Cordier, et al. used a combination 

of RT-NMR to decipher the ordered and distributive phosphorylation of the tumor 

suppressor PTEN by CKII and GSK3β 61, which occurred in two independent cascades. 

And more recently, Mylona et al. 59 examined the distributive multi-site phosphorylation 

of the transcription factor Elk-1 by ERK2, which partitioned into fast (F), intermediate (I), 

and slow (S) sites. Using a mouse embryonic fibroblast model system, the authors went on 
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to show that mutation of F and I sites has antagonizing effects on target gene expression, 

while mutation of S sites dramatically increases target gene expression and cell 

proliferation, suggesting that multi-site phosphorylation of Ets-1 by ERK2 effectively 

becomes self-limiting in the absence of antagonizing phosphatase activity. These examples 

highlight the range of mechanisms used in IDR signaling, and also the utility of RT-NMR 

for mechanistic studies of IDR multi-site phosphorylation. 

In addition to the regulation of IDRs in the context of healthy cells, multi-site 

phosphorylation is a hallmark of viral infection. Bioinformatics studies have identified 

intrinsic disorder as a prevalent feature of viral proteomes 62. In this context, intrinsic 

disorder maximizes the functional repertoire of the viral proteome when genome size 

becomes limiting. Viral proteins must be able to interact with a range of viral and host 

molecules over the course of the viral life cycle, all while avoiding detection by the host. 

As such, viruses often hijack the host regulatory machinery and phosphorylation is used to 

modulate interactions with host proteins. Recently, several groups have utilized NMR to 

study the unstructured proteins encoded by the Hepatitis C Virus 60, 63-66. The Nonstructural 

Protein 5A (NS5A), in particular has roles in genome replication and virion assembly and 

is regulated through multi-site phosphorylation 67. Investigations into the phosphorylation 

of NS5A by CKII have been conducted using RT-NMR, revealing phosphorylation events 

at both canonical and non-canonical sites  60, 66. Interestingly, these modifications 

proceeded at markedly different rates and resulted in long-range chemical shift 

perturbations to residues in remote transiently formed helices and low complexity PPII 

motifs 60. Each affected region contains positively charged residues, suggesting that 

phosphorylation induces structural and/or dynamic changes to NS5A mediated through 
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charge-charge interactions. Similarly, using 13C direct-detect NMR, we were able to show 

that phosphorylation of T2332 by PKA alters the dynamics of NS5A at an adjacent PPII 

motif and directly monitor c-Src SH3 binding at this site, thus characterizing a PPI that is 

important for virus replication 64.  Thus, NMR offers a framework for the identification 

and characterization of novel NS5A phosphorylation events, thus increasing our 

understanding of how viruses utilize PTMs to maximize function while minimizing 

genome size. 

Acetylation 

Lysine side-chain acetylation is a common and reversible post-translational 

modification, recognized by bromodomains and other proteins, that regulates protein-

protein interactions and through them multiple cellular functions 68. Particularly in 

eukaryotic organisms, N-terminal acetylation is also employed to control protein structure 

and sub-cellular localization, as is the case for α-synuclein, which has recently been 

observed in cells using NMR 69, 70 (see Section 8 below). The classic and best understood 

example of protein regulation through lysine acetylation is the epigenetic marking of 

histone tails. Several years ago, Dose et al. demonstrated the ability to study histone 

acetylation and de-acetylation kinetics in situ using high-resolution NMR 71. Excitingly, 

these studies enabled the investigators to demonstrate using cellular extract as the NMR 

“solvent” that histone deacetylase activity is far more abundant than previously thought 71. 

Finally, many proteins that are post-translationally modified accept multiple modifications 

in the course of tightly regulated and often competitive signaling events. The exquisite site-
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resolution inherent to NMR spectroscopy has allowed simultaneous detection of both 

phosphorylation and acetylation on histone protein H3 72, 73, demonstrating that it is feasible 

to quantify the mechanism of co-regulation by distinct PTMs on individual disordered 

proteins. 

NMR studies of aqueous phase separation 

Following the wide-spread acceptance that intrinsic protein disorder can mediate 

signal transduction throughout the cell, an increasing body of work has also linked 

structural disorder to sub-cellular compartmentalization via the formation of membrane-

less organelles. Recent studies suggest that these bodies form through liquid-liquid phase 

separation (LLPS), mediated by a variety of protein-protein and protein-nucleic acid 

interactions. While not unique to disordered proteins, LLPS is driven in part by low 

complexity (LC) amino acid sequences, suggesting that the sequence characteristics which 

promote structural disorder may also promote phase separation. In addition, mutations to 

LC regions have been implicated in several human diseases, suggesting that phase 

separation and/or aberrant regulation of the assemblages within liquid-like bodies may play 

a role in pathology. Unsurprisingly, NMR has played an active role in current efforts 

focused on elucidating the molecular mechanisms that underlie disorder-mediated LLPS. 
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Characterization of Liquid-Liquid Phase Separation (LLPS) 

In principle, LC sequences may engage in many types of intermolecular 

interactions, including multivalent, π-π, cation-π, and dipole-dipole interactions 74. And in 

analogy to the previously discussed SLiMs, multiple LC sequences are often found 

embedded within larger disordered domains. One leading question is how the linear 

arrangement of LC motifs relates to interactions that drive phase separation. Chemical shift 

perturbations have permitted the identification of interaction sites 75-77 involving LC 

domains and the extraction of site-specific dissociation constants 78 for those interactions, 

both in dilute and condensed droplet states, revealing the subtle ways in which LC domains 

engage in intermolecular interactions during droplet assembly. For example, in the liquid-

liquid phase separated FUS LC, chemical shift perturbations indicated that self-interactions 

were randomly distributed amongst multiple LC motifs throughout the domain 75; by 

contrast, the C-terminus of TDP43 localized PPIs to specific LC sequences 76. Finally, 

secondary chemical shifts have shown that some IDRs undergo local folding upon 

assembly in the droplet state 76, demonstrating that many of the same guiding principles 

required to understand IDR-mediated interactions in dilute phases are also relevant to the 

LLPS state. 

In many other ways, the physical state of proteins in the droplet state can be 

substantially different from that of dilute solution. In particular, during LLPS the density 

of proteins, RNAs and other biomolecules increases dramatically, which can lead to drastic 

increases in the local viscosity. Simultaneously, the open nature of the membrane-less 

organelle permits the rapid diffusion of molecules across the phase boundary, thus setting 
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these bodies apart from other assemblages like hydrogels, aggregates or amyloids. Further, 

differences in the dynamic behavior of liquid-like bodies have been observed, potentially 

reflecting the relevant time scales for biological processes. Hence, there is much interest in 

connecting the bulk viscometric and diffusive properties of liquid-like bodies to IDR 

dynamics on the molecular scale. To this end, a variety of NMR dynamics measurements 

have been utilized, including pulse field gradient (PFG) diffusion 91, nuclear spin relaxation 

75, 76, 78, paramagnetic relaxation enhancement 76, and relaxation dispersion 75, 76.  

While the molecular motions of IDRs engaging in transient intermolecular 

interactions within the liquid-like state often complicates measurement and interpretation 

of dynamic parameters, the careful analysis of NMR dynamic parameters measured in 

dilute, ligand bound and phase separated states has provided key insights for several 

systems. In a recent study of NPM1, a homopentameric Nucleolar protein containing acidic 

LC motifs that mediate phase separation through interactions with Arg-rich proteins and 

rRNAs, nuclear spin relaxation was used to compare the dynamic behavior of the folded 

pentameric core and disordered LC domains during phase separation. through 

measurement of the of R1 and the transverse 15N chemical-shift anisotropy (CSA)/dipole-

dipole cross-correlation relaxation rates (ηxy), Mitrea et. al. were able to separate the 

contributions from the core and the LC motifs obtaining local average correlation times 

(τc,local)
 78. Under dilute conditions the LC domain experienced fast local motions on the ns 

timescale which slowed considerably at saturating Arg-rich peptide concentrations. 

Similarly, Burke et. al. showed that upon phase separation, backbone nuclei in FUS 

experienced significant decreases in R1 with increases in R2 and heteronuclear NOEs, 



63 

 

suggesting that the average reorientational motions of the protein were hindered within the 

liquid droplet state 75.   

These studies demonstrate the feasibility of applying NMR to investigate IDRs in 

protein rich liquid droplet-like states and highlight how LLPS can alter the structural 

properties and timescales of intramolecular motions. Undoubtedly, NMR will continue to 

play an important role in elucidating the molecular determinants of large scale organization 

within the liquid-like bodies that form membrane-less organelles. 

Hydrogel formation 

In addition to forming liquid-liquid phase separated states, LC sequences have long 

been known to form hydrogels in vitro. Over the years, these assemblies have been widely 

investigated for their material properties, therapeutic applications, and to gain insights into 

the process of fibrilization 80-82. The semi-solid nature of hydrogels makes solid-state NMR 

uniquely suited to investigate the structural and dynamic properties of peptides 83,84 and 

proteins 85-87 in the hydrogelated state. Particularly for IDR hydrogels, the combined use 

of through-space (cross-polarization; CP) and through-bond (scalar coupling) 

magnetization transfer schemes permits the detection of highly rigid and dynamic regions 

of the assembly, respectively. For example, in a comparative study of nucleoporin 

phenylalanine-glycine repeat domains (FG NUPs), IDRs from the nuclear pore complex 

that form hydrogels with distinct molecular sieve-like properties, these techniques were 

applied to probe the molecular details of hydrogel assembly. Surprisingly, key differences 

could be observed between the S. cerevisiae Nsp1 FG hydrogel, which assembles through 
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β-sheet rich fibers 85, and the Xenopus Nup98 FG hydrogel, which assembled through 

structures with a reduced β-sheet propensity that could be modulated by glycosylation, thus 

explaining their relative differences in transport factor permeability. Further, Dannatt et. 

al. used high-resolution solid-state NMR (ssNMR) with magic-angle spinning (MAS) to 

study E. coli ssDNA-binding protein (SSB) in hydrogels and in hydrated solids produced 

from centrifugal sedimentation 87. Comparison of cross-polarization and scalar-coupling 

based heteronuclear correlation experiments (CP-HSQC and J-HSQC, respectively), 

collected on SSB in the hydrogelated state and as a hydrated solid in complex with ssDNA, 

enabled the assignment of the highly dynamic C-terminal IDR. And, through 15N R1ρ 

measurements the authors were able to probe transient interactions between an acidic 

protein interaction motif within the IDR and the DNA binding groove, thus confirming a 

long-standing model for SSB self-inhibition. 

Applications of NMR to aggregation-prone IDPs and their amyloid fibers 

The aberrant folding or aggregation of IDPs has been implicated in the progression 

of several neurodegenerative diseases including, dementia (tau protein), Alzheimer’s 

disease (Aβ), and Parkinson’s (α-synuclein). Correlated with the loss of neuronal function 

is the intracellular accumulation of protein deposits, either as large amorphous oligomeric 

species or as long and highly ordered fibrous assemblies known as amyloids. While the 

precise identity of the pathological species in these diseases are widely debated, the 

elucidation of the molecular mechanisms underlying disease progression has placed a 

strong imperative on studying the assembly of IDPs into insoluble forms. The role of NMR 
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in establishing the nature of the assembled states and the mechanisms of their formation 

has been the subject of several recent and extensive reviews 88-91. For completeness, we 

provide a brief overview of the application of NMR spectroscopy to aggregation prone 

IDPs here. 

Recent efforts have focused on connecting the kinetics of aggregation to molecular 

descriptions of aggregation prone IDPs in their monomeric states. The use of real-time 

NMR provides a complimentary technique to traditional Thioflavin T fluorescence assays 

29,92. In particular, the high sensitivity and reduced spectral complexity offered by direct 

detection of the 19F nucleus has enabled monitoring of conformational changes and 

fibrillation kinetics for several amyloid proteins 92,93.  

In addition, many of the solution state techniques discussed in earlier sections have 

been exploited to provide molecular descriptions of secondary structure 29, 33, 94, tertiary 

contacts 95 and intramolecular dynamics 92, 96. For example, Bai et al. characterized the 

initial ensemble structures of α-synuclein  in the presence or absence of 150 mM NaCl 

using an ensemble approach combining real-time 19F NMR, 19F & 15N nuclear spin 

relaxation, PRE and PFG measurements. This revealed the presence of two distinct 

conformations, with a more compact and rigid ensemble with faster fibrilization kinetics 

dominating in the absence of NaCl 92. 

In cell NMR of IDPs 

Toward the broad goal of understanding protein structure and function within the 

complex cellular environment, recent developments have enabled the high-resolution 
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NMR measurements of proteins in live cells 3, 97. It has been recognized that the cellular 

environment, which slows molecular tumbling and provides myriad non-specific 

interactions, can cause excessive line broadening for cooperatively folded proteins. By 

contrast, the dynamic properties of IDPs and IDRs provide enhanced spectral quality in 

cellular environments 3, 98. In-cell NMR, thus provides an exceptional opportunity to study 

the structural properties of IDPs under native conditions where the effects of molecular 

crowding and interactions with endogenous factors on structure and dynamics are not 

known a priori. 

Recently, several groups have investigated the effects of cellular environments of 

the structure and dynamics of α-Synuclein 69, 70, 99. By comparing the rates of amide proton 

exchange measured in buffer and in E. coli, Smith et al. showed that α-Synuclein retains a 

level of structural disorder comparable to unstructured peptides in the bacterial cytoplasm 

70. More recently, Theillet, et. al. used in-cell NMR and EPR techniques to characterize the 

structure and dynamics of α-Synuclein in multiple non-neuronal and neuronal cell lines. 

This revealed that α-Synuclein predominantly exists in a monomeric, disordered, and 

relatively compact conformation, which shields hydrophobic residues in the amyloidogenic 

NAC domain, suggesting that large conformational rearrangements may proceed 

oligomerization 69. 

One limitation of in-cell methods is the need for protein overexpression, which may 

saturate the pool of interaction partners effectively rendering the contributions from key 

cellular interactions a minor fraction of the total detectable signal. To address this issue, 

several groups have leveraged DNP MAS NMR 100-102, where microwave irradiation is 

used to transfer polarization of the large electron spin to relatively insensitive nuclei, thus 
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obtaining considerable signal enhancements. Although these experiments are performed in 

cellular lysates, the boost in sensitivity permits measurement of the target proteins at 

endogenous protein concentrations. In a recent study by Frederick, et al., this technique 

was used to interrogate the yeast prion Sup35, revealing that a region that is highly 

disordered in purified samples assumed β-sheet structure in lysates, presumably through 

interactions with chaperone proteins 101. This lead the authors to conclude that PPIs within 

cellular milieu are important for defining the native structure of the IDR. 

Conclusions and prospectus 

Twenty years ago, biologically appropriate protein function was almost exclusively 

thought to be associated with the achievement of a spatially and temporally stable tertiary 

structure by the polypeptide chain. Since then, a dramatically growing body of evidence 

has led to a re-formulation of the protein structure-function paradigm to assert that all 

polypeptide chains, under native conditions, demonstrate native functions that arise from 

their unique amino acid sequence and the structural ensemble it imparts. Owing to its 

unique ability to not only tolerate, but quantitatively monitor molecular conformational 

dynamics, NMR spectroscopy has played a leading role in developing our modern 

understanding of the physical-chemical properties of intrinsically disordered protein 

regions, and how these properties are uniquely leveraged for function in biology. Both low 

sequence complexity and abundant internal dynamics do tend to reduce the chemical shift 

dispersion of disordered protein samples, leading to challenges applying high-resolution 

NMR spectroscopy to their study. Fortunately, the growth of interest in protein disorder 
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among the biophysical community has corresponded in time with the development of 

enhanced hardware and data processing techniques that have made NMR spectroscopy of 

these exciting systems far more practical. As we have outlined in this review, the outcome 

of these improvements is that NMR is now poised to contribute fundamental mechanistic 

knowledge, particularly when paired with biochemical, cellular, and/or organism-level 

studies. For example, when studying post-translational modifications, the specificity of 

modifying enzymes in vitro is always a concern. A few groups have developed cell based 

strategies to recombinantly express isotopically enriched IDPs complete with site-specific 

PTMs 55. This area is fertile ground for future investigations into the structural and 

functional impact of PTMs in disordered regions. 

Equal to NMR’s role in generating insight into protein chemistry and biology is its 

potential to establish clear mechanistic understanding of the new regulatory and functional 

roles recently attributed to liquid-liquid phase separation and the formation of “membrane-

less” organelles in cells. As in dilute aqueous solution, the molecular motions accessed by 

IDRs in liquid droplet states are complex and may require the measurement and 

deconvolution of dynamics that span many timescales. Although the application of NMR 

dynamic measurement to IDPs that undergo LLPS is still in the early stages, the few 

examples in the literature demonstrate the feasibility of these techniques and highlight the 

need for careful experimental design and analysis. 
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Chapter 3  
 

A NMR and MS Based Approach to Phosphorylation Site Identification for 

the RNA Pol II CTD  

[MS/MS data presented in this chapter was collected by T. Laremore, Huck Institutes of 

the Life Sciences, The Pennsylvania State University, University Park, Pennsylvania. 

Expression and purification of DmP-TEFb was performed by B. Portz] 

 

Intrinsically disordered proteins (IDPs) have become a focus of recent biophysical 

studies due to their prominent roles in transcription and human disease. Many IDPs are 

regulated through multi-site phosphorylation. However, the accurate identification of IDP 

phosphorylation sites can be complicated by their inclusion in proline rich, low complexity 

amino acid sequences, which challenge conventional bioanalytical techniques. The 

carboxyl-terminal domain of the RNA polymerase II largest subunit (CTD) represents an 

extreme example of such a system; it is composed of tandem repeats of the consensus 

sequence (YSPTSPS), wherein multiple potential phosphorylation sites are flanked by 

proline. We identified phosphorylation sites in the Drosophila melanogaster CTD that are 

targeted by the Positive Transcription Elongation Factor b (DmP-TEFb) using mass 

spectrometry and NMR spectroscopy. We show that phosphorylation occurs primarily at 

Ser5 residues. The approach outlined here may provide a general workflow for the 

identification of phosphorylation sites within proline rich low complexity domains.  
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Introduction 

In eukaryotic cells, transcription of all protein coding genes is performed by RNA 

polymerase II. The carboxyl-terminal domain of Pol II’s largest subunit (CTD) is essential 

for the function of the polymerase in vivo 1. This intrinsically disordered domain (IDD), 

consisting of multiple tandem repeats of the consensus sequence (Y1S2P3T4S5P6S7), serves  

as a platform for the docking and assembly of mRNA processing factors. Tight control of 

factor association and removal is regulated by CTD specific kinases, phosphatases, and 

peptidyl-prolyl isomerases, which generate dynamic patterns of post-translational 

modifications (PTMs) collectively referred to as the “CTD code” 2, 3. A wealth of 

biochemical and genomic studies have highlighted the importance of specific CTD 

modifications for discrete steps of the transcription cycle, with pSer5 linked to promoter 

proximal pausing and mRNA capping, and pSer2 linked to elongation, co-transcriptional 

splicing, and 3ʹ processing 4.  

While an increasing number of studies support the CTD code hypothesis, a 

knowledge gap currently exists between the broader functional outcomes of CTD 

phosphorylation and the underlying molecular mechanisms of CTD regulation. Indeed, the 

CTD’s highly repetitive amino acid sequence makes disambiguation of individual repeats 

extremely difficult, complicating backbone resonance assignment by NMR 5, 6. And the 

identification of phosphorylation sites within yeast and mammalian CTDs by tandem mass 

spectrometry (MS2) required extensive mutagenesis 7, 8. Methodologies enabling the 

accurate assignment of CTD phosphorylation states, would therefore provide new 

opportunities to address structure function relationships for the CTD. Here we leveraged 
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novel 13C Direct-Detect NMR spectroscopy, in combination with mass spectrometry to 

establish a protocol for the accurate identification of phosphorylation sites within proline 

rich, low complexity IDPs. To illustrate the workflow, we mapped sites within the 

Drosophila melanogaster CTD that are targeted by DmP-TEFb in vitro. 

Results & Discussion 

Our model system for this study, referred to here as CTD2ʹ, spanned a large portion 

of the D. melanogaster CTD (Rpb1 residues 1657-1739). (Figure 3-1A) This construct was 

chosen for several reasons: CTD2ʹ has the highest sequence conservation among model 

eukaryotes (Chapter 5); the transcription termination factor Pcf11 was shown to 

preferentially associate within this region in vitro 9; and as shown in chapter 5, CTD2ʹ 

contains a region that is essential for the function of the polymerase in vivo. Based on the 

literature, CTD2ʹ contains 24 sites that can potentially be phosphorylated by transcriptional 

cyclin dependent kinases (CDKs), including serine residues located at the 2, 5 and 7 

positions of multiple repeats 2, 10-12. (Figure 3-1B) We, therefore wanted to determine which 

sites could be targeted in vitro by DmP-TEFb.  
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Figure 3-1. Phosphorylation site assignment of CTD2ʹ by LC-ESI-MS2 and NMR spectroscopy. 

(A) Schematic representation of the Drosophila melanogaster Rpb1 showing the location of 

CTD2ʹ. (B) The amino acid sequence of CTD2ʹ is shown, where the open markers represent 

putative phosphorylation sites based on the documented activities of transcriptional CDKs. 

Phosphorylation sites determined by the SEAQUEST (C), PhosphoRS (D), and AScore (E) 

algorithms are shown, where the blue markers represent SEAQUEST scores above 0.4, red markers 

represent sites mapped at the 99% confidence interval and the peptide coverage is denoted by the 

black bar. (F) Sites assigned unambiguously by NMR spectroscopy are denoted by the black 

markers.  
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Phosphorylation Site Identification of CTD2ʹ by LC-ESI-MS/MS 

Tandem mass spectrometry is one of the most widely used techniques for the 

identification of protein phosphorylation sites owing to its high sensitivity, straightforward 

approach, and potential for high-throughput analysis. The accurate localization of 

phosphorylation sites is contingent upon: (i) the generation of a sufficient number of unique 

peptides by proteolytic digest to map the polypeptide sequence, and (ii) the efficient 

ionization of the resulting fragments to produce “site-determining” ions, which display 

characteristic mass shifts for the addition of the phosphate group. Ionization can be 

accomplished by several methods 13, including collision induced dissociation (CID), where 

translational energy from peptide collisions in the gas phase induce fragmentation into b 

and y-type ions, and electron transfer dissociation (ETD), which utilizes hydrogen radicals 

to cleave the peptide backbone producing c and z-type ions. (Figure 3-2A). CID is a high 

energy fragmentation method that that efficiently cleaves the peptide backbone. However, 

for phosphoproteins, phosphate bond cleavage presents a competing pathway and neutral 

loss ions formed by the loss of H3PO4 may dominate, thus reducing the information content 

in the acquired spectra. (Figure 3-2B). In these cases, ETD may be advantageous as it often 

preserves the covalent linkages to phosphate groups. (Figure 3-2C). For phosphorylated 

CTD2ʹ, proteolysis was performed by chymotrypsin, which specifically cleaves c-terminal 

to Tyr residues, producing peptides that could be uniquely mapped to the amino acid 

sequence. And dual activation by CID and ETD provided overlapping sets of peptide 

spectra, thus maximizing the amount and type of ions available for phospho-site 

determination.  
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Figure 3-2. Localization of phosphorylation sites using MS2 peptide spectra. (A) Cleavage of the 

peptide backbone in the gas phase produces characteristic ion types, including b & y ions produced 

by CID and the c & z ions produced by ETD. (B) MS2 spectrum of a peptide from DmP-TEFb 

phosphorylated CTD2ʹ produced by CID. (C) MS2 spectrum of a peptide from DmP-TEFb 

phosphorylated CTD2ʹ produced by ETD. In both examples, pS1731 is localized by the presence 

of “site-determining” ions, which are highlighted in the diagrams above each spectrum.  
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Peptide Scoring Algorithms 

In a typical MS2 experiment, thousands of individual peptide fragment spectra can 

be collected. Therefore, analysis of MS2 data sets is generally performed with the aid of 

peptide identification algorithms. Processing of the unphosphorylated and DmP-TEFb 

phosphorylated CTD2ʹ MS2 data sets was performed using several algorithms, including 

the SEAQUEST 
14, PhosphoRS 15, and Ascore 16 algorithms. (Figure 3-1,C-E). An initial 

SEAQUEST peptide search was performed producing the pattern shown in Figure 3-1C. 

The SEAQUEST algorithm generates theoretical MS2 spectra using the single letter amino 

acid codes contained within protein sequence databases, e.g. NCBI. The experimental 

spectrum is then compared to theoretical spectra of the same precursor ion mass and scored 

based on a cross-correlation function. This SEQUEST score is calculated for all possible 

phosphorylation patterns within the a given peptide and the difference between the highest 

and second highest score (the delta correlation  or deltaCn) provides a measure of the 

ambiguity of the assignment, with deltaCn scores >0.1 considered “good hits”. Since the 

scores reflect the best match to theoretical spectra, they may not contain the site-

determining ions necessary for localization of the phosphorylated residues, but will 

nonetheless be reported. SEAQUEST can however, rapidly identify target peptide spectra 

in large data sets, and thus provides a good first step in the processing pipeline. 

Following the SEAQUEST search, two probability based algorithms were used 

independently, PhosphoRS and Ascore. (Figure 3-1D-E). The Ascore algorithm starts by 

dividing the mass range of an experimental spectrum is into windows of 100 m/z. For each 

window, the top n most intense peaks are compared to the theoretical site-determining b 
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and y-ions corresponding to each possible phospho-isoform. The analysis is repeated for 

n=1 to 10 ions per window and a peptide score is calculated based on a cumulative binomial 

probability, using the number of matches and the number of attempts. The ambiguity score, 

or Ascore, is the difference between the top two best possible solutions, where a score ≥19 

is analogous to a confidence interval of >99%. Thus, Ascore measures the likelihood that 

the difference in site-determining ions for two phospho-isoforms were matched by random 

chance. PhosphoRS uses a similar approach, with the exceptions that the optimal number 

of peaks in each 100 m/z window are determined independently for each window, and all 

ion types can be analyzed, e.g. CID and ETD. As these two algorithms only consider site-

determining ions, they provide a more accurate means to identify phosphorylation sites. 

For CTD2ʹ, this reduced the number of hits, resulting in the identification of predominantly 

serine phosphorylation, which was expected based on the documented specificity of P-

TEFb 10. 

These results demonstrate that LC-ESI-MS2 can be used to localize 

phosphorylation sites within a native CTD sequence provided enough variation is present 

to uniquely identify target peptides and enough site-determining ions are present to localize 

phosphorylated residues. However, the lack of hits for the internal heptads in the phospho-

site maps produced from the PhosphoRS and Ascore algorithms were of concern. And, the 

lack of apparent specificity in the resulting phosphorylation patterns was striking, 

particularly for the PhosphoRS map, which contained several sites with little similarity to 

known transcriptional CDK peptide recognition motifs, e.g., pTyr1. We therefore, sought 

orthogonal techniques to cross-validate or MS2 results. 
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Phosphorylation Site Identification of CTD2ʹ by NMR Spectroscopy  

NMR spectroscopy is arguably the most powerful technique for the characterization 

of IDPs as it provides near atomic resolution and is amenable to flexible systems 17,18. The 

interpretation of NMR spectra requires the unambiguous assignment of the observed 

resonances, a non-trivial task for IDPs like CTD2ʹ, which produce characteristically 

condensed spectra as a result of conformational heterogeneity and low sequence 

complexity. Therefore, our assignment strategy utilized 13C Direct-Detect NMR, which 

greatly improves resonance dispersion for IDPs and permits the detection of proline 

residues 17. The work-flow proceeded through assignment of the 13C,15N-CON. To obtain 

unambiguous starting points, 2D carbon-detected amino acid selective spectra (CAS) were 

collected, including the CAS-HACACON, which provides resonances for a specific amino 

acid type (residue i), and the CAS-HACANCO, which provides resonances for residue i 

and the following residue (i+1) 19. (Figure 3-3A). In Figure 3A, S1696 (asterisked) is easily 

identified using the pair of CAS-Ser spectra as it is located within a polyserine motif 

(YSPSS*PS). From these starting points, the 3D (HACA)N(CA)CON experiment was 

collected to obtain correlations from the 15NH chemical shift of each residue to the 15NH 

chemical shift of the preceding residue, generating the i to i - 1 connectives needed for the 

walk along the backbone type assignment 17. (Figure 3-3B,C). Corroboration of these 

assignments, was obtained using the 3D (HACA)N(CA)NCO spectrum, which provides 

correlations from the 15NH of residue i to those in residues i-1 and i+1. (Figure 3-3B,D) 

Assignments were then transferred onto the 1H,15N-HSQC via standard HNCO and 

HNCACO spectra to obtain the corresponding 1HN chemical shifts. 
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Figure 3-3. Backbone resonance assignment of CTD2ʹ by 13C Direct-Detect NMR. (A) Zoomed in 

region of 2D 13C,15N-CON (black) with overlaid HACACON_Ser (red), and HACANCO_Ser 

(blue). Peaks common to all three spectra correspond to residues that are located in polyserine 

stretches. (B) Schematic displaying resonances observed by the 3D (HACA)N(CA)CON (top) and 

3D (HACA)N(CA)NCO (bottom). Strips from the (C) 3D (HACA)N(CA)CON and (D) 3D 

(HACA)N(CA)NCO demonstrate the walk along the backbone assignment of unphosphorylated 

CTD2ʹ. 
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Due to its high sensitivity to changes in local chemical environments, NMR has 

emerged as one of the premier methods for identifying phosphorylation sites 20. Through 

isotopic enrichment, samples can be prepared such that they provide a variety of 

intramolecular probes for phosphorylation. (Figure 3-4A). The 31P nucleus is a sensitive 

probe owing to its spin ½, near 100% natural abundance and considerable gyromagnetic 

ratio. Thus, 31P NMR can provide a fast and straightforward means to detect protein-

incorporated phosphate groups, which resonate downfield in a 1D 31P spectrum. (Figure 3-

4B). However, the presence of multiply phosphorylated species and/or conformational 

exchange makes disambiguation of individual resonances difficult. By contrast, 2D 

heteronuclear correlation spectroscopy can more easily resolve resonances corresponding 

to phosphorylated residues. The covalent attachment of the phosphate group effects the 

local chemical environments of nearby spin systems inducing characteristic chemical shift 

perturbations (CSPs) 21. The presence of the highly charged phosphate group strongly 

effects the amide-proton resulting in downfield shifts in 1HN that can be observed in 1H,15N-

HSQC spectra 22,23. (Figure 3-4C). Similar perturbations can be observed in 13C,15N-CON 

spectra, although it should be noted that the directionality and amplitude of these shifts 

may vary as 13Cʹ resonances may be more sensitive to local reconfiguration of the protein 

backbone. (Figure 3-4D). Additionally, sidechain resonances, including the 13Cβ and 1Hβ 

chemical shifts can provide sensitive reporters of phosphorylation 23. (Figure 3-4E,F).  
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Figure 3-4. Detection and assignment of phosphorylated CTD2ʹ by NMR. (A) 1D 31P spectrum of 

phospho-CTD2ʹ shows characteristic phosphoprotein resonances located downfield of an internal 

phosphoric acid standard. (B) 2D 1H,15N-HSQC and (C) 13C,15N-CON spectra of unphosphorylated 

(black) and phosphorylated (red) CTD2ʹ demonstrates chemical shift perturbation of backbone 

amide and carbonyl resonances upon phosphorylation of S1703. (D) 3D HNCACB and (E) DIPSI-

HSQC spectra show phosphorylation induced chemical shift perturbation of side chain carbon and 

proton resonances, respectively.  
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 When quantified and plot as a function of residue number, CSP plots can aid in the 

visualization of phosphorylation sites. For CTD2ʹ, the greatest extent of CSP was observed 

for Ser/Thr residues located at the 5 position of the heptad repeats. (Figure 3-5A) In 

addition, several residues flanking these sites also experienced large CSPs (Figure 3-5B). 

However, these perturbations could be attributed to conformational changes rather than 

phosphorylation. The effects of phosphorylation on the structure of CTD2ʹ is discussed in 

greater detail in chapter 5. In total, 10 bona-fide DmP-TEFb phosphorylation sites were 

identified in CTD2ʹ, resulting the pattern shown in Figure 3-1F. These were distributed 

evenly throughout the polypeptide sequence and overwhelmingly corresponded to pSer5 

marks. 

Cross-Validation 

Comparison of the phosphorylation sites identified by MS2 and NMR demonstrated good 

agreement between the two methods for several sites within the DmP-TEFb 

phosphorylated CTD2ʹ. Further, NMR revealed five sites within the interior of the 

polypeptide sequence that were unable to be identified by MS2. By contrast, the least 

agreement was obtained for sites within the N-terminal portion, including pSer2 marks in 

the second and third repeats, (pS1666 and pS1672, respectively), and a pSer mark 

distributed within the polyserine motif of the YSPSSSN heptad (p1675 or pS1676). For the 

latter site, careful inspection of 1H-Detect NMR spectra permitted the resolution of pS1675, 

which displayed a characteristic downfield shift in the 13Cβ resonance as observed in the 

3D HNCACB spectrum. (Figure 3-6A). Corroboration of this assignment was obtained by 
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site-directed mutagenesis. (Figure 3-6,7). Upon phosphorylation, the S1676A mutant 

displayed downfield shifted resonances similar to that of the phosphorylated wild type 

CTD2ʹ (Figure 3-6B,C), while the S1675A mutant lacked these perturbed resonances. 

(Figure 3-6D).         

Figure 3-5. NMR chemical shift perturbations observed for CTD2ʹ following phosphorylation by 

DmP-TEFb. (A) Average changes to backbone chemical shifts are shown for the all trans-proline 

state of DmP-TEFb phosphorylated CTD2ʹ (top) with the change in 13Cα and 13Cβ chemical shifts 

shown below. (B) Phosphorylation of Ser5 induces isomerization of adjacent prolines in CTD2ʹ as 
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indicated by perturbation of backbone chemical shifts for residues in the 4 and 7 position of 

corresponding heptad repeats (blue bars) and the 13Cα and 13Cβ resonances of proline residues (black 

bars).     

 

Figure 3-6. Assignment of pS1675 by NMR spectroscopy and site-directed mutagenesis. (A) Strips 

from the 3D HNCACB spectrum displays a downfield shifted 13Cβ resonance for pS1675 and 

relatively unperturbed side chain resonances for adjacent serine residues. (B) Comparison of 

1H,15N-HSQC spectra for phosphorylated CTD2ʹ (black) and the S1676A mutant (blue) displays 

similar downfield shifted 1H resonances (C) In spectra of the phosphorylated wild type and S1676A 

mutant, similar patterns of chemical shift perturbations are observed throughout the polypeptide 

chain. (D) Assignment of pS1675 is confirmed by the loss of resonances in S1675A mutant spectra. 
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Figure 3-7. NMR assigned DmP-TEFb phosphorylation sites in CTD2ʹ verified by site-directed 

mutagenesis. The CSP patterns observed for the CTD2ʹ mutants following phosphorylation 

demonstrate the loss of specific perturbed resonances, consistent with the removal of the targeted 

phosphorylation sites. In each, the site of mutation is indicated by the red dot. (A) S1675A, (B) 

S1682A, (C) S1689A, (D) S1696A, (E) S1703A, (F) S1710A, (G) S1717A, (H) S1724, (I) S1731A 

 

 Cross-validation of the remaining phosphorylation sites assigned by NMR was 

obtained in similar fashion, resulting in the CSP plots shown in figure 3-7. In order to 

corroborate the MS2 assignment of pS1666 and pS1672, S1666A and S1672A point 

mutants were also tested, however, no change in the patterning of the resulting CSPs could 

be detected (data not shown), suggesting that pS1666 and pS1672 populate states below 

the limit of detection by 1H-detect NMR (<5%). Interestingly, these two sites are located 

in heptad repeats that lack Ser5s. Using matrix-assisted laser desorption ionization mass 

spectrometry (MALDI-TOF-MS), we were able to detect modest amounts of Ser2 
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phosphorylation (~20%) within the context of a synthetic consensus CTD peptide with the 

Ser5 mutated to Ala (SPSYSPTAPSYSPT). (Chapter 4). Therefore, to confirm the 

identification of pS1666 and pS1672, we subjected DmP-TEFb phosphorylated CTD2ʹ to 

top down sequencing by MALDI using in-source decay (MALDI-ISD). In analogy to ETD 

activation, ISD relies on hydrogen radicals to induce peptide fragmentation (c and y-type 

ions). This results in a peptide ladder of N and C-terminal fragments that can be mapped 

to the polypeptide sequence. (Figure 3-8A). Based on this mode of fragmentation, ISD 

preserves labile modifications like phosphoserine 24. And in analogy to MS2, phospho-site 

localization by MALDI-ISD relies on identification of “site-determining” ions. For DmP-

TEFb phosphorylated CTD2ʹ, top down sequencing by MALDI-ISD produced a c-ion 

series enabling the localization of pS1666 and pS1672, thus confirming their initial 

identification by LC-ESI-MS2. (Figure 3-8B). 
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Figure 3-8. Top-down sequencing of unphosphorylated and DmP-TEFb phosphorylated CTD2ʹ by 

MALDI-ISD. (A) ISD spectrum of the unphosphorylated CTD2ʹ demonstrates nearly complete 

coverage of the polypeptide sequence by N-terminal (c-ions) and C-terminal (y-ions) 

fragmentation. (B) ISD spectrum of DmP-TEFb phosphorylated CTD2ʹ displaying the localization 

of pS1666 and pS1672. 
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Conclusion 

The combined use of NMR and MS for the identification of phosphorylation sites 

has been well documented 25,26. As demonstrated here for the DmP-TEFb phosphorylated 

CTD2ʹ, the combination of 13C-Direct Detect NMR and LC-ESI-MS2 provides an 

attractive option for mapping phospho-sites in proline rich, low complexity and or repeat 

containing IDPs. In this case, initial MS2 screens identified several phosphorylation sites 

with a high degree of confidence, albeit with relatively less coverage within the interior 

repeats, presumably due to inefficiencies in proteolytic digest. Heteronuclear NMR 

spectroscopy, aided by direct detection of 13Cʹ nucleus enabled the backbone resonance 

assignment of CTD2ʹ, thus permitting the identification of an additional five DmP-TEFb 

phosphorylation sites. As we showed, backbone and sidechain chemical shifts provide 

sensitive probes for phosphorylation. However, as a note of caution, alterations in 

secondary structure as a result of phosphorylation were observed for CTD2ʹ. And similar 

effects have been observed for other IDPs 27. Therefore, cross-validation through the 

analysis of multiple distinct chemical shifts, or through implementation of orthogonal 

bioanalytical techniques, provides a route to phospho-site validation. As a final note, 

substoichiometric phosphorylation may pose significant challenges, particularly if the sub-

state populations are close to the limits of detection. MALDI-ISD therefore provides an 

expedient path to cross-validation. However, it should be noted that the increasing 

complexity of observed phospho-isoforms as well as the loss in efficiency of ISD above 

3.5 kDa places practical limitations on phosphorylation site identification for extensively 

modified proteins 28. 
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Materials & Methods 

Recombinant expression and purification of CTD2ʹ: 

 

A synthetic E. coli codon optimized plasmid for the Drosophila melanogaster 

Rpii215 gene (encoding amino acids 1503-1887) was purchased from GeneArt (Thermo 

Fisher Scientific). C-terminal domain residues (1657-1739) was subcloned by PCR 

amplification, digestion with XhoI (NEB) and XmaI (NEB), and subsequent ligation into 

the pET49b+ expression vector (Novagen) using T4 DNA ligase (NEB). The resulting 

construct contained N-terminal GST & polyhistidine tags. Alanine mutants were produced 

by site-directed mutagenesis using the QuickChange Lightning Site Directed Mutagenesis 

kit (Agilent). All primers were designed using the online Quickchange Primer Design tool.  

Protein overexpression was performed in 500 ml batch cultures of E. coli BL21 

DE3 cells grown to an optical density of 0.8 at 37 oC and induced using 0.5 mM IPTG.  

Expression proceeded for 3 hours at 37 oC. Cell lysis was performed by sonication on ice 

in lysis buffer (50 mM Tris/HCl pH 7.5, 500 mM NaCl, 20 mM Imidaozole, 2.5 mM β-

mercaptoethanol, 10X EDTA-free protease inhibitor cocktail (Calbiochem), and 10 units 

of RNAse free DNAse (NEB)). The crude lysate was then centrifuged at 4 oC for 40 

minutes at 11,500 x g. The cleared supernatant was passed over  HisPur Ni2+-NTA resin 

(Thermo Fisher Scientific), contaminants were removed by using 5 column volumes of 

wash buffer (50 mM Tris/HCl pH 7.5, 500 mM NaCl, 20 mM imidaozole, 0.1% Triton-

1000, 2.5 mM β-mercaptoethanol) and purified protein was eluted using elution buffer (50 

mM Tris/HCl pH 7.5, 500 mM NaCl, 200 mM imidaozole, 2.5 mM β-mercaptoethanol). 

Recombinant His-tagged HRV 3C protease was added to the elution and the mixture was 
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subjected to overnight dialysis against 50 mM Tris/HCl pH 7.5, 300 mM NaCl, 2.5 mM β-

mercaptoethanol at 4 oC in 1 kDa MWCO dialysis membranes (Spectrapor), thus 

proteolytically cleaving the  GST and 6XHis tags (resulting in an N-terminal non-native 

GPG) and diluting the concentration of Imidazole. The protein was passed over a Ni2+-

NTA column to remove the protease and non-specifically bound contaminants. And a final 

purification was performed by size exclusion chromatography (SEC) in 80 mM Imidazole 

pH 6.5, 50 mM KCl, 2.5 mM β-mercaptoethanol using P-10 resin (BioRad). 

 
Recombinant expression and purification of DmP-TEFb: 

 

Sf9 cells were grown in suspension at 27 oC to 1.5 million cells/ml and infected 

with 1/10 culture volume D. mel P-TEFb virus (generous gift from J.T. Lis). Infection was 

carried out at 27 oC at a shaker speed of 75 rpm for 72 hours. Following lysis in 50 mM 

HEPES pH 7.5, 500 mM NaCl, 10% glycerol, 1% Nonidet P-40, 2.5 mM imidizole and 

2.5mM β-mercaptoethanol and protease inhibitors, by dounce homogenization, lysates 

were ultra-centrifuged at 4°C for 30 minutes at 100,000 x g. Cleared supernatant was 

passed over TALON resin (Clontech) and bound protein was washed using 5 column 

volumes of 50 mM HEPES pH 7.5 500 mM NaCl 10% glycerol 1% Nonidet P-40 10 mM 

imidizole 2.5 mM β-mercaptoethanol. DmP-TEFb was eluted with 50 mM HEPES pH 7.5 

500 mM NaCl 10 % glycerol 1% Nonidet P-40, 200 mM imidazole, 2.5 mM β-

mercaptoethanol, and flash frozen.  
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In vitro kinase reactions:  

Kinase reactions were performed in 50 mM Tris/HCl pH 7.5, 50 mM NaCl, 12 mM 

MgCl2, 2 mM DTT, 12 mM ATP with 50-100 µg/ml DmP-TEFb and 100 µM CTD2ʹ. 

Reactions were carried out at 24oC and allowed to proceed to completion (~16 hours), after 

which 20 mM EDTA was added to ensure reaction termination. Following kinase 

treatment, an additional SEC purification with P-10 resin (BioRad) in 80 mM Imidazole 

pH 6.5, 50 mM KCl, 2.5 mM β-mercaptoethanol was performed.  

 
Chymotrypsin digest: 

 A chymotrypsin stock solution at 1 µg/µL was prepared with sequencing-grade 

chymotrypsin (Thermofisher) in 1 mM hydrochloric acid, diluted 50-fold with chilled 50 

mM aqueous solution of triethylammonium bicarbonate (TEAB), and added to the CTD 

solution in 1:1 vol:vol ratio. Proteolysis proceeded overnight at 37 oC. Samples were 

acidified with a 1% aqueous solution of formic acid (FA), speed-vacuumed to dryness, and 

re-dissolved in 15 µL of 4% acetonitrile (ACN) containing 0.1% FA for the nano-LC MS2 

analysis. 

 

Nano-LC MS2: 

3 µL of digested peptide solution was loaded onto an Acclaim PepMap100 trapping 

column (100 µm × 2 cm, C18, 5 µm, 100 Å, Thermo) at a flow rate of 20 µL/min using 

4% aqueous acetonitrile (ACN), 0.1% formic acid (FA) as a mobile phase. The peptides 

were separated on an Acclaim PepMap RSLC column (75 µm × 15 cm, C18, 2 µm, 100 Å, 

Thermo) with a 90-min 4% - 60% linear gradient of aqueous acetonitrile containing 0.1% 
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FA. The gradient was delivered by a Dionex Ultimate 3000 nano-LC system (Thermo) at 

300 nL/min.  

An LTQ Orbitrap Velos ETD mass spectrometer (Thermo) was set to acquire data 

using the following data-dependent parameters. A full FT MS scan at R 60,000 over 350 – 

2000 m/z range was followed by 5 FT MS2 scans with CID activation and 5 FT MS2 scans 

with ETD activation on most intense precursors at R 7,500. Only the precursors with charge 

states +2 and higher were selected for MS2 based on the FT master scan preview; the 

charge-state-dependent ETD time and monoisotopic precursor selection were enabled; the 

isolation window was 5 m/z, and the minimum precursor signal was set at 10000 counts 

for both CID and ETD. The ETD activation time was 100 ms. Polysiloxane ion, m/z 

445.12003 was used as a lock mass. 

 

Data analysis: 

Mass spectra were processed using Proteome Discoverer 1.3 (P.D. 1.3, Thermo). 

The expressed CTD2ʹ sequence was appended to a database containing 45443 sequences 

(Drosophila Melanogaster, Escherichia Coli, common contaminants). The workflow was 

split into pipelines for CID and for ETD; and the following search parameters were used 

for both pipelines: enzyme chymotrypsin with 3 missed cleavages, precursor mass 

tolerance 30 ppm, fragment mass tolerance 0.8 Da, Met oxidation and Ser, Thr, Tyr 

phosphorylation as dynamic modifications, Cys carbamidomethylation as static 

modification. The CID ion series weights for b and y were set to 1; and the ETD ion series 

weights were 1 for c and z ions and 0.25 for b and y ions. The ETD pipeline included a 

non-fragment filter node which was set to remove precursor peak, charge-reduced 
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precursor peaks, and peaks due to the neutral loss from charge-reduced precursors prior to 

the SEQUEST search. The PhosphoRS analysis was performed in Proteome discoverer 

using a peptide mass tolerance of 0.5 Da and a maximum peak depth of 8. The Ascore 

analysis was performed using the exported search files in Scaffold PTM (Proteome 

Software) using the default settings.  

 

MALDI-TOF-MS:  

MALDI TOF mass spectra were acquired on an Ultraflextreme instrument (Bruker, 

Billerica, MA). The instrument was calibrated using a protein mixture containing bovine 

insulin, MW 5733.5, bovine ubiquitin, MW 8564.8, bovine RNAse A, MW 13682.2, 

equine heart cytochrome C, MW 12359.9, and equine heart myoglobin, MW 16951.3 (all 

from Sigma); a 20 mg/mL solution of 2,5-Dihydroxybenzoic acid & 2-Hydroxy-5-

methoxybenzoic acid (Super-DHB, Sigma) in 50% aqueous acetonitrile containing 0.1% 

Phosphoric acid (Sigma) and 0.1% Trifluoroacetic acid (Thermofisher) was used as the 

matrix for both the calibrants and the CTD samples. All samples for the MALDI TOF MS 

were prepared by mixing 1 µL of 100 µM protein solution in 0.1% Formic acid and 1 µL 

of the matrix solution and applying 1 µL of this mixture to a polished stainless steel target. 

Top down sequencing of intact CTD2ʹ and phosphorylated CTD2ʹ by ISD was performed 

in LIFT mode using the factory-configured instrument parameters for the 800 -5,000 m/z 

range. 
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NMR Spectroscopy: 

CTD2ʹ samples were expressed as described in M9 minimal media enriched with 

15N-NH4Cl and/or 13C-D-Glucose (Cambridge Isotope Laboratories). Following 

purification, samples were buffer exchanged into 80 mM imidazole pH 6.5, 50 mM KCl, 

10% glycerol, 2 mM DTT and 10% D2O with Amicon Ultra-15 3,000 NMWL centrifugal 

filters (Merck Millipore Ltd.). NMR Spectra were collected at the Lloyd Jackman NMR 

facility at the Pennsylvania State University on Bruker Avance-III spectrometers operating 

at proton frequencies of 500, 600 or 850 MHz equipped with TCI single axis gradient 

cryoprobes (1H/13C/15N/2H) with enhanced sensitivity for 1H and 13C. Phosphorous 

experiments were collected on a Bruker Ascend spectrometer operating at a proton 

frequency of 500 MHz an equipped with a nitrogen cooled broadband (BBO) probe. 

Specific acquisition parameters are as follows: 

 

2D 13C-Detect spectra: 

 For routine HACACON spectra, 16 transients were collected with 

1024(C)x256(N) points, sweep widths of 12x34 and a recycle delay of 1.3s. For high 

resolution C_CON spectra, 32 scans were collected with 1024(C)x512(N) points and 

sweep widths of 10x22 ppm, and 1.3s recycle delays. CAS-HACACON spectra were 

acquired by collecting 32 scans with 1024(C)x256(N) points at sweep widths of 20x40 

ppm and 1.3s recycle delays. And CAS-HACANCO spectra were acquired by collecting 

64 scans with 1024(C)x256(N) points at sweep widths of 20x40 ppm and 1.3s recycle 

delays.    
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3D 13C-Detect spectra: 

For the 3D (HACA)N(CA)CON spectrum, 16 transients were acquired with 

1024(C)x64(N)x128(N) complex points, sweep widths of 12x34x34 ppm, and a recycle 

delay of 1s. For the 3D (HACA)N(CA)NCO spectrum, 32 transients were acquired using 

30% non-uniform sampling, with 1024(C)x64(N)x128(N) complex points, sweep widths 

of 12x34x34 ppm, and a recycle delay of 1s.  

 

1H-Detect spectra: 

Routine HSQC spectra were collected with 4-16 scans, 2048(H)x256(N) complex 

points, sweep widths of 12x22 ppm, and recycle delays of 1-1.3s. For the HNCO spectrum, 

8 transients were acquired using 40% non-uniform sampling, with 2048(H)x64(N)x256(C) 

complex points, sweep widths of 12x32x22 ppm, and a recycle delay of 1.3s. For the 

HNCACO spectrum, 32 transients were acquired using 30% non-uniform sampling, with 

2048(H)x64(N)x256(C) complex points, sweep widths of 12x32x22 ppm, and a recycle 

delay of 1.3s. HNCACB spectra, were acquired with 32 scans with 2048(H)x64(N)x180(C) 

complex points, sweep widths of 12x32x75 ppm, and a recycle delay of 1.3s using 40% 

non-uniform sampling. For CBCACONH spectra, 16 scans with 2048(H)x64(N)x152(C) 

complex points were acquired, at sweep widths of 12x32x75 ppm, and a recycle delay of 

1.3 s using 40% non-uniform sampling. DIPSI-HSQC spectra were collected with 8 scans, 

2048(H)x64(N)x256(H) complex points, sweep widths of 12x32x12 ppm, and a recycle 

delay of 1.3 s using 40% non-uniform sampling.  
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31P-Detect spectra: 

For 31P spectra, a 1D sequence with power gated decoupling (WALTZ-16) using a 30o flip 

angle was used. Spectra were collected using 2046 scans, sweep widths of 50 ppm and 

recycle delays of 2s. 

 

Data processing and analysis: 

13C chemical shifts were referenced to a DSS standard and 31Pchemical shifts were 

referenced to a coaxial phosphoric acid standard. Spectra were processed in Topspin 3.2 

(Bruker) and analyzed in Sparky or Mnova (Mestrelab research). NUS spectra were 

processed using the MDD algorithm. Average chemical shift perturbations for ΔCTD2ʹ 

upon phosphorylation were calculated using: 

  ΔδAV  = [ 
1

𝑛
{∑(α Δδ)2

𝑛

1

} ]1/2   

Where n is the number of chemical shifts, Δδ is the difference in chemical shift 

between the unphosphorylated and phosphorylated species, and α is the scaling parameter 

(0.102 for 15N & 0.251 for 13C). 
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Chapter 4  
 

DmP-TEFb Specificity by Probed by MALDI MS 

[MS/MS data presented in this chapter was collected by E. Gibbs & T. Laremore, at the 

Huck Institutes of the Life Sciences, The Pennsylvania State University, University Park, 

Pennsylvania. Expression and purification of DmP-TEFb was performed by B. Portz] 
 

The positive transcription elongation factor b (P-TEFb) promotes transcription 

elongation through phosphorylation of the C-terminal domain of the RNA Polymerase II 

large subunit (CTD). This process is not well understood, partly due to difficulties in 

determining P-TEFb specificity toward the CTD. A simple assay was developed to identify 

the substrate specificity of DmP-TEFb in vitro. This demonstrated that DmP-TEfb 

preferentially phosphorylates Ser5 within the CTD heptad, and surprisingly, revealed that 

Tyr1 is required for this specificity.   

Introduction 

The positive transcription elongation factor b (P-TEFb) promotes transcription 

elongation through phosphorylation of the C-terminal domain of the RNA Polymerase II 

large subunit (CTD)., which is composed of tandem heptad repeats of the consensus 

sequence (Y1S2P3T4S5P6S7). This process is not well understood, partly due to difficulties 

in determining P-TEFb specificity toward the CTD. Studies of CDK2-cyclinA established 

the canonical substrate recognition motif for CDKs as S/TPXK/R, where X is any amino 

acid 1.However, the substrate preferences of the transcriptional CDKs are less clear. Since 
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the initial discovery of P-TEFb, many conflicting reports have been published regarding 

its specificity, where Ser2, Ser5, and Ser7 activity have all been observed 2. Recently, a 

chemical genetic screen identified over one hundred putative targets of human P-TEFb in 

vivo, revealing a variety of substrate peptide motifs, many bearing little similarity to the 

CTD heptad 3. Thus, the in vivo specificity of P-TEFb toward the CTD remains a hotly 

contested issue. To understand the specificity of DmP-TEFb (CDK9-cyclinT1) under our 

in vitro conditions, we designed a small peptide library modeled around the consensus 

heptad sequence. (Table 4-1). Each peptide consisted of two repeats, arranged to provide 

nominally one phospho-site per peptide. Peptides were kinase treated in vitro and the 

reaction products were analyzed by MALDI mass spectrometry.  

Results & Discussion 

 Analysis of the WT peptide by MALDI-TOF-MS demonstrated complete 

phosphorylation of the substrate by DmP-TEFb, resulting in a primarily mono-

phosphorylated product. (Figure 4-2A) MALDI tandem MS spectra (MS2) acquired for the 

mono-phosphorylated precursor ion at 1537 m/z revealed fragment ions consistent with a 

pSer5 state and a pSer2 state. (Figure 4-3A) Using the peak intensities of the various b and 

y-ions the populations of these two species could be quantified, revealing 83% pSer5 and 

17% pSer2. (Figure 4-1A) A di-phosphorylated product at 1617 m/z, corresponding to a 

pSer2/pSer5 species was also observed, however, this species was only present to ~1% of 

the total population. (Figure 4-2A,3B)  Similarly, a doubly phosphorylated species could 

not be generated using a peptide pre-phosphorylated at Ser5. (Figure 4-1B)  Thus, DmP-
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TEFb can place one phosphorylation mark per heptad and primarily targets the Serine 5 

residue.  

Table 4-1. Model CTD peptides for analysis by MALDI-MS. 

Peptide AA Sequence Molecular Mass (Da) 

WT SPSYSPTSPSYSPT 1457.51  

CTDS2A SPSYAPTSPSYSPT 1441.51 

CTDS5A SPSYSPTAPSYSPT 1441.51 

CTDS5P SPSYSPTSPpSYSPT 1537.60 

CTDY1A SPSASPTSPSYSPT 1365.42 

CTDY2A SPSYSPTSPSASPT 1365.42 

CTDY12A SPSASPTSPSASPT 1273.32 

 

 
 

Figure 4-1. DmP-TEFb activity and specificity probed by MALDI-MS2. DmP-TEFb produced 

mixtures of mono-phosphorylated species in vitro. Using MS2, individual phosphoisoforms were 

identified and quantified. Shown here are the percentages of each phosphorylated residue; where 

the error bars represent the S.E.M (A) DmP-TEFb preferentially targets the Ser5 residue. (B) 

Mutation of Ser2 results in an exclusively pSer5 state. (C) By contrast, mutation Ser5 of disrupts 

DmP-TEFb specificity resulting in a mixture of pSer2 species. (D) Mutation of Tyr in the following 
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repeat does not significantly alter DmP-TEFb activity or specificity. (E) However, mutation of the 

internal Tyr1 results in a substantial loss of specificity. (F) And mutation of both Tyr residues 

results in a loss of activity and specificity.    

 

Figure 4-2. MALDI-TOF-MS spectra of DmP-TEFb treated CTD peptides. (A) The WT peptide 

in its unphosphorylated (top) and kinase treated states (bottom) demonstrates that DmP-TEFb 

generates a primarily mono-phosphorylated product. (B) The pre-phosphorylated S5P peptide in 

its unphosphorylated (top) and kinase treated states (bottom) shows that DmP-TEFb cannot 

efficiently generate a doubly phosphorylated species.  
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Figure 4-3. MALDI-MS2 spectra of DmP-TEFb treated CTD peptides. (A) Peptide fragment 

spectra of the kinase treated WT peptide (precursor @ 1537 m/z) reveals a mixture of mono-

phosphorylated pSer2 and pSer5 species following phosphorylation by DmP-TEFb. (B) The kinase 

treated WT peptide (precursor @ 1617 m/z) shows a minor pSer2/pSer5 di-phosphorylated species. 

Red and blue labeled peaks are consistent with the dominant and minor species, respectively. Grey 

labeled peaks are consistent with all states. 
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As a cross check, alanine mutant peptides were also tested. As expected, mutation 

of Ser2 to alanine had no impacts on the reaction efficiency. (Figure 4-4A) And analysis 

by MS2 showed that an exclusively pSer5 species was generated. (Figure 4-1B,5A) 

Interestingly, the Ser5 to Ala mutant generated a mixture of pSer2 species, albeit with less 

efficiency (~ 30%). (Figure 4-1C,4B,5B)  Thus, in the absence of the preferred target, 

DmP-TEFb can phosphorylate Ser2 above basal levels. However, this is accompanied by 

a loss in both activity and specificity.  

 

Figure 4-4. MALDI-TOF-MS spectra of DmP-TEFb treated mutant CTD peptides. (A) The S2A  

peptide in the unphosphorylated (top) and kinase treated states (bottom) demonstrates that DmP-

TEFb generates a primarily mono-phosphorylated product with WT efficiency. (B) The S5A 

peptide in its unphosphorylated (top) and kinase treated states (bottom) shows that DmP-TEFb 

generates a primarily mono-phosphorylated product with reduced efficiency. 
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Figure 4-5. MALDI-MS2 spectra of DmP-TEFb treated mutant CTD peptides. (A) Peptide 

fragment spectra of the kinase treated S2A peptide (precursor @ 1521 m/z) shows an exclusively 

pSer5 state. (B) By contrast the kinase treated S5A peptide (precursor @ 1521 m/z) contains a 

mixture of pSer2 species. Red and blue labeled peaks are consistent with the dominant and minor 

species, respectively. Grey labeled peaks are consistent with all states. 
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This simple assay demonstrates that under our in vitro conditions DmP-TEFb 

preferentially targets the Ser5 position of the CTD heptad repeat. We wondered if it could 

also provide any insight into to the preferred orientation of the CTD heptad within the 

active site of DmP-TEFb. One long standing difficulty in broadly understanding the 

structural basis for CTD kinase specificity has been the lack of crystallographic 

information on the bound conformations of CTD substrate peptides. However, many have 

drawn inference from the structure of CDK2-CyclinA bound to the optimal substrate 

peptide (HHASPRK). (Figure 4-6) This structure reveals the importance of the proline 

residue +1 to the target serine and the lysine residue in the +3 position. Any residue besides 

Pro at the +1 position would be energetically unfavorable due to an unsatisfied backbone 

amide hydrogen bond. Further, the trans-conformation of the proline directs the +3 lysine 

side chain toward the pThr moiety within the activation T-loop 4. This observation led 

Czudnochowski et al. to hypothesize that since a tyrosine residue occupies this position in 

the CTD heptad (S5PSY1 in this context), it would play an important role in defining the 

specificity of CDK9-CyclinT, toward the CTD 5.  
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Figure 4-6. Active sites of various CDKs. The active sites of CDK2-CyclinA (PDB: 1QMZ) with 

the bound optimal peptide substrate (HHASPRK) (A), CDK9-CyclinT (PDB: 3BLQ) (B), CDK12-

CyclinK (PDB: 4NST) (C), and CDK13-CyclinK (PDB: 5EFQ) (D) are shown in surface 

representation. Colors indicate the surface charge calculated using a Coulombic potential in 

Chimera, where the most intense red and blue areas correspond to -7 and +7 kcal/mol*e, 

respectively. In each panel, the activating pThr residue and several conserved active site residues 

are labeled.   
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 To test this possibility, we assayed the ability of DmP-TEFb to phosphorylate CTD 

peptides containing various Tyr to Ala mutations. Surprisingly, mutation of the Tyr1 

residue in the +1 heptad had only minimal effects on the reaction efficiency (~85 % 

completion). (Figure 4-7A).  And essentially the same products were generated as with the 

wild-type peptide. (Figure 4-1D,8A) By contrast, mutation of the Tyr1 residue within the 

internal repeat severely disrupted DmP-TEFb specificity, resulting in almost equal 

amounts of pSer2 and pSer5 species (~40 % pSer2, 60% pSer5). (Figure 4-1E,7B,8B) And, 

mutation of both Tyr residues to Ala, dramatically reduced the reaction efficiency (~47%) 

and produced an equal mixture of pSer2 and pSer5 (46% pSer2, 54% pSer5). (Figure 4-

1F,7C, 9) Thus, DmP-TEFb specificity toward the CTD is enforced by the Tyr1 residue of 

the heptad repeat. This suggests that Tyr1 effectively sets the register of the CTD within 

the active site of P-TEFb. 
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Figure 4-7. MALDI-TOF-MS spectra of DmP-TEFb treated Tyr mutant CTD peptides. (A) The 

Y2A  peptide and (B) Y1A peptide in unphosphorylated (top) and kinase treated states (bottom) 

demonstrate that DmP-TEFb generates primarily mono-phosphorylated products with slightly less 

efficiency upon single Y-to-A substitutions. (C) The Y12A  peptide in its unphosphorylated (top) 

and kinase treated states (bottom) demonstrates that DmP-TEFb generates a mono-phosphorylated 

product with severely reduced efficiency when both Tyr residues are mutated to Ala.  
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Figure 4-8. MALDI-MS2 spectra of DmP-TEFb treated Tyr mutant CTD peptides. Peptide 

fragment spectra of the kinase treated Y2A (precursor @ 1445 m/z) (A) and Y1A peptide (precursor 

@ 1445 m/z) (B) show the loss of DmP-TEFb specificity upon Tyr mutation. In both cases, 

mixtures of pSer2 and pSer5 phosphoisoforms were observed. However, mutation of Tyr1 within 

the internal heptad motif has a more deleterious effect. Grey labeled peaks are consistent with all 

states. Red and blue labeled peaks are consistent with the dominant and minor species, respectively.   
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Figure 4-9. MALDI-MS2 spectra of a DmP-TEFb treated CTD peptide lacking Tyr1. Peptide 

fragment spectra of the kinase treated Y12A peptide (precursor @ 1353 m/z) shows that the 

mutation of both Tyr residues causes a severe loss in substrate specificity. Grey labeled peaks are 

consistent with all states. Red and blue labeled peaks are consistent with the dominant and minor 

species, respectively.   

 

 

In order to understand how the CTD could be accommodated in the active site of 

P-TEFb, one can consider the published crystal structures of various CDKs. Comparing 

the structures of CDK2-CyclinA to CDK9-CyclinT, CDK12-CyclinK and CDK13-

CyclinK, three CDKs known to have Ser5 activity, it is apparent that the surface around 

the pThr residue in the T-Loop has the opposite charge. (Figure 4-6) Indeed, these positive 

patches were hypothesized to account for the enhancement in Ser5 activity observed for 

CTD substrates containing pSer7. However, beyond the potential for favorable electrostatic 

interactions, it is not clear what advantage the Tyr1 residue could provide in this region. 

By contrast, a highly conserved feature of the activation segment is a LWY motif (Figure 

4-10), which creates a hydrophobic groove in the active site. In CDK2-CyclinA, the -2 His 
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residue of the substrate sits in this groove, while the -3 His forms contacts with W167. If 

the CTD heptad were to assume a similar register in the active site of CDK9, with Ser5 as 

the target residue, Pro3 could be accommodated in this groove and Tyr1 would be in close 

proximity to W193. Indeed Tyr/Trp interactions have been shown to provide significant 

stabilization 6. And in this context favorable interactions, e.g. π-π stacking, between Tyr1 

and W199 in Drosophila melanogaster CDK9, may thus account for proper alignment of 

the substrate within the active site.  
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Figure 4-10. Multi sequence alignment of various CDKs. Regions of high conservation (identical) 

and moderate conservation are denoted by cyan bars and black boxes, respectively. Conserved 

active site residues in close proximity to the bound substrate in the CDK2-CyclinA structure are 

highlighted by the red box. Structural multi sequence alignment was generated using 

PROMALS3D webserver using the amino acid sequences and the structures shown in Figure 4-6 

as input. Secondary structure is shown for human CDK9 (PDB: 3BLQ) 
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Conclusion 

In addition to the features within the active sites, interactions between the kinase 

domains and the cyclins are crucial for the activity and specificity of CDKs. This has been 

shown extensively for the cell cycle CDKs. For example, in complex with cyclinA, CDK2 

has a wide range of substrates, including those involved in S phase DNA replication, while 

the CDK2-cyclinE complex targets a subset of these factors, including p27KIP1 4,7. Beyond 

kinase activation, cyclins contain docking domains that aid in substrate recruitment. In cell 

cycle CDKs, these small hydrophobic patches are ~40 Å from the active site, and interact 

specifically with substrates containing RXL motifs 1. Hence, substrates may interact 

exclusively with the active site or in bi-dentate fashion as shown for CDK2-cyclinA-CDC6. 

(Figure 4-11A) In this way, enhanced catalytic efficiency can be achieved by increasing 

the local substrate concentration 8 or by properly orientating the substrate in the kinase 

active site 9. CDK9 interacts with several T-type cyclins including T1, T2a and T2b as well 

as cyclin K (Figure 4-11B). It is enticing to speculate that CDK9 substrate recognition may 

be regulated in a similar manner. 

In addition to interactions with distal binding sites, it is also likely that P-TEFb 

specificity can be modulated through the association of regulatory factors. Binding of HIV 

Tat protein to P-TEFb has been shown to induce conformational changes to the substrate 

binding surface of CDK9 10, which could in principle alter the substrate specificity. (Figure 

4-11C). Furthermore, in the context of healthy cells, P-TEFb is found in a variety of active 

assembly states, including in complex with the bromodomain-containing protein 4 (BRD4) 

and as member of a family of elongation complexes 11. These include the little elongation 
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complexes, identified in Drosophila melanogaster, and the super elongation complexes 

(SECs), composed of members of the eleven-nineteen Lys-rich Leukemia (ELL) and 

AF4/FMR2 (AFF) protein families. The AFF proteins are intrinsically disordered, and act 

as scaffolds for SEC assembly through folding upon binding mechanisms. And, while the 

association of AFF4 with CDK9-cyclinT does not significantly alter the conformation of 

CDK9 (Figure 4-11D), HIV-1 Tat was shown to bind the P-TEFb:AFF4 complex with ~10-

fold higher affinity than P-TEFb alone, and in a partially overlapping binding site 12. This 

suggests that Tat binds in a distinct conformation within viral SECs, and may also hint at 

a general mechanism by which regulatory factors may modulate the specificity of P-TEFb 

through interactions with the regulatory cyclin.  

The study presented here comes amidst several recent reports demonstrating the 

preferential specificity of P-TEFb toward the CTD Serine 5, in vitro. However, it is 

becoming increasingly clear that in vivo, P-TEFb specificity may be determined largely by 

its constituents and co-factors. Elucidating the in vivo specificity of P-TEFb will thus 

require the identification and characterization of its various regulatory complexes. And in 

all likelihood, P-TEFb specificity, like many other components of the Pol II regulatory 

machinery, is varied systematically in order to regulate cellular, developmental, and/or 

gene specific transcriptional processes.   
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Figure 4-11. Alternative binding modes and assembly states in CDK-cyclin complexes. (A) CDK2  

(white) is shown in complex with cyclinA (blue); The CDC6 peptide (black) binds the active site 

and distal docking domain in a bi-dentate manner. (PDB: 2CCI), (B) CDK9 (grey) is shown in 

complex with cyclinT1 (turquoise) (PDB: 3BLQ), where it assumes a characteristic open 

conformation. (C) However, binding of HIV-1 Tat (magenta) disrupts the active site conformation 

of CDK9 (PDB: 3MIA). (D) By contrast, AFF4 (green) binding induces little change to the 

conformation of CDK9 (PDB: 4IMY).  
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Materials & Methods: 

CTD peptides were synthesized at the Tufts University Core Facility by FastMoc 

chemistry on an ABI 431 Peptide Synthesizer. Subsequent purification was performed by 

reversed phase HPLC. Purity was determined by Mass Spectrometry (>90%). Kinase 

reactions were performed in 50 mM Tris/HCl pH 7.5, 50 mM NaCl, 12 mM MgCl2, 2 mM 

DTT, 12 mM ATP with 80 µg/ml DmP-TEFb and 500 µM peptide. Reactions were carried 

out at 24oC and allowed to proceed to completion (~16 hours), after which 20 mM EDTA 

was added to ensure reaction termination. All samples were purified by Pierce C18 spin 

columns (Thermo Scientific), eluted into MS grade 70% acetonitrile (ACN), 0.1% formic 

acid (FA) in water and speed vacuumed to dryness. Samples were resuspended in 0.1% FA 

and mixed 1:1 with a 10 mg/mL solution of 4-chloro-α-cyanocinnamic acid (ClCCA, 

Sigma) in 50% aqueous acetonitrile containing 2.5% trifluoroacetic acid (Thermofisher). 

All samples were spotted on a polished stainless steel plate.  

MALDI TOF MS and MS2 mass spectra were acquired on an Ultraflextreme 

instrument (Bruker, Billerica, MA). MS spectra were acquired in reflector positive 

detection mode (500-5000 m/z range). MS2 spectra were acquired in LIFT mode targeted 

for the masses of mono- and di-phosphorylated precursor ions. The instrument was 

calibrated using peptides from trypsin digested Bovine Serum Albumin (Sigma). MS2 

spectra were assigned using Bruker BioTools peptide/protein analysis software, using the 

known sequence and S/T phosphorylation as a variable modification. Theoretical peptide 

ions were determined using the MS-product module in Protein Prospector.   
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Chapter 5  
 

Phosphorylation Induces Sequence-Specific Conformational Switches in the 

RNA Polymerase II C-Terminal Domain 

[This chapter is modified from a manuscript entitled “Phosphorylation Induces Sequence-

Specific Conformational Switches in the RNA Polymerase II C-Terminal Domain” that 

was under revision at the time this dissertation was written. Authors include:  E. B. Gibbs, 

F. Lu, B. Portz, M. J. Fisher, B. P. Medellin, T. N. Laremore, Y. J. Zhang, D. S. Gilmour, 

and S. A. Showalter. Data presented in Figure 5-1 & S1 was collected and analyzed by F. 

Lu & D. S. Gilmour. MS data presented in Figure 5-2 was collected by T. Laremore. DmP-

TEFb was provided by B. Portz and M. J. Fisher, Ssu72 was provided by B. P. Medellin 

and Y. J. Zhang.] 

 

The Carboxyl-Terminal Domain (CTD) of the RNA polymerase II (Pol II) large 

subunit cycles through multiple phosphorylation states that correlate with progression 

through the transcription cycle and regulate nascent mRNA processing. Structural analyses 

of yeast and mammalian CTD have been hampered by their repetitive sequences. Here we 

identify a region of the Drosophila melanogaster CTD that is essential for Pol II function 

in vivo and capitalize on natural sequence variations within it to facilitate structural 

analysis. Mass spectrometry and NMR spectroscopy reveal that hyper-Ser5 

phosphorylation transforms the local structure of this essential region via proline 

isomerization. The sequence context of this switch tunes the apparent activity of the CTD 

phosphatase Ssu72, suggesting a mechanism for the selective recruitment of cis-proline 

specific regulatory factors that may synergize with CTD phosphorylation to augment gene 

regulation in developmentally complex organisms. 
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Introduction 

 The carboxyl-terminal domain (CTD) of Rpb1, the largest subunit in RNA 

polymerase II, is an essential regulator of eukaryotic gene expression. This intrinsically 

disordered region (IDR), consisting of multiple tandem repeats of the consensus sequence 

(Y1S2P3T4S5P6S7), acts as a scaffold for the recruitment of factors required for 

transcription, mRNA biogenesis, and modification of the chromatin structure 1. Tight 

control over the spatial and temporal recruitment of CTD-associated factors is regulated at 

the molecular level in part by CTD specific kinases and phosphatases, which generate 

dynamic patterns of post-translational modifications (PTMs) collectively referred to as the 

“CTD code” 2. While much is known about how heptads matching the consensus sequence 

contribute to gene expression 1, heptads that deviate from the consensus are found in all 

eukaryotes whose sequences are known. The number and complexity of these non-

consensus heptads roughly correlate with developmental complexity 3. Expression of genes 

involved in multicellularity were affected by mutating non-consensus heptads of mouse 

cells in culture 4, despite data indicating that the non-consensus heptads are not essential 

for the viability of individual cells 5.  Likewise, deletion of a small region encompassing 

several non-consensus heptads caused severe developmental defects and growth 

retardation in mice 6, demonstrating that non-consensus heptads may contribute to 

development and cellular differentiation. 

 Despite the wealth of information detailing CTD function, little is known about the 

molecular basis of the CTD code. The established view is that the intrinsically disordered 

nature of the CTD renders its structure and interactions non-specific, to be dictated 
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predominantly by its post-translational modification status 7. Prior structural studies, 

focusing on short CTD peptides composed entirely of consensus heptad repeats, revealed 

turn and coil structures that have been extrapolated to represent the entirety of the CTD 7,8. 

The repetitive amino acid sequence comprising the CTD has been a major obstacle in 

studying its structure because it prevents heptad-specific interpretation of both mass spectra 

and NMR spectra. Therefore, recent mass spectrometry-based investigations have resorted 

to introducing mutations that facilitate analysis of specific regions of the CTD 9,10. 

However, it is unclear how best to interpret these results molecularly because the impacts 

of mutations on IDP structure are often difficult to predict. Here, we turn to Drosophila, 

which is unique among commonly used model organisms in that only 2 of its 42 heptads 

precisely match the consensus sequence. This feature has allowed us to use NMR and mass 

spectrometry to precisely monitor PTM patterns and local structural features in the context 

of a natural CTD sequence. 
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Results & Discussion 

Transgenic Drosophila Reveal a Developmentally Necessary CTD Region 

 

 To identify a functionally significant region of the CTD for our structural analysis, 

we tested the ability of ectopically expressed derivatives of Rpb1 to rescue the lethality 

caused by inhibiting expression of endogenous Rpb1. When a transgenic fly line expressing 

RNAi against endogenous Rpb1 in response to the GAL4 activator is mated to a fly line 

that ubiquitously expresses GAL4, no adult progeny are produced. This lethality is 

overcome by co-expressing a wild-type version of Rpb1 that has been rendered resistant to 

the RNAi through synonymous substitutions in the Rpb1 coding sequence (Fig. 5-1A). To 

identify regions of the CTD essential for development of an adult fly, several deletions 

were made in the CTD of the RNAi-resistant form of Rpb1 and tested for their ability to 

rescue the lethality associated with depleting the endogenous Rpb1 (Fig. 5-1B, Fig. 5-

S1A,B). Western blot analysis with antibody against the ectopically expressed Rpb1 

indicated that each derivative was expressed at comparable levels in tissues derived from 

pupae, indicating that each Rpb1 variant was equally stable (Fig. 5-1C, 5-S1C). The 

CTDΔ2 mutant was the only one that failed to produce adult flies (Fig. 5-1D, Fig. Table 5-

S1). Strikingly, this region of the Drosophila CTD is the most highly conserved among 

higher eukaryotes (Fig. 5-1E, Fig. 5-S1A), suggesting functional necessity. 
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Figure 5-1. A highly conserved region in the Drosophila CTD is essential for viability and is 

targeted for Ser5 phosphorylation by DmP-TEFb  in vitro. (A) Schematic of the rescue assay: 

Ubiquitous expression of shRNA targeting Rpb1 (UAS-Rpb1i) by the Actin-GAL4 transgene is 

lethal and results in no straight-winged progeny. Rescue as a result of co-expression of an Rpb1 

derivative (UAS-Rpb1WT/mut) is indicated by the presence of straight-winged adults among the 

progeny. (B) Four internal deletion mutants of Rpb1 were expressed under Actin-GAL4 control to 

test for rescue of lethality caused by ubiquitous depletion of endogenous Rpb1 (Actin-GAL4/+; 

UAS-Rpb1i/+). Only CTDΔ2 failed to rescue. (D) Western blot analysis of the expression of Rpb1 
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derivatives: Tissues were collected from late pupae derived from the same genetic cross as 

described in (A). Late pupae were analyzed because these were produced by each of the matings, 

including the one with CTD∆2. Ectopic Rpb1 expression was detected with FLAG antibody. 

Detection of Spt5 served as a loading control. (E) Evolutionary conservation of the CTD across 

different species. Identical amino acids are denoted by black bars. The CTDΔ2 deletion and 

recombinant protein CTD2ʹ (Black lines, bottom) contain a highly conserved region. 

Hyper-Phosphorylation of Recombinant CTD2ʹ by P-TEFb 

 Having identified a region of the Drosophila CTD that is essential for normal 

development, we next sought to incorporate the region removed in the CTDΔ2 mutant into 

a recombinant construct displaying the properties necessary for high resolution structural 

biology. We selected a CTD construct, CTD2ʹ, containing residues 1657-1739 of the Rpb1 

polypeptide sequence (Fig. 5-2A). In order to explore how phosphorylation impacts the 

structure of the CTD, we used D. melanogaster Positive Transcription Elongation Factor 

b (DmP-TEFb) to hyper-phosphorylate CTD2ʹ in vitro 11. Analysis of hyper-

phosphorylated CTD2ʹ by MS revealed successful incorporation of up to 12 phosphates 

per polypeptide (Fig. 5-2C). Phospho-site identification by tandem mass-spectrometry 

(MS/MS) led to the conclusion that our in vitro phosphorylation protocol predominantly 

generates high levels of Ser5 phosphorylation (Fig. 5-2A,B). Preferential phosphorylation 

in vitro of Ser5 over other amino acids in the CTD by human P-TEFb has been previously 

observed 12,13. 



131 

 

 
Figure 5-2. ΔCTD2ʹ Ser5 phosphorylation probed by MS and NMR spectroscopy. (A) Amino acid 

sequence of CTD2ʹ displaying 99% confidence phospho-site assignments by MS/MS (gray boxes) 

and by NMR (P-symbols). MS/MS peptide coverage was complete. (B) Linear positive MALDI 

TOF MS of unphosphorylated CTD2ʹ (black) and hyper-pSer5 CTD2ʹ (red) (C) Representative 

spectrum from Nano-LC MS/MS analysis of hyper-pSer5 CTD2ʹ. (D) Representative strips from 

3D HNCACB spectra of unphosphorylated and hyper-pSer5 CTD2ʹ showing perturbation upon 

phosphorylation (left) and strips from 3D CCCON spectra of unphosphorylated and hyper-pSer5 
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CTD2ʹ showing pSer5-induced trans-to-cis isomerization of Pro6 (P1718 and P1732; right). (E) 

Representative kinetic traces for CTD2ʹ phosphorylation monitored by RT-NMR. (F) Average 

chemical shift perturbations for CTD2ʹ upon phosphorylation for the trans-proline enriched (red) 

and cis-proline enriched states (blue). Gray bars indicate pSer/pThr5 residues and the black line 

denotes the average perturbation. 

 

 NMR spectroscopy was employed to augment and cross-check our MS-based 

phospho-site assignment, leading to the pattern depicted in Fig. 5-2A. NMR is well suited 

to this task due to its high sensitivity to the local chemical environments of individual 

residues, but backbone resonance assignment of disordered and repeat-containing 

polypeptides like the CTD is often complicated by extreme signal overlap 14-16 (Fig. 5-3A). 

To circumvent this limitation, we and others have developed 13C Direct-Detect NMR 

spectroscopy 17, which vastly improves resonance dispersion for IDRs (Fig. 5-3B) and also 

provides direct measurement of proline resonances (Fig. 5-3D) 18,19. This allowed 

unambiguous backbone resonance assignment of CTD2ʹ, including assignment of the 

proline residues, which comprise 23% of the polypeptide sequence. Assignments were 

mapped onto 1H,15N correlation spectra through standard triple resonance experiments. 

Certain amide proton and side-chain carbon resonances (Fig. 5-2D,F & 5-3C) experienced 

downfield chemical shifts that were consistent with phosphorylation 20,21. Correlated with 

these shifts, several proline residues adjacent to phosphorylation sites showed carbon 

chemical shift changes characteristic of trans-to-cis isomerization of the peptide plane (Fig. 

5-2D,F & 5-3D). In total, 10 bona-fide phospho-sites were identified. Real-time NMR (RT-

NMR) permitted the kinetic measurement of CTD2ʹ phosphorylation, revealing that for the 
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seven internal heptads containing Ser5-Pro6 pairs,  phosphorylation proceeded at similar 

apparent rates and reached comparable levels upon saturation (90%) (Fig. 5-2E, 5-S2, 

Table 5-S2) , with incomplete phosphorylation of the terminal repeats and of Thr5 in 

YTPVTPS. The observed rates are consistent with a distributive mechanism similar to that 

observed for the human P-TEFb 12. Thus, the in vitro phosphorylation reactions produce a 

nearly complete hyper-pSer5 state, in agreement with our MS data (Fig. 5-2A-C,F). 
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Figure 5-3. Phospho-sites and proline isomerization in hyper-pSer5 CTD2ʹ probed by NMR 

spectroscopy. (A) 2D 1H-15N correlation spectra of unphosphorylated (black) and hyper-pSer5 (red) 

CTD2ʹ (B) 2D 13Cʹ-15N correlation spectra of unphosphorylated (black) and hyper-pSer5 (red) 

CTD2ʹ (C) Annotation of pSer5/pThr5 resonances in the downfield region of the 2D 1H-15N 

correlation spectrum (D) Proline region from the 2D 13Cʹ-15N correlation spectrum of 

unphosphorylated (black) and hyper-pSer5 (red) CTD2ʹ with some proline resonances annotated.  
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Hyper-Phosphorylation does not Alter the Global Dimensions of CTD2ʹ 

 We next turned to a detailed investigation of the effects hyper-phosphorylation has 

on the structure of the CTD2ʹ region. In order to test how compact CTD2ʹ is in solution, 

which may impact its accessibility to CTD binding factors, we collected small angle X-ray 

scattering (SAXS) data on the unphosphorylated and hyper-pSer5 states (Fig. 5-4, Table 5-

S3). In the unphosphorylated state, CTD2ʹ displayed an average Rg of 28.0 ± 0.7 Å, while 

hyper-pSer5 CTD2ʹ displayed a similar average Rg of 28.3 ± 0.3 Å using the Guinier 

approximation (Fig. 5-S3). For comparison, the ubiquitous CTD interaction domain (~140 

amino acids) has an Rg ~17 Å; in contrast, the nucleosome core particle (~800 amino acids 

and 146 DNA base-pairs) has an Rg ~41 Å, which demonstrates that CTD2ʹ is relatively 

expanded in solution. Similarly, pair-wise distance distributions revealed no significant 

increase in the maximum dimension (Dmax) upon phosphorylation (Fig. 5-4B). These 

results are in good agreement with the dimensions predicted for an excluded volume 

random coil with the same number of monomers as CTD2ʹ 22.  Independently, 31P NMR 

spectroscopy revealed that the phosphates in the CTD were in the -2 charge state under our 

experimental conditions (Fig. 5-S4), and yet charge-charge repulsions did not appear to 

impact the dimensions of the CTD. Incorporation of this data into a model for random-coil 

structure demonstrates that the median pSer5-pSer5 distance (approximately 18Å) is likely 

to be greater than the Debye screening length under our experimental conditions (Fig. 5-

S5), which accounts for the lack of chain expansion upon hyper-phosphorylation. In 

summary, our SAXS data demonstrate that the region of the CTD encompassed by CTD2ʹ 

experiences no significant phosphorylation-induced change in structure on the nanometer 
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length scale. This suggests that the functional purpose of hyper-phosphorylation is not to 

effect a dramatic expansion of the CTD in order to modulate access by interacting factors, 

but rather to change the pattern of binding motifs displayed on an already expanded 

structure. 

 

 

Figure 5-4. Small angle X-ray scattering reveals no significant change in pair-wise distances within 

CTD2ʹ upon extensive serine 5 phosphorylation.  (A) Raw scattering data for unphosphorylated 

CTD2ʹ (gray circles, bottom) and hyper-pSer5 CTD2ʹ (gray circles, top). Fits for unphosphorylated 

CTD2ʹ and hyper-pSer5 CTD2ʹ are shown superimposed on the raw data (solid black and red lines, 

respectively). (B) Representative pair-wise distance distributions for unphosphorylated CTD2ʹ 

(black) and hyper-pSer5 CTD2ʹ (red) calculated using the autoGNOM function in Primus qt.  

Hyper-Phosphorylation of CTD2ʹ Induces Sequence-Dependent Proline Isomerization 

On the local scale of several to tens of amino acids, which is the size of the motifs 

most CTD-interacting domains recognize, phosphorylation has been shown to strongly 

perturb backbone dihedral angles 23-25, suggesting that phosphorylation could induce local 

structural perturbations in the CTD. Therefore, we used NMR to probe the backbone 
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conformation of CTD2ʹ. Secondary structure populations for the unphosphorylated state of 

CTD2ʹ were calculated from chemical shifts using the secondary structure calculation 

program δ2D (Fig. 5-S6A), revealing small populations of extended β/PPII character and 

a strong propensity for random coil like conformations, consistent with our SAXS results 

and previous solution studies of CTD peptides 15. Further, proline Cβ and Cγ chemical shifts 

demonstrated a strong preference for the trans-proline conformation (~95% trans-proline 

isomer) (Fig. 5-5A, 5-S6B). Thus, in the unphosphorylated state CTD2ʹ is highly 

disordered and contains nearly all trans-proline. 

 Surprisingly, in the hyper-pSer5 state, CTD2ʹ displayed a 2-fold enrichment of cis-

proline content averaged over all 19 proline residues (Fig. 5-5B, 5-S6C).  Further, where 

isomerization occurred, peak splitting into two sets of NMR resonances was observed for 

Thr4, Ser7, Cys7 and Asn7 residues and associated large chemical shift perturbations (blue 

bars, Fig. 5-2F). The presence of two sets of assignable resonances suggests a chemical 

exchange process on the millisecond time scale or slower. To confirm exchange between 

cis- and trans-proline isomers, we collected 15N ZZ-exchange, which permits the 

quantitative observation of conformational exchange on the ms-s timescale, in the presence 

of the Drosophila prolyl isomerase Dodo 26 (Fig 5-S7). Exchange peaks were observed for 

all Pro6 residues adjacent to pSer5, but not for Pro3, consistent with Dodo specificity for 

the pSer5-Pro6 pair 27. Interestingly, no exchange could be observed for the pThr5-Pro6 

pair in the YTPVpTPS sequence context, suggesting that this heptad is essentially trans-

locked on the 100 ms timescale, even in the presence of a prolyl isomerase. Thus, in the 

hyper-pSer5 state, CTD2ʹ experiences slow exchange between trans- and cis-proline 

isomers. In this exchange regime, peak intensities correspond to the populations of cis- and 
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trans-proline species, which allowed us to estimate the magnitude of cis-proline within 

each heptad (Fig. 5-6A). Within repeats of YSPTpSPS and the similar cysteine-containing 

repeat of YSPTpSPC, cis-Pro6 content was enriched 3-fold (to ~15%) by Ser5 

phosphorylation. Further, Pro3 within all heptads containing pSer5 showed a modest 

enrichment of cis-proline content by ~5%, suggesting some non-local effects. Strikingly, 

Pro6 within heptads containing Asn7 (YSPTpSPN) showed a 6-fold (~35%) enrichment in 

cis-proline. Thus, the proline trans-to-cis switch is sequence context-dependent and 

modulated by both phosphorylation and deviations from the consensus heptad sequence. 

 

Figure 5-5. Structural characterization of unphosphorylated CTD2ʹ by NMR spectroscopy. (A) Cβ 

and Cγ chemical shifts from the 3D CCCON spectrum of unphosphorylated CTD2ʹ demonstrate 

that when resolved, individual proline side chain resonances show a nearly all trans state. Blue and 

red bars represent the range of chemical shifts (mean ± S.D.) for prolines in the trans and cis 

conformation, respectively. (B) Cβ and Cγ chemical shifts from the 3D CCCONH spectrum of 

hyper-pSer5 CTD2ʹ reveal dramatic trans to cis conformational switches in response to pSer5. 
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Figure 5-6. The impact of serine 5 phosphorylation on the structure of the DmCTD. (A) Percentage 

of cis-proline for several proline residues determined from peak intensities in 2D NMR correlation 

spectra of hyper-pSer5 CTD2ʹ, where the dotted line denotes the average percentage of cis-proline 

in the unphosphorylated state (left). This is depicted schematically for various heptad sequences in 

CTD2ʹ (right) (B) Model for the effect of Ser5 phosphorylation on the structure of the CTD. In the 

unphosphorylated state the CTD exists in an ensemble of conformational states that favor prolines 

in the trans conformation (top) Hyper-pSer5 
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Sequence-Dependent Proline Isomerization Modulates Apparent Ssu72 Activity 

The observation that deviations from the consensus heptad sequence modulate the 

extent to which Pro6 cis-trans equilibria are affected by pSer5 suggests that in response to 

uniform phosphorylation patterns, non-consensus heptads may impart an additional layer 

of specificity for CTD interacting factors. The CTD phosphatase Ssu72 has been shown to 

exhibit activity toward heptads containing the pSer5-cisPro6 dipeptide pair 28. Thus, we 

hypothesized that non-consensus heptads within the hyper-pSer5 CTD modulate the 

apparent Ssu72 activity through pSer5 induced Pro6 isomerization. To test this possibility, 

we followed the dephosphorylation of hyper-pSer5 CTD2ʹ by D. melanogaster Ssu72-

symplekin using RT-NMR spectroscopy (Fig. 5-7). Loss in NMR peak intensities relative 

to the zero-time point were observed for all heptads containing pSer5-Pro6 dipeptide pairs 

(Fig. 5-7A, 5-S8). Interestingly, in each heptad sequence context, different apparent rates 

of dephosphorylation were observed (Fig. 5-7B, Table 5-S4). For pSer5 residues within 

the region flanked by the two consensus heptads, similar apparent rates were observed, 

suggesting that small deviations from the consensus motif (YSPTpSPC or YSPSpSPS) do 

not dramatically alter Ssu72 activity. However, minimal Ssu72 activity was observed for 

pS1682 (YSPNpSPS) and no dephosphorylation could be observed for pS1675 

(YSPSpSSN), consistent with the requirements of Thr4 and Pro6 for Ssu72 activity 28,29. 

Strikingly, Ssu72 exhibited nearly 3-fold apparent activity enhancement toward pSer5 

residues within the Asn7 heptads, relative to the consensus motifs, strongly suggesting that 

the higher propensity for cis-Pro6 within these motifs increases the apparent Ssu72 activity.  
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Figure 5-7. Structural switches in hyper-pSer5 CTD2ʹ modulate the apparent Ssu72 activity. (A) 

Representative kinetic traces of Ssu72 dephosphorylation of pSer5 in CTD2ʹ monitored by RT-

NMR. (B) Apparent rate constants forpSer5 dephosphorylation reveal heptad specific apparent 

Ssu72 activities. The highest apparent Ssu72 activities are observed for pSer5 residues within 

heptads containing Asn7. 

 

To understand how residues flanking the pSer5-Pro6 pair affect pSer5 

dephosphorylation by Ssu72, we analyzed the conformation of phosphoryl CTD peptides 

upon Ssu72 binding. Several structures have been published for Drosophila or human 

Ssu72 bound to CTD peptides of different phosphorylation states including Drosophila 

Ssu72,  Drosophila Ssu72-Symplekin, and human Ssu72-Symplekin, bound to pSer5 CTD 

(PDB codes: 3P9Y 16, 4IMJ 30, and 3O2Q 31, respectively), and Drosophila Ssu72-

Symplekin bound to a CTD peptide with Thr4/Ser5 doubly phosphorylated (PDB code: 

4IMI 30). The superimposition of these structures reveals that all known phosphoryl CTD 

peptides adopt a tight turn facilitated by cis-proline upon binding to Ssu72-Symplekin (Fig. 

5-8A). This tight turn is stabilized by three intra-molecular hydrogen bonds formed by the 
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hydroxyl side chain of Thr4 with the main chain carboxylate of Ser7 (2.8 Å) and the amide 

group of Tyr1 in the following repeat (3.3 Å), as well as the main chain carboxylate of 

Thr4 and Pro6 (3.2 Å).  Due to the high conservation of the tight turn configuration, the 

identity of the residues flanking Pro6 can be altered for effective Ssu72 recognition as long 

as the intra-molecular hydrogen bond network is maintained. For example, our NMR 

results demonstrate that Ssu72 dephosphorylates YSPSpSPS or YSPTpSPC with similar 

efficacy as it does consensus heptads; molecular modeling suggests that in all three of these 

heptad motifs, the intra-molecular hydrogen bond network can be conserved even as the 

sequence varies (Fig. 5-8B). On the other hand, little to no Ssu72 activity was observed 

upon the replacement of Thr4 by Asn. We attribute this loss of activity to the need for Asn4 

to adopt an alternative rotameric state to avoid steric clashes, which is incompatible with 

forming two of the hydrogen bonds that stabilize the Ssu72 recognition conformation (Fig. 

8C). We have shown previously that the phosphorylation of Thr4, which also disrupts these 

two hydrogen bonds, reduces Ssu72 activity four-fold 30. 
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Figure 5-8. The conserved conformation of CTD peptides recognized by Ssu72. (A) Ssu72 is 

shown as a ribbon diagram with α-helices in green and β-strands in gold.  CTD peptides are shown 

as colored sticks with carbon atoms shown in different colors: PDB code 4IMI (yellow), 4IMJ 

(blue), 3P9Y (salmon) and 3O2Q  (magenta).  The intra-molecular hydrogen bonds are shown in 

green dash lines. The CTD residues are numbered based on consensus sequence and the following 

repeat residues are labeled with a prime. (B) The intra-molecular hydrogen bond network can be 

maintained even when Thr4 is replaced by Ser. (C) The replacement of Thr4 by Asn loses two 

intra-molecular hydrogen bonds. (D) An additional intra-molecular hydrogen bond can be formed 

(orange dashed line) when Ser7 is replaced by Asn. 

 

In the context of the present study, the most significant observation of our NMR 

analysis of Ssu72-catalyzed CTD2ʹ dephosphorylation is that Ssu72 shows its greatest 

activity toward pSer5-CTD heptads containing Asn7, which we have also shown are the 

heptads most highly enriched in cis-proline among those observed in this region of the 

CTD. For this heptad, molecular modeling suggests that the side chain of Asn7 could form 
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an additional intra-molecular hydrogen bond with the carboxylate group of Thr4 (Fig. 5-

8D).  With all possible isomeric states of the Asn sidechain, the most favorable 

configuration is within 3.2 Å away from the backbone carboxylate of Thr4, which further 

strengthens the tight turn conformation needed for Ssu72 recognition and makes the cis-

Pro6 more energetically favorable. Taken together, this data strongly suggests that in the 

presence of uniform phosphorylation patterns, non-consensus CTD heptads encode cryptic 

structural switches to fine tune the specificity of CTD interacting factors. 

Conclusion 

 Based on these results, we propose a model in which hyper-pSer5 does little to alter 

the global-scale structure of the CTD2ʹ region of CTD. Instead, dramatic structural 

rearrangements occur on the single heptad scale, driven by sequence context-dependent 

proline trans-to-cis isomerizations (Fig. 5-6B). This discovery predicts multiple potential 

mechanistic outcomes in the context of the CTD code.  

 A general conclusion from these observations is that these features allow the CTD 

to transduce homogenous post-translational modifications into structurally and 

functionally diverse responses. The diversity of CTD sequences across eukaryotes has been 

recently acknowledged 3, though the functional significance of many non-consensus 

heptads has not been widely investigated. Non-consensus CTD repeats may expand the 

repertoire of available post-translational modifications, thus increasing the complexity of 

signaling through the CTD 4,32-35. However, the prevalence of non-consensus motifs in the 

CTDs of many eukaryotes, e.g. D. melanogaster, suggests that they must also maintain the 
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ability to support general transcription, though the specificity of CTD kinases and 

phosphatases toward the myriad non-consensus motifs present in these systems have not 

been widely explored. In our minimal system, we observed that non-consensus motifs that 

contained small deviations from the consensus responded similarly to DmP-TEFb and 

Ssu72. While, other more cryptic variants like YSPNSPS produced drastically different 

outcomes depending on the modifying enzyme present, and severe degradation of the 

heptad sequence rendered some repeats resistant to modification by both enzymes. This 

suggests that the relationship between consensus-conservation and functional 

specialization may lie on a continuum. In this view, small sequence deviations may be 

tolerated by the majority of regulating enzymes, imparting only modest differences in 

modification kinetics and patterning. By contrast, large fluctuations in sequence space may 

only support a sub-set of regulatory factors. While the unique functions these and other 

non-consensus motifs serve during transcription will need to be determined empirically, 

these observations provide support for the emerging hypothesis that variation in CTD 

sequence enables differential gene regulation in the context of normal development, or at 

the level of individual genes 32,33.  In this context, our model leads to the prediction that 

conserved heptads maintain the ability to attract a wide range of factors involved in basic 

cellular processes, while non-consensus heptads enhance spatial control of interacting 

factor recruitment, thus creating more tightly regulated transcriptional programs in higher 

eukaryotes. 

 Our observation that non-consensus heptads within the DmCTD containing Asn7 

show a preponderance for cis-pro6 in response to pSer5 is striking. These heptads are 

conserved from yeast to human and tend to cluster in a region just beyond the consensus 
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repeats 7. Our results suggest that these regions would populate a high degree of cis-proline 

when pSer5 marks are prevalent, as in early phases of the transcription cycle. This could 

restrict the binding of many known pSer5-trans-Pro6 CTD interacting factors or 

alternatively, favor the association of pSer5-cis-Pro6 specific factors. Ssu72 is a pSer5-cis-

Pro6 specific phosphatase known to promote the transition from hyper-pSer5 to hyper-

pSer2 during transcript elongation 28. And in line with this model, our results demonstrate 

that Asn7 heptads can increase the apparent Ssu72 activity. Recent work has revealed that 

most CTD heptads are phosphorylated only once at any given time 9,10, suggesting ordered 

erasing of the pSer5 mark prior to writing of the pSer2 mark. Our results suggest that one 

role of Asn7 repeats may be to pre-prime this particular region of the CTD for pSer5 

dephosphorylation by Ssu72, thus assisting in the dynamic spatiotemporal control of the 

pSer5-to-pSer2 transition. Thus, the strategy employed here highlights the general 

feasibility of applying quantitative biophysical techniques to obtain mechanistic insights 

into the CTD code. 
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Materials & Methods 

Fly procedures 

Sequences encoding RNAi resistant Rpb1WT or Rpb1 derivatives with a double 

FLAG-tag at the C-terminus were subcloned into the pUASt-attB vector, followed by 

transformation into the attP site on chromosome 3 in the PhiC31 attP 86Fb fly line 36. UAS-

Rpb1i and yw; Actin-GAL4/CyO, were obtained from the Bloomington Stock Center (lines 

36830 and 4414, respectively). Rpb1i-resistance of the ectopically expressed Rpb1 variants 

was achieved by changing the part of the coding sequence of Rpb1 that corresponds to the 

21nt RNAi recognition sequence (sense strand: AACGGTGAAACTGTCGAACAA) to 

AACCGTCAAGTTGAGCAACAA. The UAS-Rpb1i, UAS-Rpb1 lines were generated by 

routine matings and meiotic recombination. The lethality test was done by mating virgin 

female yw; Actin-GAL4/CyO to male yw; UAS-Rpb1i, UAS-Rpb1WT/mut. Animals were 

raised at 21°C. Rescue was confirmed by the emergence of straight-winged adults among 

the progeny (Actin-GAL4/+ ; UAS-Rpb1i, UAS-Rpb1WT/mut/+).  

Western blot analysis for ectopic expression of Rpb1 was done by dissecting late 

pupae from the pupal case and then homogenizing and boiling the tissue in LDS sample 

buffer (Invitrogen). Equal numbers of male and female late pupae were selected and pupae 

of the genotype yw; Actin-GAL4/+; UAS-Rpb1i, UAS-Rpb1WT/mut/+ were distinguished 

from the yw; CyO/+; UAS-Rpb1i, UAS-Rpb1WT/mut/+ counterpart by the intensity of red 

pigment in the eye (the UAS-Rpb1 and Actin-GAL4 transgenes have white gene markers). 

For western blotting, tissues equivalent to 0.3 pupae were loaded into each lane on a 3-8% 

Tris-acetate SDS-PAGE gel (Life Technologies). Transgenic Rpb1 expression was 
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detected with rabbit anti-Flag antibody (1:3000; Genscript). Spt5 was detected with rabbit 

anti-Spt5 (1:3000). The blot was subsequently probed with goat anti-rabbit IgG (1:3000; 

Alexa Fluor 488) and visualized with a Typhoon (GE Healthcare). 

 

Protein Expression and Purification 

CTD2´: A synthetic gene for the Drosophila melanogaster RPB1 Carboxyl-terminal 

domain was purchased from GeneArt (Thermo Fisher Scientific). A region corresponding 

to residues (1657-1739) was amplified by PCR, cut with XhoI (NEB) and XmaI (NEB), 

and ligated into the pET49b+ expression vector (Novagen) using T4 DNA ligase (NEB) to 

produce a construct containing GST & His tags. Protein expression was performed in E. 

coli BL21 DE3 cells. 500 ml batch cultures were grown to an optical density of 0.8 at 37 

oC at which point, cells were induced using 0.5 mM IPTG and allowed to incubate at 37 

oC for 3 hours. Following lysis by sonication on ice in lysis buffer (50 mM Tris/HCl pH 

7.5, 500 mM NaCl, 20 mM Imidaozole, 2.5 mM β-mercaptoethanol, 10X EDTA-free 

protease inhibitor cocktail (Calbiochem), and 10 units of RNAse free DNAse (NEB)), 

samples were centrifuged at 4 oC for 40 minutes at 11,500 x g. Cleared supernatant was 

passed over  HisPur Ni2+-NTA resin (Thermo Fisher Scientific) and bound protein was 

washed of contaminants using 5 column volumes of wash buffer (50 mM Tris/HCl pH 7.5, 

500 mM NaCl, 20 mM imidaozole, 0.1% Triton-1000, 2.5 mM β-mercaptoethanol). 

Protein was eluted using elution buffer (50 mM Tris/HCl pH 7.5, 500 mM NaCl, 200 mM 

imidaozole, 2.5 mM β-mercaptoethanol). The GST and 6XHis tags were removed by 

adding recombinant His-tagged HRV 3C protease to the protein (resulting in an N-terminal 

non-native GPG) and dialyzing the mixture overnight against 50 mM Tris/HCl pH 7.5, 300 
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mM NaCl, 2.5 mM β-mercaptoethanol at 4 oC. The protein was then passed over the Ni2+-

NTA column to remove the protease and non-specifically bound contaminants. A final 

purification was then performed by size exclusion chromatography in 80 mM Imidazole 

pH 6.5, 50 mM KCl, 2.5 mM β-mercaptoethanol using P-10 resin (BioRad). 

DmP-TEFb: Sf9 cells were grown in suspension at 27 oC to 1.5 million cells/ml and 

infected with 1/10 culture volume D. mel P-TEFb virus (generous gift from J.T. Lis). 

Infection was carried out at 27 oC at a shaker speed of 75 rpm for 72 hours. Following lysis 

in 50 mM HEPES pH 7.5, 500 mM NaCl, 10% glycerol, 1% Nonidet P-40, 2.5 mM 

imidizole and 2.5mM β-mercaptoethanol and protease inhibitors, by dounce 

homogenization, lysates were centrifuged at 4°C for 30 minutes at 100,000 x g. Cleared 

supernatant was passed over TALON resin (Clontech) and bound protein was washed using 

5 column volumes of 50 mM HEPES pH 7.5 500 mM NaCl 10% glycerol 1% Nonidet P-

40 10 mM imidizole 2.5 mM β-mercaptoethanol. DmP-TEFb was eluted with 50 mM 

HEPES pH 7.5 500 mM NaCl 10 % glycerol 1% Nonidet P-40, 200 mM imidazole, 2.5 

mM β-mercaptoethanol, and flash frozen. Kinase activity toward CTD2ʹ was confirmed by 

auto-radiography. 

DmDodo: A synthetic gene corresponding to residues (1-166) of D. mel Dodo was 

purchased from GeneArt (Thermo Fisher Scientific). The gene was cut with XhoI (NEB) 

and XmaI (NEB) and ligated into the pET47b+ expression vector (Novagen) using T4 

DNA ligase (NEB) to produce a His-tagged construct. Protein expression was performed 

in E. coli BL21 DE3 cells. 500 ml batch cultures were grown to an optical density of 0.8 

at 37 oC at which point, cells were induced using 0.5 mM IPTG and allowed to incubate at 

37 oC for 3 hours. Following lysis by sonication, samples were centrifuged at 4 oC for 40 
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minutes at 11,500 x g and purified by affinity chromatography using HisPur Ni2+-NTA 

resin (Thermo Fisher Scientific) as previously described. Following removal of the His-tag 

using His-tagged HRV 3C protease, a final purification was performed by gel filtration in 

50 mM Tris/HCl pH 7.5, 150 mM NaCl, 1 mM EDTA, 2.5 mM β-mercaptoethanol using 

a sephacryl S-100 Hi-prep 16/60 size exclusion column on an Äkta FPLC (GE). 

 

Kinase Reactions 

Kinase reactions were generally carried out in 50 mM Tris/HCl pH 7.5, 50 mM NaCl, 

10 mM MgCl2, 2 mM DTT, 12 mM ATP with 80 µg/ml DmP-TEFb and 100 µM CTD2ʹ. 

Reactions were carried out at 24oC and allowed to proceed to completion (~16 hours), after 

which 20 mM EDTA was added to ensure reaction termination. 

 

Mass Spectrometry 

MALDI-TOF-MS; MALDI TOF mass spectra of intact unphosphoryalated CTD2ʹ 

and phospho CTD2ʹ were acquired on an Ultraflextreme instrument (Bruker, Billerica, 

MA) in linear positive detection mode using factory-configured instrument parameters for 

5,000 -20,000 m/z range. The instrument was calibrated using a protein mixture containing 

bovine insulin, MW 5733.5, bovine ubiquitin, MW 8564.8, bovine RNAse A, MW 

13682.2, equine heart cytochrome C, MW 12359.9, and equine heart myoglobin, MW 

16951.3 (all from Sigma); a 20 mg/mL solution of super-DHB (2,5-Dihydroxybenzoic acid 

and 2-hydroxy-5-methoxybenzoic acid, Sigma) in 50% aqueous acetonitrile containing 0.1 

% o-Phosphoric acid (EMD Millipore) and 0.1 % trifluoroacetic acid (Thermofisher) was 

used as the matrix for both the calibrants and the CTD samples. The CTD samples for the 
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MALDI TOF MS were prepared by mixing 1 µL of 100 µM protein solution in water and 

1 µL of the matrix solution and applying 1 µL of this mixture to a polished stainless steel 

target.  Mass spectra were acquired by summing 2000-3000 shots at a 1000 Hz laser 

repetition rate, average calibration error was 521 ppm.  

Chymotrypsin digest; A 1 µg/µL stock solution of sequencing-grade chymotrypsin 

(Thermofisher) prepared in 1 mM hydrochloric acid was diluted 50-fold with chilled 50 

mM aqueous solution of triethylammonium bicarbonate (TEAB) and added to the CTD 

solution in 1:1 vol:vol ratio. The proteolysis was allowed to proceed overnight at 37 oC. 

Samples were acidified with a 1% aqueous solution of formic acid (FA), dried down, and 

re-dissolved in 15 µL of 4% acetonitrile (ACN) containing 0.1% FA for the nano-LC MS2 

analysis. 

Nano-LC MS2 ; 3 µL of digested peptide solution was loaded onto an Acclaim 

PepMap100 trapping column (100 µm × 2 cm, C18, 5 µm, 100 Å, Thermo) at a flow rate 

of 20 µL/min using 4% aqueous acetonitrile (ACN), 0.1% formic acid (FA) as a mobile 

phase. The peptides were separated on an Acclaim PepMap RSLC column (75 µm × 15 

cm, C18, 2 µm, 100 Å, Thermo) with a 90-min 4% - 60% linear gradient of aqueous 

acetonitrile containing 0.1% FA. The gradient was delivered by a Dionex Ultimate 3000 

nano-LC system (Thermo) at 300 nL/min.  

An LTQ Orbitrap Velos ETD mass spectrometer (Thermo) was set to acquire data 

using the following data-dependent parameters. A full FT MS scan at R 60,000 over 350 – 

2000 m/z range was followed by 5 FT MS2 scans with CID activation and 5 FT MS2 scans 

with ETD activation on most intense precursors at R 7,500. Only the precursors with charge 

states +2 and higher were selected for MS2 based on the FT master scan preview; the 
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charge-state-dependent ETD time and monoisotopic precursor selection were enabled; the 

isolation window was 5 m/z, and the minimum precursor signal was set at 10000 counts 

for both CID and ETD. The ETD activation time was 100 ms. Polysiloxane ion, m/z 

445.12003 was used as a lock mass. 

Data analysis; The mass spectra were processed using Proteome Discoverer 1.3 

(P.D. 1.3, Thermo). The expressed CTD sequence was appended to a database containing 

45443 sequences (Drosophila Melanogaster, Escherichia Coli, common contaminants). 

The workflow was split into pipelines for CID and for ETD; and the following search 

parameters were used for both pipelines: enzyme chymotrypsin with 3 missed cleavages, 

precursor mass tolerance 30 ppm, fragment mass tolerance 0.8 Da, Met oxidation and Ser, 

Thr, Tyr phosphorylation as dynamic modifications, Cys carbamidomethylation as static 

modification. The CID ion series weights for b and y were set to 1; and the ETD ion series 

weights were 1 for c and z ions and 0.25 for b and y ions. The ETD pipeline included a 

non-fragment filter node which was set to remove precursor peak, charge-reduced 

precursor peaks, and peaks due to the neutral loss from charge-reduced precursors prior to 

the SEQUEST search. Resulting search files were exported into Scaffold PTM (Proteome 

Software) where phospho-site probabilities were determined using the Ascore algorithm 

37.  
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NMR Spectroscopy 

CTD2ʹ samples were expressed as described in M9 minimal media enriched with 

15N-NH4Cl and/or 13C-D-Glucose (Cambridge Isotope Laboratories). Following 

purification, samples were buffer exchanged in Amicon Ultra-15 3,000 NMWL centrifugal 

filters (Merck Millipore Ltd.). Typically, 80 mM imidazole pH 6.5, 50 mM KCl, 10% 

glycerol, 2 mM DTT and 10% D2O was used for NMR experiments. For 15N ZZ-exchange 

experiments, 20 mM MES pH 6.5, 50 mM KCl, 10% glycerol, 2 mM DTT and 10% D2O 

was used. To obtain the desired pH range during 31P experiments, 80 mM Citrate pH 

4.0/5.0/5.5, 80 mM imidazole pH 6.2/6.5, and 80 mM Tris/HCl pH 7.2/8.3, containing 50 

mM KCl, 10% glycerol, 2 mM DTT and 10% D2O were used.  

NMR Spectra were collected at the Lloyd Jackman NMR facility at the 

Pennsylvania State University on Bruker Avance-III spectrometers operating at proton 

frequencies of 500, 600 or 850 MHz equipped with TCI single axis gradient cryoprobes 

(1H/13C/15N/2H) with enhanced sensitivity for 1H and 13C. Phosphorous-detect experiments 

were performed on a 500 MHz Bruker Avance-III-HD spectrometer equipped with a 

broadband (BBO) Prodigy CryoProbe. Chemical shift assignments were made using 13C-

Direct Detect methods developed in-house 17,38,39, as well as standard 1H-Detect triple 

resonance experiments. 13C & 31P chemical shifts were referenced to DSS and phosphoric 

acid standards, respectively. 2D Spectra were processed in Topspin 3.2 (Bruker) & 

NMRPipe and analyzed in Sparky. 1D spectra were processed in Topspin 3.2 (Bruker) and 

analyzed in Mnova (Mestrelab Research). Average chemical shift perturbations for 

ΔCTD2ʹ upon phosphorylation were calculated by: 
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  ΔδAV  = [ 
1

3
{( ΔδHN)2 +  (0.102 ΔδN)2 +  (0.251 ΔδCʹ)

2} ]1/2   

where ΔδHN, ΔδN, and ΔδCʹ are the differences in 1H, 15N, and 13Cʹ chemical shift between 

the unphosphorylated and phosphorylated species, respectively. 

 

 

RT-NMR Kinetics and Data Processing 

DmP-TEFb kinase reactions were performed in 50 mM HEPES pH 6.8, 50 mM 

KCl, 20 mM MgCl2, 12 mM ATP, 2 mM DTT and 10% D2O with 250 µM CTD2ʹ and 

~100 µg/mL DmP-TEFb. Standard 1H, 15N-HSQC spectra were collected at 850 MHz with 

1024(H) x 256(N) points, 4 scans and a recycle delay of 0.8s for total acquisition times of 

~16 minutes for the first 8 hours, after which 16 scans were collected. To measure slow 

sites 16 scans were acquired for each experiment over the entire time course. As 

recalibration of the instrument was required following enzyme addition, the first data point 

was acquired in an effective dead-time of ~20 minutes. Phosphatase reactions were 

performed in 80 mM imidazole pH 6.5, 50 mM KCl, 2 mM DTT and 10% D2O with 1.0 

mM hyper-pSer5 CTD2ʹ and ~10 µg of D. mel Ssu72-Symplekin complex. Ssu72-

Symplekin was prepared following previously published protocols28. For the phosphatase 

reactions, spectra were collected as described using 4 scans throughout the time course. 

Spectra were processed in Mnova (Mestrelab Research). Extracted peak intensities for 

pSer/pThr resonances and effected resonances of neighboring residues were plotted as a 

function of time and fit in MATLAB. Single exponential decays and build-up curves were 
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fit as irreversible first-order reactions and intermediate species were fit as two consecutive 

irreversible first-order reactions by the method of non-linear least squares using: 

𝑦 = 𝑦0 + 𝑆0𝑒−𝑘𝑎𝑝𝑝 𝑡 

𝑦 = 𝑦0 + 𝑆0(1 − 𝑒−𝑘𝑎𝑝𝑝 𝑡) 

𝑦 =
𝑘1 𝑆0

𝑘2 −  𝑘1

(𝑒−𝑘1 𝑡 − 𝑒−𝑘2 𝑡) 

Where possible, kapp was calculated as the average between a given pSer resonance and the 

resonances of neighboring residues. Reported errors represent the 95% confidence 

intervals, or the propagation of error where kapp represents an average. 

 

Small-Angle X-Ray Scattering 

CTD2ʹ samples were expressed as described in LB media and purified as described. 

Following purification, samples were buffer exchanged into 80 mM Tris/HCl pH 7.5, 50 

mM KCl, 10% glycerol, 5 mM DTT. SAXS data was collected at the Cornell High Energy 

Synchrotron Source (CHESS) on the G1 beamline. Incident radiation was produced at 

9.963 keV with a flux of 8x1011 photons s-1 at 51 mA, providing a q-space range of 0.007- 

0.7 Å-1. Scattering from a silver behenate standard was used for q-axis mapping. Data 

collection was performed using dual Pilatus 100K-S detectors. Reduction of the 2D images 

to 1D scattering profiles was performed using BioXtas Raw. Scattering profiles and 

uncertainties were computed as the average and standard deviation of three exposures, with 

each exposure comprising 20 one second frames. Solvent blanks were collected 

immediately before and after each protein sample exposure by measuring the scattering 

from the spin column flow through from each sample, and solvent subtraction was 
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performed using equivalent numbers of frames. Data were collected at protein 

concentrations from 4-11 mg/mL for both unphosphoryalted and pSer5 CTD2ʹ. No signs 

of aggregation, inter-particle effects, or radiation damage were observed. Average radius 

of gyration (Rg) values were determined for each sample using the Guinier approximation 

with qRg ≤ 0.8, as suggested for disordered systems like CTD2ʹ.40 Guinier fitting and pair-

wise distance distribution calculations were performed using the method of non-linear least 

squares in MATLAB and the auto-GNOM function in Primus qt, respectively. 
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Supporting Information 

 
 

Figure 5-S1. Identification of a region of the Rpb1 CTD that is essential for rescuing lethality 

caused by RNAi-mediated depletion of endogenous Rpb1 (A) Schematic representation of the C-

terminal heptad repeat domain of Rpb1 showing the deleted regions from the respective transgenic 

strains and the recombinant CTD2ʹ construct. (B) Evolutionary conservation of the CTD across 

different species: Drosophila melanogaster (D. mel); Caenorhabditis elegans (C. ele); Danio rerio 

(D. rer); Mus musculus (M. mus); and Homo sapien (H. sap). Conserved amino acids are 

highlighted in gray. CTDΔ1, CTDΔ3, CTDΔ4 deletions are denoted by the blue, green and magenta 
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bars, respectively. CTDΔ2 deletion (red box) contains a highly conserved region. The recombinant 

CTD2ʹ construct is denoted by the black line. (C) Uncropped image showing the western blot 

analysis of the expression of Rpb1 derivatives from Fig. 1c. The lanes shown in Fig. 1c are 

labeled for clarity.  

 

 
Figure 5-S2. Kinetics of DmP-TEFb phosphorylation of CTD2ʹ measured by RT-NMR. Peak 

intensities for unphosphorylated and phosphorylated species were extracted from 2D 1H,15N 

correlation spectra and the percentage of phosphorylation was plotted as a function of time. Fits 

were performed as described in the materials & methods. 
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Figure 5-S3. Small angle X-ray scattering reveals no significant changes in Rg for CTD2ʹupon 

serine 5 phosphorylation. (A) Guinier fits for unphosphorylated CTD2ʹ collected at protein 

concentrations of 4.0, 5.9, 7.0, 8.8, and 11.4 mg/ml (left) with residuals (right). (B) Guinier fits for 

hyper-pSer5 CTD2ʹ collected at protein concentrations of 4.1, 6.8, 7.2, 8.7, 10.0 mg/ml (left) with 

residuals (right). Data over the range of qRg < 0.8 was fit to the Guinier approximation in MATLAB 

using the method of non-linear least squares. 

 

5 
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Figure 5-S4. Phosphoserine pKa values determined by 31P NMR spectroscopy.  pKa values 

for hyper-pSer5 CTD2ʹ were determined by non-linear least squares fitting in MATLAB. 

The chemical shifts of well resolved phosphoserine resonances (δ) were plotted as a 

function of pH and fit to δ = [δ2- (10pH-pKa) + δ-] / [1 + 10pH-pKa], where δ- and δ2- are the 

chemical shifts of the mono-anionic and di-anionic phosphate species, respectively. Data 

points and best fit lines are shown for three phosphoserine resonances, representing fitted 

pKa values at the acidic (blue) and basic (red) ends of the range, as well as a representative 

intermediate fitted value (gray). 
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Figure 5-S5. Random coil conformations of CTD2ʹ heptads separate consecutive Ser5s or pSer5s 

by distances that exceed the Debye length.   (A) Histogram showing the distribution of inter-Ser5-

Ser5 distances computed from 100,000 random coil structures of 

YSPTSPSYSPTSSPSYSPTSPCYSPTSPS generated using traDES. (B) Histogram showing the 

distribution of inter-pSer5-pSer5 distances computed from 100,000 random coil structures of 

YSPTpSPSYSPTSpSPSYSPTpSPCYSPTpSPS generated using traDES. Distances were 

calculated from Oγ atoms in Ser5/pSer5 residues located within the two central heptads of each 

construct. Three representative structures are shown as insets to each panel. 
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Figure 5-S6. Structural characterization of unphosphorylated CTD2ʹ by NMR spectroscopy. (A) 

Secondary structure populations for unphosphorylated CTD2ʹ determined with Δ2D using NMR 

chemical shifts (B) Proline Cβ and Cγ chemical shifts from the 13C spectrum of unphosphorylated 

CTD2ʹ. These peaks represent the population of cis and trans isomers averaged over all proline 

residues (95% trans, 5% cis) (C) In the hyper-pSer5 state, the population of cis-proline is enriched 

~2-fold. 
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Figure 5-S7. Proline cis-trans isomerization in Hyper-pSer5 CTD2ʹ probed by NMR spectroscopy.  

2D H-N correlation spectra for the measurement of 15N ZZ-exchange collected on 1 mM hyper-

pSer5 CTD2ʹ, in the absence of Dodo, at a relaxation delay of 100 ms (left). In the presence of 10 

µM Dodo, ZZ exchange pairs can be observed. (right)  

 

 

 

 

Figure 5-S8. Kinetics of Ssu72-Symplekin dephosphorylation of Hyper-pSer5 CTD2ʹ.   measured 

by RT-NMR. Extracted peak intensities from 2D 1H,15N correlation spectra were plotted as a 

function of time and fit as described in online methods.    
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Table 5-S1. Results of the rescue assay. Numbers of progeny with particular phenotypes and the 

percentages of straight-winged progeny are calculated as shown in (Fig. 1d). Rpb1i corresponds 

to the Gal4-activated, UAS-Rpb1i transgene. Rpb1WT and CTD∆1 to ∆4 correspond to the Gal4-

activated UAS-Rpb1 transgenes. 

 

Transgenic Strain curly wing 

females 

curly wing 

males 

straight wing 

females 

straight wing 

males 

yw 99 49 68 62 

Rpb1wt, Rpb1i 53 18 37 67 

CTDΔ1, Rpb1i 38 15 9 3 

CTDΔ2, Rpb1i 39 27 0 0 

CTDΔ3, Rpb1i 25 27 7 10 

CTDΔ4, Rpb1i 36 34 13 34 
 

 

 

Table 5-S2. Kinetic parameters for DmP-TEFb phosphorylation of CTD2ʹ.   

 

Residue: Sequence kapp (hour-1) 

S1675 YSPSSSN 0.15 ± 0.03 

S1682 YSPNSPS 1.39 ± 0.20 

S1689 YSPTSPS 0.78 ± 0.09 

S1696 YSPSSPS 0.71 ± 0.06 

S1703 YSPTSPC 0.76 ± 0.09 

S1710 YSPTSPS 0.68 ± 0.05 

S1717 YSPTSPN 0.78 ± 0.11 

T1724 YTPVTPS 0.26 ± 0.02 

S1731 YSPTSPN 0.95 ± 0.11 

S1737 YSASPQ 0.09 ± 0.08 
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Table 5-S3. SAXS data collection and scattering derived parameters for unphosphorylated and 

hyper-pSer5 CTD2ʹ.  † Reported as the average ± S.E.M., ‡ Dmax shown for 4.0 mg/ml sample, * 

Dmax shown for 10.0 mg/ml sample.   

Data Collection 

Parameters: 

CTD2ʹ pSer5 CTD2ʹ 

Instrument CHESS G1 Station CHESS G1 Station 

Beam diameter:  250 µm × 250 µm 250 µm × 250 µm 

Wavelength (Å)  1.244 1.244 

E (keV)  9.963 9.963 

qRange (Å-1)  0.007- 0.7 0.007- 0.7 

Flux (photons/s) 8 x 10ˆ11 @ 51 ma 8 x 10ˆ11 @ 51 ma 

Exposure Time (s)  60 60 

Concentration (mg ml-1)  4-11 4-11 

Temperature (K) 296 296 

Structural Parameters:   
†Rg (Å) (Guinier) 28.01 ± 0.69 28.27 ± 0.26 
 Rg (Å) [P(r)] 27.11 ± 0.25 27.52 ± 0.84 
 Dmax (Å) 111.13‡ 112.48* 

Software Used:   

Primary data reduction BioXtasRAW BioXtasRAW 

Guinier fitting MATLAB MATLAB 

P(r) calculations PRIMUSqt/GNOM PRIMUSqt/GNOM 
 

 

Table 5-S4. Kinetic parameters for Ssu72-Symplekin dephosphorylation of Hyper-pSer5 CTD2ʹ.   

 

Residue: Sequence kapp (hour-1) 

pS1675 YSPSpSSN N.D. 

pS1682 YSPNpSPS 0.02 ± 0.01  

pS1689 YSPTpSPS 0.39 ± 0.05 

pS1696 YSPSpSPS 0.40 ± 0.06 

pS1703 YSPTpSPC 0.33 ± 0.05 

pS1710 YSPTpSPS 0.44 ± 0.06 

pS1717 YSPTpSPN 1.10 ± 0.07 

pT1724 YTPVpTPS N.D. 

pS1731 YSPTpSPN 1.19 ± 0.05 

pS1737 YSApSPQ N.D. 
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Chapter 6  
 

Preliminary Data for CTD (aa1815-1887) 

With the proposal to apply biophysical techniques to study the Drosophila 

melanogaster CTD came the need to choose an appropriate construct. Initial studies were 

performed on a stretch of the CTD spanning Rpb1 amino acids 1815-1887. This construct, 

referred to as CTD_end, was used for the development of many of the protocols described 

in earlier chapters, including the MS/MS and NMR spectroscopy described in chapter 3. 

These preliminary studies are discussed here.   

Introduction 

The rationale for selecting CTD_end was several fold. Limited proteolysis experiments 

by Bede Portz revealed a protease sensitive region of the Drosophila CTD, which when 

cleaved produced an approximately 10 kDa fragment containing the native c-terminus of 

the domain (data not shown). Further, the Eick group demonstrated that the last repeat of 

the human CTD, or “acidic-tip”, is important for preserving the stability of the domain in 

vivo 1, thus highlighting the biological significance of the region.   

Results and Discussion 

The use of CTD_end for methods development was advantageous as it possesses 

several key features, including a native casein kinase II (CKII) recognition motif within 

the acidic tip (EESED). One well known difficulty associated with identifying the CTD by 
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SDS-PAGE is its inability to be stained by common protein stains, e.g. coomassie brilliant 

blue 2. Phosphorylation of the CTD by CKII, using radio labelled ATP, has therefore been 

used to identify the CTD on PAGE gels 2. Figure 6-1, Lane 1. This known kinase substrate 

was advantageous during the development of purification protocols, and offered a 

seemingly straight forward path toward structural characterization of a CTD phosphoform. 

In addition to CKII, several kinases were tested for activity toward CTD_end, including 

the p42 mitogen activated protein kinase (MAPK), and the human and Drosophila P-TEFb. 

Figure 6-1.  

Figure 6-1. 12% SDS-PAGE displaying the products of in vitro kinase treatments. (lane 1) CKII 

treated CTD_end (lane 2) DmP-TEFb treated CTD_end (lane 3) DmP-TEFb treated CTD2ʹ (lane 

4) CTD_end treated with CKII, MAPK, and DmP-TEFb (lane 5) MAPK treated CTD_end (lane 6) 

MAPK treated CTD2ʹ (lane 7) CTD_end treated with MAPK, and DmP-TEFb (lane 8) CTD2ʹ 

treated with MAPK, and DmP-TEFb. 

 

Several hyperphosphorylated versions of CTD_end were analyzed by LC-ESI-MS 

revealing distinct phosphoisoform distributions, where the maximum number of 
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incorporated phosphates were 2, 9, and 8, for DmP-TEFb, human P-TEFb, and MAPK, 

respectively. Figure 6-2. Analysis of the CKII phosphorylated CTD_end by MS was not 

possible as this modification led to precipitation of the protein.        

 

Figure 6-2. Analysis of CTD_end phosphoforms by SDS-PAGE and LC-ESI-MS. (A) 12% SDS-

PAGE gels showing the products of in vitro kinase treatment of CTD_end by (1) MAPK (2) human 

P-TEFb (3) DmP-TEFb. Each gel was stained with SYPRO ruby total protein stain (left) and Pro-

Q diamond phosphoprotein stain (right). These samples were analyzed in parallel using MS, where 

B-D corresponds to 1-3. In each MS spectrum the number of phosphates is shown and the black 

dots represent Methionine oxidation.  

 

Protocols for MS/MS based phospho-site identification were also developed using 

CTD_end. The construct possesses two native Arginines and one Lysine residue, the C-
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termini of which are targets for proteolysis by trypsin, a commonly used protease for 

MS/MS sample preparation. However, using trypsin, the identification of phospho-sites 

within the MAPK hyperphosphorylated CTD_end was impeded by incomplete coverage 

of the polypeptide sequence at the N-terminus and the complex nature of the 

phosphorylated C-terminal fragments, which contained too many phosphates to accurately 

localized using peptide identification algorithms (see chapter 3). Figure 6-3A. 

 

 

Figure 6-3. Analysis of MAPK treated CTD_end by LC-ESI-MS2 using ETD activation. Samples 

were digested with either trypsin (A) or chymotrypsin (B). PTMs were identified using the ZCore 

algorithm, where the open circles represent Methionine oxidation and the red markers indicate 

phosphorylation sites identified at the 99% confidence interval.  

 

Reasoning that these problems stemmed from inefficient fragmentation of the 

proteolytic fragments in the ion-trap, we hypothesized that better results could be obtained 

using a protease that could generate smaller proteolytic fragments. As an alternative, we 

turned to chymotrypsin, which specifically cleaves peptide bonds at the C-termini of Tyr, 

Phe, Trp and Leu, and should in principle cleave at each heptad. Digestions of MAPK 

phosphorylated CTD_end were performed using several concentrations of chymotrypsin 

and analyzed by SDS-PAGE. Figure 6-4. The results showed that proteolysis of MAPK 

phosphorylated CTD_end by chymotrypsin produces smaller fragments relative to those 
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generated through trypsin digest, many that are approximately the mass of a single heptad. 

And analysis of the chymotrypsin digested phospho-CTD_end by LC-ESI-MS/MS yielded 

complete coverage of the polypeptide sequence and revealed several C-terminal 

phosphorylation sites. Taken as a whole, the MS2 data for CTD_end demonstrates that 

MAPK produces a heterogeneous mixture of pSer2, pThr4, and pSer5 phosphorylation 

marks. Figure 6-3B.  

 

Figure 6-4. Analysis of the proteolytic digests of MAPK phosphorylated CTD_end by SDS-PAGE. 

The lanes correspond to (1) an undigested control, (2-6) overnight digests using 0.5-8.0 μg/ul of 

chymotrypsin, and (7) 6.6 ng/ul Trypsin. Molecular mass markers include lane (8) a 

monophosphorylated CKII substrate peptide and  (9) a 10-260 kDa protein ladder. 

 

Having established a route to generation of multiple phosphoforms of CTD_end, we 

sought to test the hypothesis that phosphorylation alters the conformational ensemble of 

the D. mel CTD. To this end, we turned to NMR spectroscopy. Figure 6-5. Upon 

phosphorylation, chemical shift perturbations were observed in a 1H,15N-HSQC spectrum, 

consistent with phosphate incorporation. Figure 6-5A Using 13C Direct-Detect NMR spectroscopy 

several resonances were assigned, particularly in the C-terminal acidic tip. Figure 6-5B-C. 
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However, due to difficulties with protein stability at the high concentrations need for the 

(HACA)N(CA)CON and (HACA)N(CA)NCO experiments described in chapter 4 (~1 mM), 

complete back bone resonance assignments were not obtained. And studies of CTD_end were 

eventually put on hold as the focus shifted to CTD2ʹ.   

 
Figure 6-5. Analysis of the unphosphorylated and DmP-TEFb treated CTD_end by NMR 

spectroscopy. (A) Overlaid 1H,15N-HSQC spectra of the unphosphorylated (black) and 

phosphorylated (red) forms of CTD_end show characteristic chemical shift perturbations induced 

by phosphorylation (B) The 13C,15N-CON spectrum of the unphosphorylated CTD_end is displayed 

with the assigned resonances labeled. (C) The amino acid sequence of CTD_end is shown with the 

assigned resonances highlighted in blue. 
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Conclusion 

The region of the Drosophila CTD encompassed by CTD_end is of interest due to its 

sequence conservation to regions of the human CTD that have been shown to maintain the 

stability of the CTD in vivo 1, and that are hypothesized to mediate the assembly of the 

polymerase into liquid-like droplet states 3. The CTD_end construct proved useful for the 

development of MS and NMR based protocols for phosphorylation site identification and 

characterization. However, it was ultimately abandoned to pursue studies of the CTD2ʹ 

construct. The preliminary studies outlined here may therefore serve as a starting point for 

further investigation of this region of the D. mel CTD.  

Materials & Methods 

Protein Expression and Purification: 

A synthetic gene for the Drosophila melanogaster RPB1 Carboxy-terminal domain 

was purchased from GeneArt (Thermo Fisher Scientific). A region corresponding to 

residues (1815-1887) was amplified by PCR, cut with XhoI (NEB) and XmaI (NEB), and 

ligated into the pET49b+ expression vector (Novagen) using T4 DNA ligase (NEB) to 

produce a construct containing GST & His tags. Protein expression was performed in E. 

coli BL21 DE3 cells. 500 ml batch cultures were grown at 37 oC in Luria-Bertani (LB) 

medium supplemented with 30µg/mL kanamycin. At an optical density at 600 nm (OD600) 

of 0.8, cells were induced using 0.5 mM isopropyl-β-D-thiogalactopyranoside (IPTG) and 

allowed to incubate at 37 oC for 3 hours. Following lysis by sonication on ice in lysis buffer 

(50 mM Tris/HCl pH 7.5, 500 mM NaCl, 20 mM Imidaozole, 2.5 mM β-mercaptoethanol, 
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10X EDTA-free protease inhibitor cocktail (Calbiochem), and 10 units of RNAse free 

DNAse (NEB)), samples were centrifuged at 4 oC for 40 minutes at 11,500 x g. Cleared 

supernatant was passed over  HisPur Ni2+-NTA resin (Thermo Fisher Scientific) and bound 

protein was washed of contaminants using 5 column volumes of wash buffer (50 mM 

Tris/HCl pH 7.5, 500 mM NaCl, 20 mM imidaozole, 0.1% Triton-1000, 2.5 mM β-

mercaptoethanol). Protein was eluted using elution buffer (50 mM Tris/HCl pH 7.5, 500 

mM NaCl, 200 mM imidaozole, 2.5 mM β-mercaptoethanol). The GST and 6XHis tags 

were removed by adding recombinant His-tagged HRV 3C protease to the protein 

(resulting in an N-terminal non-native GPG) and dialyzing the mixture overnight against 

50 mM Tris/HCl pH 7.5, 300 mM NaCl, 2.5 mM β-mercaptoethanol at 4 oC. The protein 

was then passed over the Ni2+-NTA column to remove the protease and non-specifically 

bound contaminants. For MS experiments, further purification was performed by size 

exclusion chromatography in 80 mM Imidazole pH 6.5, 50 mM KCl, 2.5 mM β-

mercaptoethanol using P-10 resin (BioRad). Samples were then buffer exchanged into 

kinase buffer, kinase treated, and subsequently purified by strong anion exchange 

chromatography using an Acrosep-Q column (Pall) on a BioLogic DuoFlow FPLC (biorad) 

in 50 mM Tris HCL pH 7.5, 50 mM NaCl, 1 mM EDTA with a NaCl gradient of 50 mM 

to 500 mM. 

Kinase Assays: 

For the samples displayed in Figure 1, kinase treatment was performed overnight 

at 30 oC in kinase buffer (50 mM Tris HCl pH 7.5, 50 mM NaCl, 10 mM MgCl2, 2 mM 
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ATP, and γ32P-ATP [~1 μCi]) with 1 unit of enzyme (as specified by manufacturer) and 

100 µM CTD.  

Protease Assays: 

For the samples displayed in Figure, MAPK reactions were performed overnight at 

30 oC in 80 mM Imidazole pH 7.2, 50 mM KCl, 10 mM MgCl2, 3 mM ATP, and trace γ32P-

ATP with 1 unit of enzyme (as specified by manufacturer) and 100 µM CTD_end. CKII 

reactions were performed overnight at 30 oC in 50 mM Tris HCl pH 7.5, 50 mM NaCl, 10 

mM MgCl2, 750 μM ATP, and trace γ32P-ATP with 1 unit of enzyme (as specified by 

manufacturer) and 100 µM CKII substrate peptide (RRRADDSDDDDD) (Enzo life 

sciences). Following kinase treatment, excess γ32P-ATP was removed by size exclusion 

chromatography using Micro Bio Spin 6 columns (Biorad). Lyophilized trypsin and 

chymotrypsin stocks were reconstituted in 1 mM HCl, and working solutions were 

prepared in imidazole buffer at concentrations of 0.5 μg/ml and 40 μg/ml, respectively. 

Digestion reactions were prepared in imidazole buffer using 20 μl of hyperphosphorylated 

CTD_end 7 ng/ml trypsin and a series of chymotrypsin concentrations (0.5, 1, 2, 4, 8 

μg/ml). Trypsin and chymotrypsin digestions proceeded overnight at 37 oC and 25 oC, 

respectively. 

LC-ESI-MS and MS2: 

All mass spectrometry was performed at the Proteomics Core facility within the 

Huck Institutes of Life Sciences at the Pennsylvania State University. Proteolytic digests 

proceeded overnight using either trypsin or chymotrypsin. LC-MS/MS of 
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hyperphosphorylated dCTD_end constructs was performed on a Thermo LTQ OrbitTrap 

Velos using dual ETD-CID activation. Data were processed in Proteome Discoverer 

(Thermo Fisher Scientific, San Jose, CA, USA; version 1.3.0.339) using the ZCore 

algorithm with a fragment ion mass tolerance of 0.50 Da and a parent ion tolerance of 1.00 

Da. Oxidation of Met and phosphorylation of Ser, Thr and Tyr as variable modifications. 

NMR Spectroscopy: 

 For routine C_CON spectra, 16 transients were collected with 1024(C)x256(N) 

points, sweep widths of 12x34 and a recycle delay of 1.3s. For the spectrum in Figure. 6-

5B, the buffer used was 50 mM Tris HCl pH 7.5, 50 mM NaCl. Routine HSQC spectra 

were collected with 4-16 scans, 2048(H)x256(N) complex points, sweep widths of 12x22 

ppm, and recycle delays of 1-1.3s. For the spectra in Figure. 6-5A, the buffer used was 80 

mM Imidazole pH 6.5, 50 mM KCl, 10 % glycerol. 
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Appendix A 

 

Abbreviations 

IDP, intrinsically disordered protein; NMR, nuclear magnetic resonance; SAXS, small angle X-ray 

scattering; smFRET, single-molecule Förster resonance energy transfer; HSQC, heteronuclear 

single quantum correlation; TROSY, transverse relaxation optimized spectroscopy; MoRFs, 

molecular recognition fragments; RDC, residual dipolar coupling; PRE, paramagnetic relaxation 

enhancement; Rg, radius of gyration; SANS, small angle neutron scattering; CV, contrast variation; 

CV-SANS, contrast variation small angle neutron scattering; GdmCl, guanidinium-HCl; pE-DB, 

Protein Ensemble Database; MD, molecular dynamics; REMD, replica exchange molecular 

dynamics; AMD, accelerated molecular dynamics; MC, Monte Carlo; Kd, dissociation constant; 

Ka, association constant; FCS, fluorescence correlation spectroscopy; ITC, isothermal titration 

calorimetry; ΔH, change in binding enthalpy; ΔG, change in Gibbs free energy; ΔS, change in 

binding entropy; ∆Cp, constant-pressure heat capacity change; kobs, observed rate constant; PPi, 

diphosphate; ΔΔG††, change in activation energy for folding upon mutation; ΔΔGeq, change in 

equilibrium free energy upon mutation, LC-ESI-MS; liquid chromatography electrospray 

ionization mass spectrometry, MALDI; matrix assisted laser deabsorption  ionization, 

TOF; time of flight, FT; Fourier transform, CDK; cyclin dependent kinase.



 

 

Appendix B 

 

Theoretical and Observed MS2 Ions – Chapter 3 

Table A-1. MALDI-ISD ion series observed unphosphorylated CTD2ʹ 

c  Theoretical 
(m/z) 

Observed 
(m/z) 

Intensity 
(A.U.) 

y Theoretical 
(m/z) 

Observed 
(m/z) 

Intensity 
(A.U.) 

10 850.369 849.31 7966 8 863.3894 863.335 14088 

11 963.453 962.524 11614 9 950.4214 950.465 7319 

12 1126.516 1125.675 18671 10 1051.4691 1051.579 1971 

14 1310.601 1309.783 6276 11 1148.5218 1148.671 17226 

15 1367.623 1366.81 19517 12 1235.5539 1235.714 9561 

16 1481.666 1480.854 12549 13 1398.6172 
  

17 1552.703 1551.894 12032 14 1485.6492 1485.814 2465 

18 1715.766 1714.97 16006 15 1582.702 1582.881 19430 

20 1899.851 1899.083 6937 16 1683.7497 1683.925 7889 

21 1986.883 1986.131 8943 17 1782.8181 1784.971 3736 

22 2073.915 2073.183 7856 18 1879.8708 1880.078 12956 

23 2160.947 2160.236 9317 19 1980.9185 1981.138 4262 

24 2274.99 2274.305 6271 20 2143.9819 2144.211 2248 

25 2438.053 2437.406 7396 21 2258.0248 2258.289 1678 

27 2622.138 2621.504 4172 22 2355.0775 2355.386 5624 

28 2736.181 2735.553 5666 23 2442.1096 2442.423 2484 

30 2920.266 2919.596 1973 24 2543.1573 
  

31 3007.298 3006.593 2449 25 2640.21 2640.547 3051 

32 3170.361 3169.565 2889 26 2727.242 2727.579 1742 

33 3354.446 3353.462 891 27 2890.3054 2890.6 732 

34 3455.494 3454.383 2050 28 2977.3374 
  

36 3639.578 3638.144 697 29 3074.3902 3074.629 1815 

37 3726.61 3724.991 961 30 3161.4222 3161.586 837 

38 3889.674 3887.638 1036 32 3359.5226 3359.513 1012 

40 4073.758 4071.133 441 33 3446.5547 3446.407 490 

41 4160.79 4157.836 802 
    

43 4344.875 4341.126 306 
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Table A-2. MALDI-ISD ion series observed DmP-TEFb phosphorylated CTD2ʹ 

c  Theoretical 
(m/z) 

Observed 
(m/z) 

Intensity 
(A.U.) 

y Theoretical 
(m/z) 

Observed 
(m/z) 

Intensity 
(A.U.) 

10 850.369 849.289 11516 8 863.3894 863.316 14282 

11 963.453 962.508 15737 8+pi 943.3557 943.379 3278 

12 1126.516 1125.663 23904 11 1148.522 1147.649 5193 

14 1310.601 1309.745 2972 11+Pi 1228.488 1228.636 13475 

15 1367.623 1366.794 13801 12+Pi 1315.52 1315.675 9755 

14+pi 1390.567 1389.753 6395 13+Pi 1478.584 1478.743 4122 

15+pi 1447.589 1446.767 17055 14+Pi 1565.449 1565.778 3673 

16 1481.666 1480.838 8814 15 1582.702 1582.803 2222 

17 1552.703 1551.886 8865 14+2Pi 1662.668 1662.848 13594 

15+pi 1561.632 1560.815 9236 16+2Pi 1843.682 1843.864 2225 

17+pi 1632.669 1631.86 8524 19+Pi 2140.851 2141.099 2443 

18 1715.766 1714.971 10871 20+2Pi 2304.918 2304.189 1671 

18+pi 1795.732 1794.944 9515 21+2Pi 2418.961 2418.27 1275 

20 1899.851 1899.051 1901 26+3Pi 2968.144 2967.42 651 

20+pi 1979.817 1979.064 4303 
    

21 1986.883 1986.121 2247 
    

20+2Pi 2059.783 2059.027 1872 
    

21+pi 2066.849 2066.112 5345 
    

21+2pi 2146.815 2146.084 2128 
    

22+pi 2153.881 2153.165 3690 
    

22+2pi 2233.848 2233.147 2413 
    

23+pi 2241.917 2240.207 2096 
    

23+2pi 2321.883 2320.199 3580 
    

24 2355.959 2354.265 1488 
    

23+3pi 2401.849 2400.179 1502 
    

24+2pi 2435.926 2434.249 2631 
    

24+3pi 2515.892 2515.324 3306 
    

25+pi 2519.023 2518.39 1152 
    

25+2pi 2598.989 2597.345 2503 
    

25+3Pi 2678.955 2677.302 863 
    

27+2pi 2783.074 2781.417 1303 
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Appendix C 

 

Theoretical and Observed MS2 Ions – Chapter 4 

Table B-1. MS2 ion series for WT: precursor @ 1537 m/z (pSer2 State) 

  
WT: precursor @ 1537 m/z (pSer2 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 
  

--- 
  

S 3 272.1241 
  

--- 
  

Y 4 435.1874 
  

--- 
  

pS 5 602.1858 
  

504.2089 504.069 2214 

P 6 699.2385 
  

601.2617 601.075 1590 

T 7 800.2862 800.138 7222 702.3093 702.166 4723 

S 8 887.3183 887.16 10416 789.3414 789.186 54190 

P 9 984.371 
  

886.3941 
  

S 10 1071.403 1071.234 7359 973.4262 973.275 1630 

Y 11 1234.466 1234.33 38767 1136.49 1136.346 6437 

S 12 1321.498 1321.404 55729 1223.522 1223.396 7863 

P 13 1418.551 1418.54 2641 1320.574 1321.404 55729 

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1450.577 1450.574 4127 1352.601 1353.436 13487 

S 12 1353.525 1353.436 13487 1255.548 
  

Y 11 1266.493 1266.364 8456 1168.516 
  

pS 10 1103.429 1103.274 50069 1005.452 1005.28 3336 

P 9 936.4309 936.275 3937 --- 
  

T 8 839.3781 
  

--- 
  

S 7 738.3305 738.157 1395 --- 
  

P 6 651.2984 651.137 35160 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 304.042 857 --- 
  

P 2 217.1183 217.035 1307 --- 
  

T 1 120.0655 
  

--- 
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Theoretical Observed Intensity 

MH 1537.609 1537.662 68623 

MH-H2O 1519.599 1519.694 2617 

MH-H3PO4 1439.633 1439.613 90148 

 

Table B-2. MS2 ion series for WT: precursor @ 1537 m/z (pSer5 State) 

   
WT: precursor @ 1537 m/z (pSer5 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185.02 1543 --- 
  

S 3 272.1241 272.001 617 --- 
  

Y 4 435.1874 435.042 3168 --- 
  

S 5 522.2195 522.062 6066 --- 
  

P 6 619.2722 619.105 3052 --- 
  

T 7 720.3199 720.175 16858 --- 
  

pS 8 887.3183 887.16 10416 789.3414 789.186 54190 

P 9 984.371 
  

886.3941 
  

S 10 1071.403 1071.234 7359 973.4262 973.275 1630 

Y 11 1234.466 1234.33 38767 1136.49 1136.346 6437 

S 12 1321.498 1321.404 55729 1223.522 1223.396 7863 

P 13 1418.551 1418.54 2641 1320.574 1321.404 55729 

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1450.577 1450.574 4127 1352.601 1353.436 13487 

S 12 1353.525 1353.436 13487 1255.548 
  

Y 11 1266.493 1266.364 8456 1168.516 
  

S 10 1103.429 1103.274 50069 1005.452 1005.28 3336 

P 9 1016.397 1016.254 94291 918.4203 918.281 7181 

T 8 919.3445 
  

821.3676 
  

pS 7 818.2968 818.126 6935 720.3199 720.175 16858 

P 6 651.2984 651.137 35160 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 304.042 857 --- 
  

P 2 217.1183 217.035 1307 --- 
  

T 1 120.0655 
  

--- 
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Theoretical Observed Intensity 

MH 1537.609 1537.662 68623 

MH-H2O 1519.599 1519.694 2617 

MH-H3PO4 1439.633 1439.613 90148 

 

Table B-3. MS2 ion series for WT: precursor @ 1617 m/z (pSer2/pSer5 State) 

   
WT: precursor @ 1617 m/z (pSer2/pSer5 State) 

 

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 184.899 299 --- 
  

S 3 272.1241 
  

--- 
  

Y 4 435.1874 434.856 282 --- 
  

pS 5 602.1858 601.832 452 504.2089 
  

P 6 699.2385 
  

601.2617 
  

T 7 800.2862 800.039 1712 702.3093 
  

pS 8 967.2846 
  

869.3077 
  

P 9 1064.337 
  

966.3605 
  

S 10 1151.369 
  

1053.393 
  

Y 11 1314.433 
  

1216.456 1216.337 2257 

S 12 1401.465 
  

1303.488 1303.353 3566 

P 13 1498.518 
  

1400.541 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1530.544 
  

1432.567 
  

S 12 1433.491 
  

1335.514 
  

Y 11 1346.459 
  

1248.482 
  

pS 10 1183.396 1183.206 1740 1085.419 
  

P 9 1016.397 1016.175 9392 918.4203 
  

T 8 919.3445 
  

821.3676 
  

pS 7 818.2968 818.045 920 720.3199 
  

P 6 651.2984 651.045 3131 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 
  

--- 
  

P 2 217.1183 216.99 239 --- 
  

T 1 120.0655 
  

--- 
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Theoretical Observed Intensity 

MH 1617.576 1617.616 9062 

MH-H2O 1599.565 1599.8 1088 

MH-H3PO4 1519.599 1519.657 20888 

MH-H3PO4-H2O 1501.599 1501.431 19907 

 

Table B-4. MS2 ion series for S2A: precursor @ 1521 m/z (pSer5 State) 

   
S2A: precursor @ 1521 m/z (pSer5 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185.012 635 --- 
  

S 3 272.1241 271.985 404 --- 
  

Y 4 435.1874 435.049 995 --- 
  

A 5 506.2245 506.072 4336 --- 
  

P 6 603.2773 603.08 2470 --- 
  

T 7 704.325 704.144 5255 --- 
  

pS 8 871.3233 871.141 6850 773.3464 773.182 21315 

P 9 968.3761 
  

870.3992 
  

S 10 1055.408 1055.228 3655 957.4312 
  

Y 11 1218.472 1218.354 26305 1120.495 
  

S 12 1305.504 1305.436 34456 1207.527 
  

P 13 1402.556 
  

1304.579 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1434.583 1434.5 2204 1336.606 
  

S 12 1337.53 1337.461 8620 1239.553 
  

Y 11 1250.498 1250.393 5221 1152.521 
  

A 10 1087.434 1087.308 32239 989.4575 
  

P 9 1016.397 1016.257 76279 918.4203 918.281 5522 

T 8 919.3445 
  

821.3676 
  

pS 7 818.2968 818.125 3648 720.3199 720.16 3108 

P 6 651.2984 651.123 16754 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 
  

--- 
  

P 2 217.1183 
  

--- 
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T 1 120.0655 
  

--- 
  

  
Theoretical Observed Intensity 

MH 1521.615 1521.658 21701 

MH-H3PO4 1423.638 1423.655 48878 

 

Table B-5. MS2 ion series for S5A: precursor @ 1521 m/z (Internal pSer2 State) 

   
S5A: precursor @ 1521 m/z (Internal pSer2 State) 

 

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185.063 1288 --- 
  

S 3 272.1241 272.036 362 --- 
  

Y 4 435.1874 435.12 3145 --- 
  

pS 5 602.1858 602.121 2661 504.2089 
  

P 6 699.2385 
  

601.2617 
  

T 7 800.2862 
  

702.3093 
  

A 8 871.3233 871.272 70085 773.3464 
  

P 9 968.3761 968.407 1483 870.3992 
  

S 10 1055.408 1055.386 4993 957.4312 
  

Y 11 1218.472 1218.457 12477 1120.495 
  

S 12 1305.504 1305.588 24335 1207.527 
  

P 13 1402.556 1402.73 1580 1304.579 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1434.583 1434.711 2124 1336.606 
  

S 12 1337.53 1337.624 4147 1239.553 
  

Y 11 1250.498 1250.581 3136 1152.521 
  

pS 10 1087.434 1087.435 12822 989.4575 
  

P 9 920.436 920.399 45177 --- 
  

T 8 823.3832 
  

--- 
  

A 7 722.3355 722.268 16427 --- 
  

P 6 651.2984 651.23 64883 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 304.079 506 --- 
  

P 2 217.1183 
  

--- 
  

T 1 120.0655 
  

--- 
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Theoretical Observed Intensity 

MH 1521.615 1521.837 21542 

MH-H3PO4 1423.638 1423.832 125433 

 

Table B-6. MS2 ion series for S5A: precursor @ 1521 m/z (+1 heptad pSer2 State) 

   
S5A: precursor @ 1521 m/z (+1 heptad pSer2 State) 

 

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 
  

--- 
  

S 3 272.1241 
  

--- 
  

Y 4 435.1874 435.12 3145 --- 
  

S 5 522.2195 522.147 1692 --- 
  

P 6 619.2722 
  

--- 
  

T 7 720.3199 
  

--- 
  

A 8 791.357 791.299 19683 --- 
  

P 9 888.4098 
  

--- 
  

S 10 975.4418 975.418 3757 --- 
  

Y 11 1138.505 1138.52 6868 --- 
  

pS 12 1305.504 1305.588 24335 1207.527 
  

P 13 1402.556 1402.73 1580 1304.579 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1434.583 1434.711 2124 1336.606 
  

S 12 1337.53 1337.624 4147 1239.553 
  

Y 11 1250.498 1250.581 3136 1152.521 1152.605 2532 

S 10 1087.434 1087.435 12822 989.4575 989.462 4888 

P 9 1000.402 1000.39 21893 902.4254 902.409 6898 

T 8 903.3496 
  

805.3727 
  

A 7 802.3019 802.252 10523 704.325 704.271 5537 

P 6 731.2648 731.206 44715 633.2879 633.234 8370 

S 5 634.212 
  

536.2351 
  

Y 4 547.18 
  

449.2031 449.116 440 

pS 3 384.1166 384.033 317 286.1397 286.096 377 

P 2 217.1183 
  

--- 
  

T 1 120.0655 
  

--- 
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Theoretical Observed Intensity 

MH 1521.615 1521.837 21542 

MH-H3PO4 1423.638 1423.832 125433 

 

Table B-7. MS2 ion series for Y1A: precursor @ 1445 m/z (pSer2 State) 

   
Y1A: precursor @ 1445 m/z (pSer2 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185.035 1541 --- 
  

S 3 272.1241 272 454 --- 
  

A 4 343.1612 343.124 820 --- 
  

pS 5 510.1596 509.12 1820 412.1827 
  

P 6 607.2123 
  

509.2354 
  

T 7 708.26 708.161 4912 610.2831 
  

S 8 795.292 
  

697.3151 697.248 44334 

P 9 892.3448 892.282 1838 794.3679 
  

S 10 979.3768 979.331 12165 881.3999 
  

Y 11 1142.44 1142.414 47046 1044.463 1044.458 14729 

S 12 1229.472 1229.5 70158 1131.495 1131.505 19731 

P 13 1326.525 1326.611 3931 1228.548 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1358.551 
  

1260.574 
  

S 12 1261.498 1261.53 15413 1163.522 
  

A 11 1174.466 1174.485 8368 1076.49 
  

pS 10 1103.429 1103.425 36138 1005.452 1005.427 4761 

P 9 936.4309 936.391 35180 --- 
  

T 8 839.3781 
  

--- 
  

S 7 738.3305 738.252 10936 --- 
  

P 6 651.2984 651.227 55814 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 304.087 776 --- 
  

P 2 217.1183 217.078 1051 --- 
  

T 1 120.0655 
  

--- 
  

 

 



189 

 

 
Theoretical Observed Intensity 

MH 1445.583 1445.689 20493 

MH-H3PO4 1347.606 1347.711 116017 

 

Table B-8. MS2 ion series for Y1A: precursor @ 1445 m/z (pSer5 State) 

   
Y1A: precursor @ 1445 m/z (pSer5 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185.035 1541 --- 
  

S 3 272.1241 272 454 --- 
  

A 4 343.1612 343.124 820 --- 
  

S 5 430.1932 430.116 3522 --- 
  

P 6 527.246 527.139 1345 --- 
  

T 7 628.2937 628.206 7696 --- 
  

pS 8 795.292 
  

697.3151 697.248 44334 

P 9 892.3448 892.282 1838 794.3679 
  

S 10 979.3768 979.331 12165 881.3999 
  

Y 11 1142.44 1142.414 47046 1044.463 1044.458 14729 

S 12 1229.472 1229.5 70158 1131.495 1131.505 19731 

P 13 1326.525 1326.611 3931 1228.548 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1358.551 
  

1260.574 
  

S 12 1261.498 1261.53 15413 1163.522 
  

A 11 1174.466 1174.485 8368 1076.49 
  

S 10 1103.429 1103.425 36138 1005.452 1005.427 4761 

P 9 1016.397 1016.376 75917 918.4203 918.391 7567 

T 8 919.3445 
  

821.3676 
  

pS 7 818.2968 818.229 7515 720.3199 720.263 6811 

P 6 651.2984 651.227 55814 --- 
  

S 5 554.2457 
  

--- 
  

Y 4 467.2136 
  

--- 
  

S 3 304.1503 304.087 776 --- 
  

P 2 217.1183 217.078 1051 --- 
  

T 1 120.0655 
  

--- 
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Theoretical Observed Intensity 

MH 1445.583 1445.689 20493 

MH-H3PO4 1347.606 1347.711 116017 

 

Table B-9. MS2 ion series for Y2A: precursor @ 1445 m/z (pSer2 State) 

   
Y2A: precursor @ 1445 m/z (pSer2 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185 1088 --- 
  

S 3 272.1241 272.027 611 --- 
  

Y 4 435.1874 435.047 899 --- 
  

pS 5 602.1858 
  

504.2089 
  

P 6 699.2385 
  

601.2617 
  

T 7 800.2862 
  

702.3093 
  

S 8 887.3183 887.158 10234 789.3414 789.209 38281 

P 9 984.371 
  

886.3941 
  

S 10 1071.403 1071.285 4427 973.4262 
  

A 11 1142.44 
  

1044.463 
  

S 12 1229.472 1229.397 57854 1131.495 
  

P 13 1326.525 1326.547 1861 1228.548 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1358.551 
  

1260.574 
  

S 12 1261.498 1261.433 11444 1163.522 
  

Y 11 1174.466 1174.364 7515 1076.49 
  

pS 10 1011.403 1011.291 44615 913.4262 
  

P 9 844.4047 844.28 9106 --- 
  

T 8 747.3519 
  

--- 
  

S 7 646.3042 646.153 1905 --- 
  

P 6 559.2722 559.12 24005 --- 
  

S 5 462.2195 
  

--- 
  

A 4 375.1874 
  

--- 
  

S 3 304.1503 304.051 700 --- 
  

P 2 217.1183 217.046 714 --- 
  

T 1 120.0655 
  

--- 
  

  
Theoretical Observed Intensity 
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MH 1445.583 1445.591 41266 

MH-H3PO4 1347.606 1347.593 102530 

 

Table B-10. MS2 ion series for Y2A: precursor @ 1445 m/z (pSer5 State) 

   
Y2A: precursor @ 1445 m/z (pSer5 State) 

  

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185 1088 --- 
  

S 3 272.1241 272.027 611 --- 
  

Y 4 435.1874 435.047 899 --- 
  

S 5 522.2195 522.111 3931 --- 
  

P 6 619.2722 619.144 1569 --- 
  

T 7 720.3199 720.164 8678 --- 
  

pS 8 887.3183 887.158 10234 789.3414 789.209 38281 

P 9 984.371 
  

886.3941 
  

S 10 1071.403 1071.285 4427 973.4262 
  

A 11 1142.44 
  

1044.463 
  

S 12 1229.472 1229.397 57854 1131.495 
  

P 13 1326.525 1326.547 1861 1228.548 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1358.551 
  

1260.574 
  

S 12 1261.498 1261.433 11444 1163.522 
  

Y 11 1174.466 1174.364 7515 1076.49 
  

S 10 1011.403 1011.291 44615 913.4262 
  

P 9 924.371 924.251 88309 826.3941 826.27 9487 

T 8 827.3183 
  

729.3414 
  

pS 7 726.2706 726.114 8316 628.2937 628.162 4585 

P 6 559.2722 559.12 24005 --- 
  

S 5 462.2195 
  

--- 
  

A 4 375.1874 
  

--- 
  

S 3 304.1503 304.051 700 --- 
  

P 2 217.1183 217.046 714 --- 
  

T 1 120.0655 
  

--- 
  

  
Theoretical Observed Intensity 

MH 1445.583 1445.591 41266 
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MH-H3PO4 1347.606 1347.593 102530 

 

Table B-11. MS2 ion series for Y12A: precursor @ 1353 m/z (pSer2 State) 

   
Y12A: precursor @ 1353 m/z (pSer2 State) 

 

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 185.045 530 --- 
  

S 3 272.1241 272.024 1015 --- 
  

A 4 343.1612 343.059 5007 --- 
  

pS 5 510.1596 510.007 6487 412.1827 
  

P 6 607.2123 
  

509.2354 
  

T 7 708.26 708.082 20696 610.2831 
  

S 8 795.292 795.114 71455 697.3151 697.15 55287 

P 9 892.3448 892.24 3810 794.3679 
  

S 10 979.3768 979.236 15502 881.3999 881.257 5128 

A 11 1050.414 1050.259 63775 952.4371 952.314 25450 

S 12 1137.446 1137.365 111725 1039.469 1039.369 69679 

P 13 1234.499 1234.452 5676 1136.522 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1266.525 
  

1168.548 
  

S 12 1169.472 1169.41 22234 1071.495 1071.407 5326 

A 11 1082.44 1082.334 14412 984.4633 984.35 5010 

pS 10 1011.403 1011.285 52610 913.4262 913.293 13502 

P 9 844.4047 844.248 97699 --- 
  

T 8 747.3519 
  

--- 
  

S 7 646.3042 646.12 27299 --- 
  

P 6 559.2722 559.093 89800 --- 
  

S 5 462.2195 
  

--- 
  

A 4 375.1874 
  

--- 
  

S 3 304.1503 304.031 1415 --- 
  

P 2 217.1183 217.052 2651 --- 
  

T 1 120.0655 
  

--- 
  

  
Theoretical Observed Intensity 

MH 1353.557 1353.561 74204 

MH-H3PO4 1255.58 1255.575 219498 
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Table B-12. MS2 ion series for Y12A: precursor @ 1353 m/z (pSer5 State) 

   
Y12A: precursor @ 1353 m/z (pSer5 State) 

 

  
b 

  
b-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 1 --- 
  

--- 
  

P 2 185.0921 
  

--- 
  

S 3 272.1241 
  

--- 
  

A 4 343.1612 
  

--- 
  

S 5 430.1932 430.043 7509 --- 
  

P 6 527.246 527.052 1969 --- 
  

T 7 628.2937 628.122 29558 --- 
  

pS 8 795.292 795.114 71455 697.3151 697.15 55287 

P 9 892.3448 892.24 3810 794.3679 
  

S 10 979.3768 979.236 15502 881.3999 881.257 5128 

A 11 1050.414 1050.259 63775 952.4371 952.314 25450 

S 12 1137.446 1137.365 111725 1039.469 1039.369 69679 

P 13 1234.499 1234.452 5676 1136.522 
  

T 14 --- 
  

--- 
  

  
y 

  
y-H3PO4 

  

  
Theoretical Observed Intensity Theoretical Observed Intensity 

S 14 --- 
  

--- 
  

P 13 1266.525 
  

1168.548 
  

S 12 1169.472 1169.41 22234 1071.495 1071.407 5326 

A 11 1082.44 1082.334 14412 984.4633 984.35 5010 

S 10 1011.403 1011.285 52610 913.4262 913.293 13502 

P 9 924.371 924.23 108146 826.3941 826.25 27931 

T 8 827.3183 
  

729.3414 
  

pS 7 726.2706 726.1 28880 628.2937 
  

P 6 559.2722 559.093 89800 --- 
  

S 5 462.2195 
  

--- 
  

A 4 375.1874 
  

--- 
  

S 3 304.1503 
  

--- 
  

P 2 217.1183 
  

--- 
  

T 1 120.0655 
  

--- 
  

  
Theoretical Observed Intensity 

MH 1353.557 1353.561 74204 

MH-H3PO4 1255.58 1255.575 219498 
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