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ABSTRACT 

 

 Statistical learning is a fundamental component of language acquisition, yet to date, 

relatively few studies have examined whether these abilities differ in bilinguals, especially when 

the learning task presents multiple statistically independent distributions. Furthermore, extant 

work comparing monolinguals and bilinguals has been undertaken in a single statistical learning 

paradigm representing only one of many components of the process of language acquisition.  In 

this dissertation, we addressed these gaps in the statistical learning literature by comparing the 

performance of monolinguals and late-learning bilinguals in two types of cross-situational 

statistical learning (CSSL) tasks that contained multiple statistical distributions.  

 In Experiment 1, learners (English monolinguals, English-Spanish bilinguals, and 

Chinese-English bilinguals) were asked to form both one-to-one and two-to-one word-object 

mappings, and were tested at three points during training. All groups performed identically on 

one-to-one mappings, but bilinguals outperformed monolinguals on two-to-one mappings, 

acquiring these mappings both more quickly and proficiently. In Experiment 2, learners (English 

monolinguals and English-Spanish bilinguals) were asked to form one-to-one mappings and two-

to-one mappings that varied with respect to the amount of evidence supporting either side, and 

were tested at a single point after training. The average performance of monolinguals and 

bilinguals on both one-to-one and two-to-one mappings did not differ; however, bilinguals more 

frequently acquired both sides of two-to-one mappings when evidence for each side was equal, 

and also showed increased sensitivity to two-to-one mappings at lower thresholds of evidence. In 

Experiment 3, learners (English monolinguals and English-Spanish bilinguals) completed a 

speech segmentation task presenting multiple statistically distinct streams that differed in the 

degree to which their components (i.e., syllable inventories) overlapped. Here, we did not find a 
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difference in the ability of monolinguals to acquire multiple inputs or manage the degree of 

statistical interference between two inputs, but we did note a significant effect of degree of 

overlap on learning, so that greater overlap correlated with decreased learning. In accord with 

previous research, the results of these studies suggest that the fundamental ability to track the 

statistics of language input may not be affected by bilingualism. However, we found distinct 

advantages for bilinguals in the acquisition of multiple distributions, and that this effect is 

modulated by the type of statistical learning task presented to learners. Overall, our results 

suggest that bilingual experience may impact a learner’s response to variability in an input, and 

that the statistical learning mechanism may be comprised of multiple subcomponents that 

function and respond differently based on both a learner’s experience and task-specific demands. 
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Chapter 1: Introduction 

1.1  Statistical Learning 

 Language acquisition is arguably a process that relies on both experience independent and 

experience dependent mechanisms. That is, humans may be uniquely predisposed to acquire 

language by virtue of many cognitive and biological factors (Chomsky, 1965; Lenneberg, 

Chomsky, & Mark, 1967; Pinker, 1994; Wexler & Manzini, 1987). At the same time, humans 

undoubtedly require exposure to language for full acquisition, as it develops in limited form 

when exposure is severely limited or delayed, and learners acquire only the languages to which 

they are exposed (Lenneberg, 1967; Newport and Supalla, 1987; Mayberry & Lock, 2003). A 

prominent idea is that experience dependent acquisition may proceed via sensitivity to 

relationships between sounds or other elements of language input, as the reliability of such 

relationships (or lack thereof) may indirectly signal the presence of structure (Brent & 

Cartwright, 1996; Chomsky, 1955; Goodsitt, Morgan, & Kuhl, 1993; Harris, 1951; Hayes & 

Clark, 1970). Statistical learning (SL) has been proposed as an experience-dependent learning 

mechanism that facilitates the search for such structure by allowing a learner to implicitly track 

dependencies between events. Over time and with repeated exposure to stimuli, a statistical 

learner accrues knowledge about dependencies. Thus, within a brief stretch of experience, events 

that reliably co-occur can be acquired as units of a larger structure (e.g., sounds that form 

syllables, or syllables that are grouped into a word), while across many experiences, structures 

that frequently co-occur can be acquired as a coherent system (e.g., sounds and words that are 

grouped into a language). Evidence that learners can track dependencies between events has been 

found in both visual and auditory perception (Saffran, Aslin, & Newport, 1996; Fiser & Aslin, 

2001), for linguistic and non-linguistic units (Saffran, Johnson, & Aslin 1999; McMurray, 

Dennhardt, & Struck-Marcell, 2008), in both infants and adults (Saffran et al., 1996; Saffran, 
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Newport, Aslin, Tunick, & Barrueco, 1997; Saffran, Johnson, & Aslin, & Newport, 1999; 

Theissen & Saffran, 2003), and across species (e.g., Hauser, Newport, & Aslin, 2000; Newport, 

Hauser, Spaepen, & Aslin, 2006). Within the domain of language, statistical learning has been 

shown to facilitate the discovery of phoneme distributions (e.g., Maye, Weiss, & Aslin, 2008), 

speech segmentation (e.g., Saffran et al., 1996), word mapping (e.g., Yu & Smith, 2007) and 

syntactic patterns (e.g., Gomez & Gerken, 2000; Perfors, Tenenbaum, & Regier, 2006; Reeder, 

Newport, & Aslin; Meylan, Kurumada, Borschinger, Johnson & Frank, 2012). 

 Saffran, Newport, and Aslin (1996) carried out one of the first investigations of learners’ 

ability to find words in an artificial speech stream by tracking the co-occurrence statistics of 

basic units (e.g., syllables). Infant learners were exposed to nonce words concatenated into a 

continuous stream, in which the only cues marking word boundaries were adjacent transitional 

probabilities (TPs) between syllables (i.e., the probability that one syllable would transition to 

another divided by all occurrences of the initial syllable). Within a statistical word, each syllable 

perfectly co-occurred with the following syllable (i.e., the transitional probability between 

syllables was 100%). Because words were randomly concatenated (with the restriction that a 

given word could not follow itself), the transitional probability from the offset syllable of one 

word to the onset syllable of another was 33%. If learners could track these statistics, they would 

be able to distinguish words as units of input over which transitional probabilities were high (i.e., 

where predictions about upcoming elements could be accurately formed), and word boundaries 

as points where transitional probabilities were low (i.e, where the accuracy of predictions about 

upcoming elements were far less predictable). In a test pitting words from the stream against 

non-words (groupings of three syllables present in the stream that had never co-occurred and 

whose internal TPs were thus 0) and part-words (groupings of three syllables that had co-
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occurred in the steam but spanned a word boundary and thus contained a dip in their internal 

TPs), learners reliably endorsed words over both non-words and part-words. Thus, the authors 

concluded that statistical learning was a plausible mechanism for solving the early challenges 

posed by speech segmentation. Subsequent studies have extended these findings to some non-

adjacent dependencies (Creel, Newport, & Aslin, 2004; Newport & Aslin, 2004; Gebhart, Aslin, 

& Newport, 2009) and have attempted to address whether this mechanism can scale to real-world 

language learning environments. For example, statistical learning can operate on stimuli drawn 

from actual human languages (in which TPs are less exaggerated relative to typical artificial 

speech streams; Thiessen, Hill, & Saffran, 2005; Pelucchi, Hay, & Saffran, 2009), as well as in 

environments containing a greater number of words, variation in the number of syllables each 

word contains, and across Zipfian word frequency distributions (Kurumada, Meylan, & Frank, 

2010; Frank, Tenenbaum & Gibson, 2013; but see Johnson & Tyler, 2010 for evidence to the 

contrary), confirming the plausibility of statistical learning as a vital learning mechanism for 

language acquisition.. 

1.2  Learning, Variability and Bilingualism 

To date, a majority of SL studies have investigated the performance of monolingual 

learners with stimuli that contain a single distribution. Yet, more than half of the world is 

multilingual (Grosjean & Li, 2013) and their language input is thus derived from two or more 

underlying distributions. Consequently, there is a pressing need to understand how bilinguals 

may differ from monolinguals in statistical learning, and how these differences may interact with 

the number of statistical distributions, as well as the degree of statistical variability, present in 

the input. 

 The need to address bilingual performance in statistical learning can be viewed as part of 
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a larger research agenda to understand the cognitive consequences of bilingualism (Bialystok & 

Martin, 2004; Prior & MacWhinney, 2010; Kroll & Bialystok, 2013). The results of several 

recent studies indicate that bilinguals may have advantages relative to monolinguals in areas 

such as executive function (e.g., inhibiting, updating, switching) and conflict monitoring 

(Bialystok, Craik, Klein, & Viswanathan, 2004; Bialystok, 2009; Hernandez, 2013; Costa & 

Sebastian-Galles, 2014; Li, 2014). Additionally, a number of studies demonstrate that bilingual 

experience is correlated with differences in brain function and structure, and suggest that these 

changes can occur rapidly (i.e., on the order of days) and with little experience (Petitto, Berens, 

Kovelman, Dubins, Jasinka, & Shalinsky, 2012; Schlegel, Rudelson, & Tse, 2012; Martensson et 

al.,2012; for a review, see Li, Legault, & Litcofsky, 2014). The effect of bilingualism on 

cognition appears to benefit bilinguals of all ages and levels of proficiency, from early balanced 

bilinguals to late learning and L1 dominant bilinguals (Bialystok, 1986; Galambos & Goldin-

Meadows, 1990; Hilchey & Klein, 2011; Tao et al., 2011; Schroeder & Marian, 2012). 

 Accordingly, a growing body of work has begun to compare the performance of 

monolinguals and bilinguals across a range of learning tasks to determine how these cognitive 

differences influence learning outcomes, especially in learning conditions that provide 

“bilingual-like” input (i.e., multiple inputs; Kovacs & Mehler, 2008; Byers-Heinlein & Werker, 

2009; Bartolotti, Marian, Schroeder, & Shook, 2011; Yim & Rudoy, 2013; Bulgarelli & Weiss, 

2016). For example, Kovacs and Mehler (2008) familiarized monolingual and bilingual infant 

learners to two rule-bound patterns (instantiated as auditory stimuli), each of which was 

associated with a different location for presentation of a visual reward. Monolingual infants were 

able to learn only one association between pattern and reward location, whereas bilingual infants 

learned both associations (however, monolinguals did acquire both patterns when provided with 
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a contextual cue). In the domain of word learning, Byers-Heinlein and Werker (2009) conducted 

a fast-mapping experiment (in which learners were exposed to trials containing a single word-

object pair) investigating whether mutual exclusivity (i.e., the expectation that words and objects 

form exclusive 1:1 mappings) differed as a function of language experience. They found that 

bilingual and trilingual infants were more likely to violate mutual exclusivity than their 

monolingual counterparts, an effect corroborated in Houston-Price, Calorghiris, and Raviglione 

(2010). Although mutual exclusivity has been proposed as an important word learning constraint 

(which effectively limits the number of possible mappings in a given learning environment), 

these results suggest that the development of mutual exclusivity may depend on the type of input 

a learner receives, in accordance with the modeling results of McMurray, Horst and Samuelson 

(2012; discussed in greater detail below). When the input largely contains mappings that are 

mutually exclusive, it follows that learners may assume that most or all mappings will follow 

suit. When the input contains many violations of mutual exclusivity, learners may discard mutual 

exclusivity or implement the constraint in more judicious form in new learning environments.  

Although the empirical results mentioned above indicate that bilinguals may approach 

learning tasks with different assumptions about the types of input they will encounter, several 

studies directly comparing monolinguals and bilinguals have reported conflicting evidence of 

differences in statistical learning between monolinguals and bilinguals. Yim and Rudoy (2013) 

compared monolinguals and bilinguals (between 5 and 13 years of age) in both visual and 

auditory statistical learning tasks, and found no evidence that the groups differed in terms of 

success, nor that learning varied as a function of age. Bogulski (2013) tested English 

monolinguals and Spanish-English bilinguals in the paradigm of Gebhart et al. (2009), and found 

that bilinguals’ performance was equivalent to monolinguals’ in conditions containing a single 
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language as well as multiple languages. Bartolotti, Marian, Schroeder, and Shook (2011) tested 

statistical learning in monolinguals and bilinguals using Morse code in conditions of low within 

language interference (in which certain cues were reliably aligned with word boundaries) and 

high within language interference (in which a set of cues conflicted with respect to signaling 

word boundaries). In the low-interference condition, bilinguals showed a segmentation 

advantage relative to monolinguals. This advantage disappeared, however, in the high 

interference condition, where the authors noted that inhibitory control was a better predictor of 

performance. This was an unexpected result in light of much research indicating that bilinguals 

may show advantages in certain areas of cognitive control that relate to inhibition and conflict 

resolution (e.g., Bialystok, 1999; Costa, Hernández, & Sebastián-Gallés, 2008). Wang and 

Saffran (2014) found that adult bilingual learners were advantaged relative to monolinguals 

when tracking an artificial speech stream that contained both predictive syllabic transitional 

probabilities and tonal cues to word boundaries. The authors attribute bilinguals’ increased 

performance indirectly to bilingualism, suggesting that bilinguals’ improved phonological 

working memory, application of different cue weighting strategies, and improved inhibitory 

control may have been driving the effect (see Service, Simola, Metsänheimo, & Maury, 2002; 

Majerus, Poncelet, van der Linden, & Weekes, 2008; Toro, Sebastian-Galles, & Mattys, 2009; 

Tyler & Cutler, 2009; Bialystok, 1999; Costa, Hernandez, & Sebastian-Galles, 2008). Finally, 

Nation and McLaughlin (1986) found a bilingual advantage for implicit learning using an 

artificial grammar-learning task, reporting that multilingual learners were better at acquiring the 

grammar when they did not explicitly attend to the rules (there was no advantage when they did).  

In sum, the results in the literature to date do not seem to converge on a firm conclusion 

regarding how bilingual experience influences statistical learning, nor is there a principled 
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account regarding the types of inputs that elicit performance differences between monolinguals 

and bilinguals. 

Given the variability in these results, along with the findings of Experiment 1 (see 

below), we have advanced a hypothesis that seems to synthesize these studies.  We have 

proposed that bilingualism does not enhance the basic cognitive mechanisms involved in 

tracking statistical relationships from the input. Rather, the increased variability encountered by 

bilinguals, both from within individual languages, as well cross-linguistically, may 

fundamentally alter the assumptions regarding the number of causal models that generate newly 

encountered patterns. This hypothesis may accord with the recently proposed extraction and 

integration framework for statistical learning (Theissen, Kronstein, & Hufnagel, 2013). In this 

framework, statistical learning is composed of two different but related processes. Extraction is 

the binding together of smaller chunks of an input through attention to conditional probabilities, 

while integration is processing across these chunks to assess central tendency or distributional  

properties. One application of this framework to the question of how monolinguals and 

bilinguals may differ in statistical learning works as follows: while these groups may not differ 

in their ability to extract chunks from an input (i.e., perform the basic task of statistical learning) 

bilinguals may have an integration advantage, such that they are better able to determine the 

higher-level properties of individual inputs and similarities between multiple inputs (Erickson & 

Thiessen, 2015). 

The learning to learn framework of behavioral learning asserts that exposure to frequent 

variability in rules or structure may change the way a learner approaches the task of learning. 

Several studies demonstrate that learners (typically rats) are able to adapt quickly to frequent 

reversals in reward rates associated with specific actions (e.g., pushing one of several levers) 
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(Krechevsky, 1932; Dufort, Gutman, & Kimble, 1954; Gallistel et al., 2001). Learners have been 

shown to achieve single error reversal proficiency (i.e., adaptation to a change in reward rate 

with only a single exposure to the changed rate) within ten such reversals (Williams, 1968). 

These results, found across a number of species, suggest that experience with frequent variability 

in the underlying reward structure of an environment influences the rate at which subsequent 

variability in structure is accommodated. In a direct test of this hypothesis, Gallistel et al. (2001) 

exposed rats to input containing frequent reversals of reward rates as well as long periods of rule 

stability. Their findings confirmed the above hypothesis: animals that had recently experienced 

frequent change more quickly accommodated new changes relative to animals that had recently 

experienced a period of rule stability. These findings have been thought to reflect basic tenets of 

learning and thus can be extended to human learners as well. Fine, Jaeger, Farmer, & Qian 

(2013), for instance, showed that learners’ syntactic processing rapidly accommodates variability 

when they are frequently exposed to sentences containing syntactic ambiguities. The opposite 

was also true. When learners did not frequently encounter such ambiguities, they had difficulty 

accommodating unexpected syntactic structures. Frequent exposure to two languages, as well as 

the need to manage competition arising from nonselective activation (i.e., the idea that both of a 

bilingual’s languages are always active and competing for selection; De Groot, Delmaar, & 

Lupker, 2000; Van Hell & Dijkstra, 2002; Dijkstra, 2003; Kroll & Dijkstra, 2000), may also 

work to bias a learner toward the expectation of non-uniform inputs. Accordingly, this may allow 

the learner to more readily view variability as a change in structure. In sum, the critical 

difference between monolinguals and bilinguals may be in the assumptions of how many causal 

models underlie the surface (i.e., observed) statistics. This hypothesis predicts monolinguals and 

bilinguals will perform identically in the basic task of tracking statistics, but the groups may 
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differ with respect to how they treat variability in the input. Specifically, monolinguals may be 

more likely to assume the relationships in their input to arise from a single causal model, 

whereas bilinguals may have an increased expectation that encountering new structure and thus 

greater openness to finding and interpreting variability (i.e., resolving conflicts in the statistics) 

as arising from changes to the causal model itself.  

The desirable difficulty framework suggests that difficulties in learning and costs placed 

on processing may actually provide benefits to learners rather than hindering them. Findings 

from a number of studies (see below) provide evidence that responding to difficulty engages the 

processes that support learning (Bjork & Kroll, 2015). Examples of such difficulties include 

variability in training conditions, mixed training blocks, the distribution of training and testing 

across several periods rather than massed training and testing, and the use of tests and explicit 

feedback to assess learning rather than restudying (Cepeda, Pashler, Vul, Wixted, & Rohrer, 

2006; Dempster, 1996; Glenberg, 1979; Hintzman, 1974; Melton, 1970; Soderstrom & Bjork 

2015; Kerr & Booth, 1978). In relation to bilingualism, these findings are suggestive of the 

mechanisms by which bilinguals show advantages compared to monolinguals across a variety of 

cognitive tasks. Specifically, the literature on bilingualism demonstrates that each of a bilingual’s 

languages is always active and competing in processes of comprehension and production, 

necessitating constant regulation of the languages and resolution of any conflicts that arise (e.g., 

Abutalebi et al., 2012; Kroll, Dussias, Bogulski, & Valdes-Kroff, 2012; Gold, Kim, Johnson, 

Kriscio, & Smith, 2013). Additionally, for the majority of bilinguals who are unbalanced, 

processing in the L2 requires effortful suppression of the dominant language. Bilingualism thus 

results in a state of constant difficulty for the learner, which may provide domain general 

benefits to cognition, especially in areas related to executive function, as noted above (Abutalebi 
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et al, 2012; Kroll, Bobb, & Hoshino, 2014). Statistical learning has been shown to recruit 

resources related to executive function such as inhibitory control, ambiguity resolution, and 

working memory (Bartolotti & Marian, 2012; Umemoto, Scolari, Vogel, & Awh, 2010). As 

such, it follows that bilingualism itself may influence outcomes in statistical learning tasks. 

1.3  Statistical Learning of Multiple Inputs 

A growing body of SL research has begun to investigate how learners accommodate 

structural variability, given that real-world learning environments are typically variable (Qian, 

Jaeger, & Aslin, 2012). Outside the domain of language, for instance, patterns of traffic in a 

restaurant or cafeteria may change in relation to the time of day (i.e., breakfast, lunch, and dinner 

traffic) or time of year (i.e., seasonal demand for specific items), such that successfully learning 

the relationships depends on correctly determining and accommodating the points of transition 

between the underlying causal models (Qian et al., 2012). Because inputs unfold incrementally, 

quickly orienting to the emergence of a new input is an essential step in the process of learning. 

That is, failure to notice a transition may result in learners collapsing together patterns of inputs 

that are structurally incongruent, which may have deleterious effects on overall learning (French, 

1999; Weiss et al., 2009, 2010; Qian et al., 2012). Within the domain of language, understanding 

how learners accommodate variability is particularly important in the case of bilinguals, who 

face a number of unique challenges such as acquiring the rules and perceptual patterns of two 

languages and forming distinct language representations despite receiving less input overall in 

each language relative to monolinguals (Weiss, Poepsel, & Gerfen, 2015; Gollan, Montoya, 

Cera, & Sandoval, 2008).    

Several recent SL studies have begun to investigate how learning proceeds in tasks 

presenting multiple underlying inputs. These studies provide a foothold for understanding how 
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learners accommodate multilingual input. Gebhart, Aslin, and Newport (2009) exposed adult 

learners sequentially to two artificial language streams with no pause between the streams, and 

with transitional probabilities as the only cue to underlying structure. When the two streams were 

presented in the same voice, learners showed a primacy effect, performing above chance at test 

on only the first of the two streams to which they had been familiarized. When the duration of 

the second stream was tripled relative to the first, and also when the two streams were 

differentiated with an explicit contextual cue (i.e., a pause as well as explicit mention of the 

presence of a second stream), learners were able to perform above chance at test on both streams. 

Weiss, Gerfen, and Mitchel (2009) presented learners with two artificial speech streams that 

were interleaved in twelve two-minute segments. When the statistics of each language were 

congruent, such that word boundaries were clearly marked by dips in TPs, both streams were 

learnable regardless of whether or not the streams were differentiated by a contextual cue (i.e., a 

change in speaker voice). However, when the statistics of each language were incongruent, such 

that combining their statistics increased statistical noise, the languages were only learnable when 

differentiated by a contextual cue. Franco, Cleeremans, and Destrebecqz (2011) also presented 

learners with two sequential artificial languages that fully shared a syllable inventory, finding 

that while both languages were learned above chance, learners still showed a significant primacy 

effect. The authors concluded that sequential learning of inputs was possible, but that shared 

syllabic structure may make learning of the second language more difficult after learning of the 

first. Mitchel and Weiss (2010), used the incongruent languages from Weiss et al. (2009) to 

demonstrate that visual contextual cues could also facilitate the acquisition of multiple structures. 

Learners were familiarized to each language while simultaneously watching a visual display of a 

talking face. When the same face was presented with each stream, the languages were 
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unlearnable; however, when a different face was synchronized to each stream, both were learned 

above chance. In another statistical learning paradigm, Conway and Christiansen (2006) 

familiarized learners to either visual or auditory sequences generated from two separate 

grammars. When both grammars from a single domain (either auditory or visual) were 

instantiated in, for instance, shape sequences or tone sequences, learners only acquired 

sensitivity to the first of the two grammars. When the grammars within a domain were 

instantiated with distinct element sets (i.e., Visual Grammar 1 presented as a sequence of shapes, 

Visual Grammar 2 presented as a sequence of colors; Auditory Grammar 1 presented as a 

sequence of tones, Auditory Grammar 2 presented as a sequence of nonce words), learners were 

able to acquire both grammatical patterns.  

The results of these studies suggest that success in the learning of multiple structures 

depends on a number of task-specific factors. As in Weiss et al., (2009), when structures are 

statistically congruent, learners are able to acquire both above the level of chance. When 

statistics are incongruent, however, learners may require additional information in order to 

determine that the underlying structure has changed (Weiss et al., 2009; Gebhart et al., 2009; 

Mitchel & Weiss, 2010), especially in the case that a learner has received extended exposure to 

the first structure and, consequently, reduced their attention to the input (e.g., Bulgarelli & 

Weiss, 2016). Notably, this additional information can take the form of more exposure to a 

second structure (Gebhart et al., 2009) or the addition of contextual cues that reliably mark and 

differentiate each structure (Gebhart et al., 2009; Weiss et al., 2009), such that learners redirect 

their attention to the point of transition and begin sampling the available structure again 

(Eramudugolla, Irvine, McAnally, Martin, & Mattingley, 2005; Qian et al., 2012). A number of 

other statistical learning studies demonstrate that in the absence of attention to an input, learning 
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does not occur (Toro, Sinnett & Soto Faraco, 2005; Turk-Browne et al., 2005; but see Saffran, 

Aslin, Newport, Tunick, & Barreuco, 1997 for evidence to the contrary), providing additional 

support for the notion that once attention to an input has waned, a learner who is not expecting a 

structural change may interpret any variability as arising from within their initial representation 

of the input (Qian et al., 2012). This pattern of entrenchment in a first representation may 

continue until the learner notices the change in the underlying structure via the means discussed 

above. Alternatively, rapidly transitioning to a second structure following robust learning of the 

first can attenuate entrenchment effects (Bulgarelli & Weiss, 2016). This suggests that 

overlearning one structure may have detrimental effects on subsequent learning, perhaps by 

implicitly cueing the expectation of a statistically stable learning environment.  

As noted above, many studies of both animals and humans suggest that the experience of 

frequent transitions between structures has different effects on a learner compared to periods of 

structural stability (Gallistel et al., 2001; Fine et al., 2010). The findings of Zinszer and Weiss 

(2014) further corroborate this phenomenon in the domain of SL. Using the stimuli of Gebhart et 

al. (2009), learners were exposed to multiple artificial languages in sequence. When there was 

only one transition between the languages, the authors replicated the primacy effect of Gebhart et 

al., (2009). In subsequent conditions that contained multiple transitions between languages, the 

authors found that learners were able to acquire both inputs. Further evidence for the assertion 

that the degree of variability in an input can serve to highlight stable structure comes from 

Gomez (2002) who exposed learners to three element sequences in which the dependency was 

between the first and third elements (i.e., a non-adjacent dependency).  She found that when the 

number of intervening elements between first and last positions was large, learning of the non-

adjacent dependencies was facilitated relative to fewer intervening elements. Thus, the 
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uncorrelated nature of the intervening element served as a cue to learners regarding where 

structure was located. Taken together, the results across these SL paradigms suggest that 

variability in an input, instantiated in many different ways, may serve to highlight stable 

relationships, as well as facilitate change in the way that learners interpret the underlying 

structure of the input. 

1.4  Cross-Situational Word Learning 

The discussion of statistical learning to this point has focused largely on the tracking of 

statistics within speech segmentation tasks. Yet, during the course of language acquisition, many 

types of statistics are informative. One area of interest is word learning, as solving the word-

world mapping problem is challenging since a given word can theoretically be mapped to any 

object, concept or place (Quine, 1960). Further, learners confront significant variability in 

mappings in both monolingual (e.g., homophones and homographs) and bilingual environments 

(e.g., translation equivalents and interlingual homographs). Among many other strategies, it has 

been proposed that learners may be aided in solving the mapping problem by a form of statistical 

learning in which they track the co-occurrence of words and objects across many different 

environments (Siskind, 1996; Yu & Smith, 2007;  Smith & Yu, 2008; Vlach & Sandhofer, 2014). 

In the cross-situational statistical word learning (CSSL) paradigm, learners are typically 

exposed to scenes in which arrays of objects are displayed and a corresponding number of labels 

are played (Yu & Smith, 2007). Words and objects are paired such that whenever an object is 

displayed in a scene, its label is also presented. Within any given scene, however, there is local 

mapping ambiguity. Words are presented in a random order with respect to the location of 

objects on the screen, and therefore learners cannot be sure which objects and words form 

discrete pairs. Across many scenes, though, the same words and objects co-occur reliably and 



 
 

15 
 

frequently while spurious co-occurrences are unreliable and infrequent.  A learner who tracks co-

occurrence statistics across scenes is thus able to discover the stable word-object pairings. To 

date, many studies using the CSSL paradigm have found successful learning for both infants and 

adults (Yu & Smith, 2007; Smith & Yu, 2008; Fazly, Alishahi, & Stevensen, 2010; Fitneva & 

Christiansen, 2011; Kachergis, Yu & Shiffrin, 2009). 

Although learners arguably use this form of statistical learning to map words to objects 

(for another proposal of word learning, see Medina, Snedeker, Trueswell, & Gleitman, 2011; 

also discussed in greater detail below), there are numerous other strategies that can be applied in 

tandem to reduce the complexity of the mapping problem. For example, learners may be 

influenced by a preference for labeling whole-objects (Markman, 1991), by social-pragmatic 

constraints (e.g., Baron-Cohen, 1995; Clark, 1987; Diesendruck & Markson, 2001; Tomasello & 

Barton, 1994), and by a preference for assigning novel labels to novel objects, termed “mutual 

exclusivity” (Markman & Wachtel, 1988). The mutual exclusivity (ME) constraint, at least 

conceptually, may bear some similarity to primacy effects found in the speech segmentation 

studies; specifically, once learners have formed a first association between a word and an object, 

evidence for secondary mappings between that word and other objects (and vice versa) may not 

lead to the formation of new, or multiple, mappings. This, in fact, is the result found in Ichinco, 

Frank, and Saxe (2008; and subsequently replicated in Poepsel, Gerfen, & Weiss, 2012; Poepsel 

& Weiss, 2014); learners were familiarized first to one set of word-object mappings, and in a 

second learning phase, a subset of these words and objects were given new mappings. 

Performance on these new mappings was not significantly above chance. Using a similar 

paradigm, Poepsel et al., (2012) probed the influence of contextual cues on statistical word 

learning. As in Ichinco et al., (2008), when the two learning phases were presented in the same 
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voice (and otherwise undifferentiated), acquisition of the secondary mappings was blocked. 

However, when contextual cues were added, such that the voice in which each familiarization 

was presented varied, learners were significantly better at forming two-to-one mappings. This 

result accords with findings from the SL literature, in which changes in voice and other 

contextual cues allow learners to overcome the primacy bias and acquire a second input after 

exposure to a first (Gebhart et al., 2009; Weiss et al., 2009).  

Interestingly, Yurovsky, Yu, and Smith (2013) demonstrated that when learners are 

exposed to both single and multiple mappings within a single CSSL learning phase, they are able 

to acquire both mapping types. Further, Yurovsky et al., (2013) showed that when initially 

presented with a mixture of mappings that either conform to or violate mutual exclusivity, 

learners may relax their reliance on ME in order to acquire all available mappings. However, 

when learners are familiarized only to mutually exclusive mappings, they may preferentially 

apply mutual exclusivity even in situations where multiple mappings are available. This suggests 

that the amount of mapping variability in the input may influence how learners approach the 

mapping problem. This logic may extend to bilingualism. That is, this finding is consistent with 

fast mapping and modeling studies showing that bilinguals, in comparison to monolinguals, rely 

less on the assumption of mutual exclusivity in the context of many-to-one word mappings 

(Kachergis et al., 2009; Byers-Heinlein & Werker, 2009; Houston-Price et al., 2010). As noted 

above, fast-mapping studies, have demonstrated that the application of mutual exclusivity (i.e., 

the expectation that words and objects form exclusive 1:1 mappings) differs as a function of 

language experience (Byers-Heinlein and Werker, 2009; Houston-Price et al.,2010). In a 

comparison of infant monolinguals, bilinguals and trilinguals, multilinguals were less bound by 

mutual exclusivity than monolinguals, and trilinguals were less reliant on ME than bilinguals 
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(Byers-Heinlein and Werker, 2009).  This demonstrates that language experience influences 

learning in a rather straightforward way; greater experience with multiple languages results in 

less reliance on a constraint that arguably could hinder acquisition. Together, these findings 

support the hypothesis, in accordance with the learning principles from both the learning to learn 

and desirable difficulty literature, that individuals who have different experiences with variability 

(such as monolinguals and bilinguals) may show differences in performance when periods of 

structural stability in a learning environment are followed abruptly (and without cues) by periods 

of structural variability. 

1.5  The Current Investigation 

While studies of statistical learning have largely focused on monolinguals’ sensitivity to 

stable relationships in the input, the research summarized above suggests that learners may vary 

in their performance as a function of language experience. The evidence seems to indicate that 

learners who frequently encounter variability, such as bilinguals, demonstrate processing 

differences across a range of cognitive tasks relative monolinguals. Thus, bilinguals may be 

better positioned to take advantage of variability that is correlated with structural changes in SL 

tasks. Nonetheless, the existing SL studies comparing monolinguals and bilinguals have a 

number of limitations that may contribute to the mixed outcomes from the previous studies 

reviewed above. This dissertation aims to address a number of these limitations and provide new 

evidence regarding how bilingual experience influences learning in SL tasks.  

One limitation of the previous research is that the effect of bilingualism on SL has only 

been investigated within a single paradigm (segmentation of a streaming input; e.g., Yim and 

Rudoy, 2013; Bartolotti, et al., 2011; Wang & Saffran, 2014). Yet, as noted, SL plays a role in 

learning at many levels of acquisition, and the learning demands are far from uniform.  
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Consequently, there have been several recent attempts at providing models of SL that posit 

multiple, partially overlapping cognitive functions (Hsu & Bishop, 2011; Erickson & Thiessen, 

2015, Frost et al., 2015). The extraction and integration model (described in detail above), for 

instance, proposes that SL is composed of two processes: the ability to track conditional statistics 

and form coherent chunks (extraction), and the ability to perform analyses across all of the 

extracted chunks and deduce distributional properties (integration; e.g., Thiessen and Erickson., 

2013; Erickson & Thiessen, 2015). Speech segmentation tasks are characterized primarily as 

extraction tasks (Thiessen & Erickson, 2013), while cross-situational word learning tasks are 

characterized as integration tasks (in that learning requires the tracking and merging of 

information across multiple scenes – Erickson & Thiessen, 2015). The comparison of 

monolinguals and bilinguals in these tasks, which may differ in the cognitive processes they 

entail, provides an opportunity to test such models, and to determine if bilingualism differentially 

affects the processes underlying SL. 

A second limitation of previous studies is that a majority present only a single input 

distribution to learners. Although the SL mechanism and its deployment may vary slightly 

between learners (e.g., Frost et al., 2015), there is little theoretical support for the claim that the 

learning of a single input, which is a task faced by all learners, should vary based on bilingual 

experience. Since even late bilinguals face are faced with the challenge of resolving additional 

ambiguity in their learning environments (such as multiple mappings corresponding to the labels 

generated by each language, or keeping track of how sounds pattern across languages, and so 

inferring the most salient cues to word boundaries in an L2), we hypothesize that this may 

influence their statistical learning abilities when the input affords the opportunity to form 

multiple statistical mappings. As a result of their experience encountering and accommodating 
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variability, bilinguals may be more likely to assume that there are multiple causal models 

generating the surface statistics in a given situation, and so learning in such situations may be 

facilitated. 

Consequently, the goal of the present dissertation is to compare monolingual and 

bilingual learners across multiple types of statistical learning tasks that present multiple inputs to 

learners. Specifically, in Experiments 1 and 2, we extend this work to cross-situational statistical 

word learning tasks, in which monolinguals and bilinguals have never been compared (even in 

the case of learning single mappings). Further, in Experiment 3, weadopt this approach with a 

speech segmentation task, augmenting and extending the few existing comparisons of these 

groups in the task of acquiring multiple inputs. Thus, within the context of both word mapping 

and speech segmentation tasks, this series of experiments (outlined below) can begin to test a 

specific prediction: that differences in the performance of monolinguals and bilinguals in 

statistical learning tasks may arise in more variable environments that contain multiple 

statistically distinct distributions. As noted above, this prediction of differences is also 

directional, such that we expect the cognitive consequences of bilingualism to result in improved 

performance for bilinguals when tasked with acquiring multiple inputs in variable learning 

environments. Further, recent work supports the hypothesis that statistical learning may have 

modality specific constraints (e.g., Frost et al., 2015), as well as recruiting different cognitive 

resources based on the specific task (e.g., Hsu & Bishop, 2011). Thus, by investigating two types 

of statistical learning tasks, an additional question that this dissertation can address is whether 

there is consistency across tasks in the manifestation of learning differences across monolinguals 

and bilinguals 

An important consideration for testing the hypothesis outlined above is the type of 
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bilinguals that will be compared to monolinguals. To date, a majority of studies comparing 

monolinguals to bilinguals have focused on early and high proficiency bilinguals (Kovacs & 

Mehler, 2008; Bartolotti et al. 2011; Yim & Rudoy, 2013; Nation & McLaughlin, 1986; 

Bogulski, 2013; Kalia, Wilbourn, & Ghio, 2014). As the results of several studies mentioned 

above suggest, the input that early bilinguals receive may alter the types of learning strategies 

they employ (e.g., early bilingualism may slow or inhibit the development of mutual 

exclusivity), such that comparing early bilinguals to monolinguals may introduce a number of 

confounds in relation to causation (e.g., Linck, Kroll, & Sunderman, 2009; Luk, De Sa, & 

Bialystok, 2011; Hernandez, Hoffman, & Kotz, 2007; Hull & Vaid, 2007; Mechelli et al., 2004). 

For instance, Hull & Vaid (2007) presents a meta-analysis of brain lateralization studies showing  

that early vs late bilinguals show different patterns of brain activation in response to a variety of 

behavioral tasks, suggesting that these two groups of learners may engage in fundamentally 

different processing to achieve similar ends. Mechelli et al. (2004) provides additional evidence 

that age of acquisition has differential effects on brain structure and function, showing that early 

vs late learners have a greater degree of structural reorganization (i.e., changes in grey matter 

density) in language-related brain regions (e.g., left inferior parietal cortex). Late learners, whose 

early developmental experiences mirror those of monolinguals, may provide a more rigorous test 

of whether bilingualism influences how learners approach multiple inputs in an SL task, 

specifically addressing the question of whether the process of becoming bilingual engenders 

differences in cognition at any age or level of experience (e.g., Pelham & Abrams, 2013). 

Consequently, this dissertation aims to examine the influence of bilingualism on statistical 

learning by comparing late learning and less proficient bilinguals to monolinguals across a range 

of statistical learning tasks. 
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This dissertation comprises three sets of experiments comparing monolinguals and 

bilinguals on different aspects of statistical learning in the context of multiple inputs. Experiment 

1 explores the prediction that bilinguals should be faster to identify the presence of multiple 

mappings in a cross-situational statistical word learning task. Several recent studies of word 

learning examine learning in environments that contain multiple mappings (Ichinco et al., 2008; 

Poepsel et al., 2012; Yurovsky et al., 2013); however, the insights from these studies come only 

from samples of monolingual speakers, and probe learning at only a single point (after the 

familiarization period has been completed). Thus, in Experiment 1, I advance the word learning 

literature by comparing monolingual and bilingual learners in a cross-situational statistical word 

learning task that presents both stable (one-to-one) and variable (two-to-one) mappings to 

learners. An additional difference between this task and the extant literature on cross-situational 

learning is that performance is probed at three different points in time. This feature of the 

experiment allows for a more nuanced investigation of how the formation of multiple mappings 

unfolds over time, as well as a more precise account of how previous language experience 

influences the trajectory of learning for such mappings.  

Experiments 2 asks whether bilinguals show greater sensitivity to weak or noisy evidence 

for the presence of multiple inputs relative to monolinguals. Real-world learning environments 

typically present learners with variability in the amount of evidence for a given structure or 

relationship. Yet, cross-situational statistical word learning studies (e.g.,Yu and Smith, 2007), 

typically do not represent such variability (all mappings, both 1:1 and 2:1, are presented an equal 

number of times across trials, and critically, each side of a 2:1 mapping has equal supporting 

evidence; e.g., Yurvosky et al., 2013; Ichinco et al., 2008; Poepsel, Gerfen, & Weiss, 2012). In 

Experiment 2, I investigate how variability in the amount of evidence that learners encounter for 
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many-to-one word mappings (i.e., unequal evidence for each side of a 2:1 mapping, such that 

some mappings are high strength and some are low strength) influences learning. To date, this 

manipulation has only been implemented in a fast-mapping paradigm (e.g., Vouloumanos, 2008). 

Experiment 2 will thus contribute to an understanding of how statistical learners accommodate 

mapping variability that more reflective of the unbalanced input learners receive in real-world 

learning environments. I also investigate how the learning of mappings that vary in strength 

interacts with previous language experience. Specifically, I ask how bilingual experience 

modulates the threshold of evidence required for acquisition of two-to-one mappings, with the 

prediction (on the basis of the results of Experiment 1) that bilingual learners should outperform 

monolinguals on low strength many-to-one mappings as a result of their greater experience 

accommodating variability in language learning.  

Experiment 3 aims to fill a number of existing gaps in the auditory statistical learning 

literature. First, in multi-stream speech segmentation experiments, the degree to which languages 

overlap in their sound inventories (and accordingly how congruent or incongruent the combined 

statistics of the language are) varies unsystematically across studies. Given that many studies on 

multi-stream learning to date use the stimuli of Gebhart et al. (2009) that overlap by 50% in their 

syllable inventory, and that other studies containing multiple inputs do not systematically vary 

the degree of overlap, a question about how the degree of language overlap influences learning in 

such paradigms logically arises. In Experiment 3, therefore, I vary the degree of overlap between 

languages from 0% of their syllabic inventory to 100% in steps of 25% in order to investigate 

how variability in the degree of similarity of two languages in a speech segmentation task 

influences learning outcomes. At low levels of overlap (0%, in which the two languages do not 

share any syllables), detecting a transition may pose a lesser challenge to learners (since the 
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change in phonetic inventories itself becomes a cue to the change in structure), while at high 

levels of overlap transitions should be more difficult to detect, as transitional probabilities 

collapsed across languages may become considerably noisy (i.e., if statistics are combined across 

languages, within and between word transitional probabilities will converge and become less 

informative with respect to the location of potential word boundaries). This manipulation will 

critically contribute to an understanding of how similarity between languages, as well as 

statistical congruence and incongruence, influences the degree to which learners are able to 

acquire sequential inputs. Experiment 3 will also investigate whether bilingualism modulates a 

learner’s response to language overlap and statistical incongruence at higher levels of overlap, 

with the prediction that bilingual leaners, as a result of increased expectation of changes between 

inputs and improved conflict resolution, should find the noisier statistics less difficult to 

accommodate. Although SL studies comparing monolinguals’ and bilinguals’ learning of 

multiple inputs have reported mixed effects to date (see below), Experiment 3 represents the first 

auditory SL study that carefully controls how sequentially presented languages overlap, and so 

may be better suited to capturing variability in learning between monolinguals and bilinguals.  
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Chapter 2:  The Influence of Bilingualism on Cross-Situational Learning of Multiple 

Inputs 

Statistical learning can be described as the process of detecting structure by monitoring 

distributional information available in the sensory input. For the past two decades, research on 

statistical learning has had a dramatic impact on our understanding of language acquisition. Yet 

despite many advances in this line of inquiry, very few investigations have approached this 

problem from the perspective of bilingualism. In order to acquire two languages, bilinguals must 

be able to establish and maintain multiple statistical representations. This experience could 

influence how bilinguals approach new statistical information (see Weiss, Gerfen, & Poepsel, 

2015). Consequently, in Experiment 1 we endeavor to explore whether there are consequences of 

bilingualism for statistical word learning. 

As noted in the Introduction, only a handful of studies have compared statistical learning 

in bilinguals relative to monolingual abilities, and so far the results have been mixed. Yim and 

Rudoy (2013) tested monolingual and sequential bilingual children between 5 and 13 years of 

age on a nonlinguistic auditory tones task, as well as a visual statistical learning task. There was 

no advantage for bilinguals on either task as learning was equivalent across both groups. This 

finding suggests that the most fundamental sequential statistical learning abilities may not be 

influenced by multi-language exposure. By contrast, Wang and Saffran (2014) found that adult 

bilingual learners were advantaged relative to monolinguals when tracking an artificial speech 

stream that contained compatible syllabic transitional probabilities and tonal cues to word 

boundaries. The authors note that the tones appear to have increased the difficulty of the 

segmentation task rather than simplified it, and therefore may have required suppression in order 

to successfully segment the stream. This conjecture accords with the observation that bilinguals 
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who are not proficient in a tonal language outperformed Chinese monolinguals on this task.  

Bartolotti, Marian, Schroeder and Shook (2011) presented participants with a statistical learning 

task using International Morse Code. Participants listened to two Morse Code languages in the 

context of either a high or low interference condition (a competing pause cue conflicted with the 

statistics in one condition and reinforced it in the other; see also Weiss, Gerfen & Mitchel, 2010). 

Bilingual experience improved performance in the low interference condition, and inhibitory 

control correlated with improved learning when interference was high. The authors suggest that 

the improvement shown by bilingual learners may stem from a bilingual advantage in 

phonological working memory (e.g., Majerus, et. al, 2008; see also Misyak & Christensen, 

2007). Similarly, Nation and McLaughlin (1986) found a bilingual advantage for implicit 

learning in an artificial grammar-learning task. They found that bilingual learners were better 

able to acquire the grammar when they did not explicitly attend to the rules, and no advantage 

when they did. To summarize, the differences between monolinguals and bilinguals reported so 

far for statistical learning have been mixed, and often quite nuanced. The goal in the present 

experiment was to extend this literature in two ways: first, by comparing functionally 

monolingual and bilingual performance in a new domain of inquiry, namely statistical word 

learning; and second, by providing learners with the opportunity to acquire multiple sets of 

statistics, a situation that may mirror the real-world challenges confronting bilinguals.  

2.1.2  Statistical Word Learning 

A primary challenge for learning words is mapping them to their correct referents. This 

task is complex because words can potentially refer to any object, feature, or event in an 

environment (e.g., Quine, 1960). Accordingly, a prominent suggestion in the literature has been 

that learners may be constrained in the types of word-object mappings that they will consider. 
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For example, it has been proposed that language learners may have a preference for assigning 

novel labels to novel objects (Markman & Wachtel, 1988), a preference for labeling whole-

objects (Markman, 1991) and may also be limited by social-pragmatic constraints (e.g., Baron-

Cohen, 1995; Clark, 1987; Diesendruck & Markson, 2001; Tomasello & Barton, 1994). 

However, constraining the problem space is not the only tool for word learners to alleviate the 

word-world mapping problem. Statistical learning has recently been proposed as another 

mechanism that helps learners overcome the challenge of indeterminacy (e.g., Yu & Smith, 

2007). Word meanings may seem ambiguous in the context of one learning environment, yet if 

learners can aggregate information across multiple environments then statistical information 

(such as co-occurrence probabilities) may help them disambiguate which words belong with 

which objects.  

This idea was modeled using a cross-situational statistical learning (CSSL) paradigm 

introduced by Yu and Smith (2007). In their initial study, participants were shown multiple 

scenes in which two to four objects were displayed on a computer screen while their 

corresponding labels were played in random order (note that the location of an object on the 

screen was not related to the position of its label in the auditory stream). Due to this 

randomization, learners could only assign words to their objects by aggregating information 

across multiple scenes. That is, since words and objects appeared multiple times in different 

visual and auditory contexts throughout familiarization (i.e., with different non-target objects and 

thus with different sets of labels), learners could infer that the most frequently and reliably co-

occurring words and objects cohered as pairings. This task has yielded successful learning by 

both adult and child learners (Fazly, Alishahi & Stevensen, 2010; Fitneva & Christiansen, 2011; 
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Kachergis, Yu & Shiffrin, 2009; Smith & Yu, 2008; Vlach & Sandhofer, 2014; Yu & Smith, 

2007). 

 It should be noted that there has been considerable debate as to whether learning in this 

task is best described by statistical accumulation of multiple label-object pairings across trials 

(e.g., Vouloumanos, 2008; McMurray, Horst, & Samuelson, 2012; Yurovsky, Fricker, Yu, & 

Smith, 2014) or by forming hypotheses related to individual referents (e.g., Medina, Snedeker, 

Trueswell, & Gleitman, 2011; Trueswell et al., 2013). One possibility is that task difficulty might 

determine which strategies learners adopt, as many of the aforementioned studies use different 

experimental paradigms (see Yurovsky & Frank, in review). While this debate is outside the 

scope of the present study, it seems that the modified procedures employed here are most 

consistent with studies that are thought to rely on statistical accumulation rather than hypothesis-

testing (e.g., see Yu & Smith, 2012). 

2.1.3  Bilingual Word Learning 

For bilinguals, the challenges of word learning are compounded by multiple mappings.  

These can take the form of translation equivalents (e.g., learners must realize that ‘dog’ and 

‘chien’ both describe a four-legged pet canine) as well as interlingual homographs (i.e., “false 

friends”, such as the word ‘tuna’ which refers to a fish in English and a pear in Spanish). While 

monolingual learners are also confronted with similar challenges in the form of synonymy and 

polysemy, for bilinguals such multiple mappings are compounded as they are encountered both 

within each language as well as across languages.  Since at least half of the world’s population is 

bilingual, an important question for word-learning research is how learners accommodate 

bilingual input which routinely violates assumptions of mutual exclusivity (Byers-Heinlein & 

Werker, 2009; Grosjean, 2008; Grosjean, 2010; Marian & Shook, 2012). One possibility is that 
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bilingual learners are not constrained in the same manner as monolinguals when approaching the 

word-learning situation. In that vein, a number of recent word-learning studies suggest that the 

extent to which mutual exclusivity develops may depend on the input that a learner receives. For 

example, in a study with monolingual, bilingual and trilingual infants, Byers-Heinlein and 

Werker (2009) demonstrated that 17-18 month-old infants with exposure to multiple languages 

showed less disambiguation in the context of many-to-one word mappings. Furthermore, this 

effect was greater for trilinguals than bilinguals, suggesting that increased exposure to language 

variation predicts less reliance on an assumption of mutual exclusivity in mapping. Houston-

Price, Caloghiris and Raviglione (2010) noted a similar finding in a study with monolingual and 

bilingual infants using a broader age range (17-22 months). These results are consistent with the 

computational modeling efforts of McMurray, Horst, and Samuelson (2012). In their model, the 

development of a mutual exclusivity preference crucially depends on how many translation 

equivalents are encountered. An important issue for the present experiment is that, to the best of 

our knowledge, the studies suggesting bilinguals may relax the mutual exclusivity constraint 

have focused on early or simultaneous bilinguals, and thus it is unknown whether later exposure 

to a second language might similarly impact learning style. 

In the broadest sense, the relaxation of the mutual exclusivity constraint by early 

bilinguals can be understood within the framework of “learning to learn”, a concept that dates 

back to the early behavioral learning literature. Several discrimination learning studies have 

demonstrated that when learners (in these studies, rats) receive repeated reversal training, they 

are more likely to reverse their choice when they encounter a new reversal (Krechevsky, 1932; 

Dufort, Gutman & Kimble, 1954; Williams, 1988; summarized in Gallistel, Mark, King & 

Latham, 2001).  More recently, Gallistel and colleagues (2001) extended these findings by 
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testing how learners adapt to variability in reward rates and found that the frequency of change in 

the environment was strongly predictive of the adaptation rate. That is, the learners that 

experienced more frequent change were able to accommodate change faster than those who 

experienced less frequent change. Thus, at a very fundamental level, it can be argued that 

developing a prior expectation for change in a learning environment may enhance the ability to 

detect changes in new environments (see Qian, Jaeger, & Aslin, 2012 for further discussion of 

this topic).  

In Experiment 1, we investigated whether the statistical learning mechanisms that 

facilitate word learning might similarly be impacted by the nature of the input to learners. 

Specifically, we sought to determine whether late bilingual learners perform differently than 

monolinguals in the cross-situational statistical learning paradigm. Since even late bilinguals 

contend with an added layer of variability in their mappings (corresponding to the labels 

generated by each language), we hypothesized that this may impact their statistical learning 

abilities. In particular, we were interested in exploring this phenomenon when the input affords 

the learner an opportunity to form multiple statistical mappings, such as when multiple objects 

could be mapped to a single word. Bilinguals may be more likely to assume that there are 

multiple causal models generating the surface statistics. To the best of our knowledge, this notion 

has yet to be formally tested in the context of statistical learning. Consequently, we approached 

this problem by comparing a group of functional monolinguals with two groups of sequential 

bilinguals (Chinese-English and English-Spanish) who acquired their L2 subsequent to mastering 

their L1. This provided a rigorous test of whether proficiency with a second language could 

impact statistical learning even in the absence of early learning experiences with two languages 

that have been shown to result in a relaxation of the mutual exclusivity constraint (e.g., Byers-
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Heinlein & Werker, 2009; Houston-Price et al., 2010). We first explored whether there are 

differences between functional monolinguals and bilinguals on cross-situational learning in the 

context of one-to-one mappings (Experiment 1a). Next, we tested whether these groups differed 

when the input afforded two-to-one mappings for a subset of objects and labels (Experiment 1b). 

2.2.1  Experiment 1a 

 

 In Experiment 1a we explore whether functionally monolingual learners, Chinese-English 

bilinguals, and English-Spanish bilinguals might differ in their abilities to track statistical 

information across scenes in a CSSL task. There were three conditions that varied in the number 

of items presented simultaneously (ranging between two and four).  

2.2.2  Participants 

 

Seventeen students (11 female, 6 male; mean age 19.7 years, SD=1.4) at Penn State 

University were given course credit for their participation in this experiment. Based on language 

history questionnaire (LHQ) data, these participants were native speakers of English who self-

rated their English proficiency at an average of 9.6 (SD = .79) on a 10-point scale, on which 10 

indicated maximum proficiency. Due to a foreign language requirement at Penn State University 

for undergraduates, all participants indicated exposure to a second language in the course of their 

education. Participants self-rated their second-language proficiency at an average of 1.2 (SD = 

1.4) on the ten-point scale, and all participants rated below a 4. As such, we considered these 

participants to be functionally monolingual. 

Sixteen Chinese-English bilinguals (14 female, 2 male; mean age 22.2 years, SD = 1.4) 

from Beijing Normal University in Beijing, China also participated for payment. Participants 

self-rated their Mandarin proficiency at an average of 9.3 (SD = 1.2) on the same 10-point scale 

used above. Bilinguals began learning English at the age of 11.1 years (SD = 2.1) and self-rated 
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their English proficiency at an average of 6 (SD = 1.3).  

Sixteen Penn State students (15 female, 1 male; mean age 21 years, SD = .78) who were 

English-Spanish bilinguals also participated for payment. These participants self-rated their 

English proficiency at an average of 9.9 (out of 10; SD = .27), their Spanish proficiency at an 

average of 6.9 (SD = .89) out of 10, and began learning their L2 at an average age of 10.9 years 

(SD = 4.4). 

2.2.3  Stimuli  

The stimuli for Experiment 1a consisted of fifty-four unique word-object pairs created by 

randomly pairing novel objects with nonce words. The objects consisted of black and white 

complex line drawings. Eight objects appeared in the stimuli used by Creel, Aslin and Tanenhaus 

(2011) and served as a template for creating the remaining 46 objects (using MS Paint ©). All 

objects were converted to a .jpeg file format with a size of 150x150 pixels.  

Nonce words consisted of an equal distribution of monosyllabic, disyllabic, and 

trisyllabic items chosen from the English Lexicon Project (ELP) non-word database 

(http://elexicon.wustl.edu) (see Table 1 for a full listing of the nonce words used in Experiment 

1a and 1b). All nonce words had American English phonological patterns, were between 4 and 

10 characters in length, and based on data from the ELP had an average of 2.2 orthographic 

neighbors and a bigram mean of 2022. The words were created in a female American English 

voice (Crystal) via the AT&T Natural Voices text-to-speech synthesizer 

(http://www.naturalvoices.att.com), and converted into WAV files sampled at 22050 Hz. The 

fifty-four word-object pairs were separated into three non-overlapping sets of eighteen pairs, in 

which word length was equally distributed. 

 

Monosyllabic Bisyllabic Trisyllabic 

http://elexicon.wustl.edu/
http://www.naturalvoices.att.com/
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barsh briskle baturate 

blep crinklow calorix 

chost dounger caprion 

crid durrow clamoreck 

daint grinter coronick 

drock haser haterfront 

dulch lattle interlade 

feech masset jatterside 

frane mubble latercress 

glack murler naureate 

glink pangle overlood 

gotch patchet perminal 

plock peadle rentacle 

plunt pedline tanderer 

scown pritter thermistar 

slute tallot todular 

sunch tarren tonogram 

veam thecker ventuker 
 

Table 1. Nonce words used in Experiments 1 & 2, organized by syllable count. 

2.2.4  Procedure   

During familiarization, participants watched objects appear on a computer screen while 

listening to words presented over speakers. Each participant completed three familiarization 

phases, each containing 18 unique word-object pairs, distinguished by the number of words and 

objects presented in a trial; there was a 2x2 condition (in which participants saw two objects and 

heard two words), a 3x3 condition, and a 4x4 condition. The order in which participants 

encountered these familiarizations was randomized, and the set of words and objects presented in 

each familiarization was non-overlapping. Preceding each trial, a fixation cross appeared for 

750ms. During the trial, two to four objects appeared simultaneously while the corresponding 

nonce words were played serially at 3s intervals. The onset of the visual presentation of objects 

was synchronized with the presentation of the first word of the trial. There was no systematic 

relationship within a trial between the placement of an object in the visual array and the location 



 
 

33 
 

of its corresponding word in the auditory stream; object locations and word orders were 

randomly assigned. Progression through the trials was automatic in that the end of one trial cued 

the presentation of the next. The order of the trials was pseudo-randomized such that no word-

object pair appeared in two consecutive trials. Within each condition, every word-object pair was 

presented 6 times, and across all trials participants saw a total of 108 objects and heard 108 

words. Accordingly, the total number of trials varied by condition: there were fifty-four trials in 

the 2x2 condition, 36 in the 3x3, and 27 in the 4x4. Total time of familiarization was constant at 

320 seconds across all conditions. Prior to beginning the experiment, participants were told that 

they would be learning novel names for novel objects.  

Following each familiarization phase, participants completed a 4 alternative forced-

choice (4AFC) test consisting of 18 test trials (i.e., one trial for each word-object pair presented 

during familiarization). On each test trial, participants viewed four objects (in randomized 

positions) while hearing a single word. Three of these objects were distractors randomly selected 

from the set of objects presented within a given condition. The remaining object was the correct 

referent for the presented word. All objects within a test trial were presented simultaneously, 

with one object located in each corner of the screen and labeled with a number (1-4). Participants 

were asked to press the number key corresponding to the correct object without any time limit.  

2.2.5  Results 

Functionally monolingual English participants in Experiment 1a learned 87% (SD = 

17%) of word-object pairs in the 2x2 condition; 70% (SD = 27%) of pairs in the 3x3 condition, 

and 53% (SD = 19%) of pairs in the 4x4 condition. Chance performance was 25% (since there 

were four alternatives at test). Single-sample t-tests confirmed that performance in each of the 

three conditions was significantly above chance (2x2: t(16) = 15.3, p < .001; 3x3: t(16) = 6.8, p 
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<. 001; 4x4: t(16) = 5.9, p< .001). Chinese-English bilinguals learned 78% (SD = 19%) of word-

object pairs in the 2x2 condition; 66% (SD = 24%) of pairs in the 3x3 condition, and 38% (SD = 

13%) of pairs in the 4x4 condition. Single-sample t-tests confirmed that performance in each of 

the three conditions was significantly above chance (2x2: t(15) = 11.2, p < .001; 3x3: t(15) = 7.1, 

p < . 001; 4x4: t(15) = 4.3, p < .01). English-Spanish bilinguals learned 86.5% (SD = 11%) of 

word object pairs in the 2x2 condition, 73% (SD = 16%) of pairs in the 3x3 condition and 56% 

(SD = 20%) of pairs in the 4x4 condition. Single-sample t-tests confirmed that performance in all 

three conditions for English-Spanish bilinguals was significantly above the level of chance (2x2: 

t(15) = 23.2, p < .001; 3x3: t(15) = 11.4, p < .001; 4x4: t(15) = 6.2, p < .001) (See Figure 1).  

 

Figure 1  Results from all conditions in Experiment 1a for English 

monolinguals, Chinese-English bilinguals, and English-Spanish bilinguals, 

where the black line represents chance performance (25%). Learning is 

equivalent among the groups in the 2x2 and 3x3 conditions, although in 

the 4x4 condition the Chinese-English bilinguals acquired significantly 

fewer mappings (see text). Error bars represent 1 SE of the mean. 

 

A Shapiro-Wilk test confirmed that participants’ performance across Experiment 1a was 

normally distributed (W(49) = .97, p = .22). We used a 3 (Group) x 3 (Condition) repeated 

measures ANOVA to investigate factors that influence learning in the CSSL task. Group 
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(English monolingual, Chinese-English bilingual, English-Spanish bilingual) was a between-

subjects factor, while Condition (2x2, 3x3, or 4x4) was a within-subjects factor. There was a 

main effect of test (F(2,92) = 71.3 p < .001, η2 = .6), such that learning was greatest in the 2x2 

condition (M = 84%, SE = 2.3%), followed by the 3x3 condition (M = 70%, SE = 3.3%) and the 

4x4 condition (M = 50%, SE = 2.5%). The interaction between test and group was not significant 

(F(4,92) = .94, p = .44, η2 = .04 ), nor was the between-subjects factor of Group (F(2,46) = 1.9, p 

= .19, η2 = .07), indicating that English monolinguals, Chinese-English bilinguals and English-

Spanish bilinguals were not significantly different in their learning performance across the three 

conditions of Experiment 1 (L1 English: M = 70.3%, SE = 3.7%; Chinese-English bilinguals: M 

= 61.2%, SE = 3.7%; English-Spanish bilinguals: M = 72.4%, SE = 3.8%). A series of one-way 

ANOVAs compared performance within each learning condition (i.e., 2x2, 3x3, 4x4) between 

the samples of English monolinguals, Chinese-English bilinguals, and English-Spanish 

bilinguals. The difference was not significant in the 2x2 condition (F(2,46) = 1.7, p = .2) or 3x3 

condition (F(2,46) = .32, p = .73), but was significant in the 4x4 condition (F(2,46) = 4.3  p < 

.05). Bonferroni corrected post-hoc tests confirmed that there were no differences between the 

groups in either the 2x2 or 3x3 conditions (all ps > .23), no differences between monolinguals 

and English-Spanish bilinguals in the 4x4 condition (p  > .99), and significant differences 

between Chinese-English bilinguals and both monolinguals (p = .04) and English-Spanish 

bilinguals (p = .012) in the 4x4 condition, as the Chinese-English bilinguals acquired fewer 

mappings than the other two groups. 

A final analysis examined whether the number of syllables in a word as well as the first 

language of the participant (i.e., English or Chinese) influenced learnability. We used a 3 

(Number of Syllables) x 2 (L1 English or L1 Chinese) ANOVA to investigate this issue. Number 
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of Syllables was a within-subjects factor, while L1 was a between-subjects factor. There was a 

main effect of number of syllables (F(2,92) = 5.6, p < .01, η2 = .11) indicating that learning of 

monosyllabic words was significantly higher than bisyllabic and trisyllabic words (mono: M = 

71.5%, SE = 2.4%; bi: M = 67%, SE = 2.6%; tri: M = 67.1%, SE = 2.6%). The between-subjects 

factor of L1 was also significant (F(1,46) = 5.5, p < .05, η2 = .11), such that learning for L1 

English participants (M = 72.4%, SE = 3%) was more robust than that of L1 Chinese participants 

(M = 61.2%, SE = 4%) across all conditions. The interaction between Number of Syllables and 

L1 was also significant (F(4,92) = 4.9, p < .01, η2 = .1). Planned follow-up tests investigating this 

interaction showed that L1 English participants did not perform differently based on the number 

of syllables (F(2,62) = .97, p = .39, η2 = .03; monosyllabic: M = 73.3%, SE = 3.1%; bisyllabic: 

M = 73%, SE = 3.1%; trisyllabic: M = 70.3%, SE = 3.3%), while L1 Chinese participants 

performed significantly higher on monosyllabic words relative to bisyllabic or trisyllabic words 

(F(2,32) = 6.9, p < .01, η2 = .3; monosyllabic: M = 68%, SE = 3.4%; bisyllabic: M = 55%, SE = 

4.3%; trisyllabic: M = 61%, SE = 4.1%). 

2.2.6  Discussion 

 The overall findings from Experiment 1a suggest that monolinguals and bilinguals do not 

significantly differ with respect to their ability to engage in cross-situational statistical learning. 

The only difference in performance between the three groups emerged in the 4x4 condition, 

which was the most difficult condition for all participants. Given that performance in the 2x2 and 

3x3 conditions was equivalent across groups, and that the English-Spanish bilinguals performed 

equivalently to the English monolinguals on all conditions, we doubt that the difference in the 

4x4 condition reflects a true difference in statistical learning abilities. Rather, the stimuli 

conformed to English phonology and this may have advantaged native English-speaking 
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participants, as evidenced by the decrement in performance on multisyllabic words that occurred 

for Chinese-English bilinguals but not for the native English speakers. In the 4x4 condition, the 

probability of encountering a multisyllabic word in every scene was higher than in the other 

conditions. This could explain why this condition was particularly hard for the Chinese-English 

bilinguals relative to the English monolinguals and English-Spanish bilinguals. Future 

experiments using words that conform to the native phonology of the Chinese-English bilinguals 

could further elucidate the source of this performance difference. 

2.3.1  Experiment 1b  

Having discovered relatively similar levels of performance by functionally monolingual 

and bilingual learners on the standard version of CSSL, in Experiment 1b, we extended the 

paradigm to provide learners with the opportunity to form multiple mappings. Several previous 

studies have investigated whether learners obey mutual exclusivity in CSSL when they have the 

opportunity to map one item with multiple objects or labels. The results of these studies suggest 

that there is a bias toward mutual exclusivity.  

Yurovsky, Smith, and Yu (2013), for example, exposed learners to an initial set of 1:1 

mappings and in a subsequent training session remapped a subset of words to new objects. 

Learners were able to acquire both the first (primacy) and second (recency) referent of remapped 

words, but in direct preference tests demonstrated a bias towards the primacy referent. A follow-

up condition found that learners could acquire two mappings for a word within the same training 

session. Similarly, Ichinco, Frank and Saxe (2009) presented learners with a set of 18 one-to-one 

mappings in a 3x3 design, followed by a second training phase that included a new set of one-to-

one mappings as well as a subset of items transferred from the first familiarization phase. These 

items appeared with their original mapping but could also be mapped to one of the new items. In 
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this way, learners were afforded the opportunity to form a second mapping for the transferred 

item, but still encountered information consistent with the primacy mapping. Learners in this 

paradigm preferred the primacy mapping and did not acquire the new (recency) mapping. A 

more recent study from our lab replicated this result and also found that the addition of 

contextual cues to the second familiarization (e.g., a change in speaker voice) facilitated 

acquisition of the recency mapping and significantly reduced participants’ preference for 

primacy mappings (Poepsel, Gerfen & Weiss, 2012). Finally, Kachergis, Yu and Shiffrin (2012) 

modeled CSSL in environments presenting learners with two-to-one mappings, and concluded 

that learners could modulate their reliance on mutual exclusivity in response to the proportion of 

mappings in the input that either followed or violated ME.  Increased exposure to mappings that 

violated mutual exclusivity predicted better acquisition of new mappings.  

 In Experiment 1b we compared the learning performance of a group of functionally 

monolingual English speakers to late-learning Chinese-English and English-Spanish bilinguals 

using a CSSL task that presented learners with a mix of one-to-one and two-to-one mappings.  

As noted previously, there is empirical support in the developmental literature for the idea that 

bilinguals may be more likely to assume multiple underlying structures (here mappings) relative 

to monolinguals as a consequence of frequent exposure to multiple languages (e.g., Byers-

Heinlein & Werker, 2009; Houston-Price et al., 2010; Kovacs & Mehler, 2008), but this was in 

the context of tasks that did not require statistical learning and the participants all had early 

exposure to multiple languages. We chose to study late learning bilinguals to investigate whether 

experience with multiple languages could influence statistical learning, even for learners who 

shared similar early L1 experiences with monolinguals (i.e., sequential bilinguals presumably did 

not relax the mutual exclusivity constraint during development). 
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We chose to implement a modified version of the task used by Yurovsky, Yu, and Smith 

(2013), as this paradigm facilitated learning of multiple mappings (with a preference for the 

mutual exclusivity mapping) and could therefore permit measures of learning related to the 

amount of exposure. In order to assess whether there might be differences in how quickly the 

mappings were acquired, we provided participants with a series of three distinct familiarization 

phases, each followed by a test.  Following Yurovsky, Yu and Smith (2013), we provided 

learners with multiple words mapped to a single object.  This conferred a practical advantage 

relative to mapping multiple objects to a single word in that the new objects appeared on the 

screen throughout the trial, whereas novel words would have been highly transient (and in our 

previous work, remapping words was more effective; Poepsel, Gerfen, & Weiss, 2012).  With 

respect to bilingual acquisition, interlingual homographs are known to be challenging, 

particularly when presented in conjunction with cognates (see Brenders, van Hell, & Dijkstra, 

2011). Since interlingual homographs occur less frequently than translation equivalents, this 

manipulation arguably provided a subtler test of differences in mapping abilities between 

monolinguals and late-learning bilinguals. 

2.3.2  Participants  

Sixteen English monolinguals (11 female, 5 male) from Penn State University who did 

not participate in Experiment 1 participated for course credit. Based on language history 

questionnaire data, these participants had a mean age of 18.6 years (SD = 0.65) and self-rated 

their proficiency in English at 10 (SD = 0) on the ten-point scale used above. Six of these 

participants had been classroom learners of Spanish, who began receiving instruction at a mean 

age of 13.2 years (SD = 1.5) and self-rated their L2 proficiency at a mean of 2.5 (SD = 1.2) on 

the same ten-point scale.  
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 Sixteen Chinese-English bilinguals (13 female, 3 male) from Beijing Normal University 

in Beijing, China who did not participate in Experiment 1 participated for payment. Based on 

language history questionnaire data, these participants had a mean age of 22.9 years (SD = 2.4), 

began learning English at an average age of 10 (SD = 4), and self-rated their proficiency in 

English at 6.6 (SD = 1.4) on a ten-point scale. 

 Sixteen English-Spanish bilinguals (14 female, 2 male) from Penn State University who 

did not participate in Experiment 1 participated for payment. These participants had a mean age 

of 20.2 years (SD = 1.1) and self-rated their overall proficiency in English at 10 out of 10 (SD = 

0). These participants indicated that they began learning their L2 at a mean age of 12.6 years (SD 

= 1.8) and rated their L2 proficiency at an average of 6.4 out of 10 (SD = 1.8).  

2.3.3  Stimuli   

Stimuli consisted of 18 nonce words and 24 novel objects, grouped into twelve 1:1 (one 

object to one word) mappings and six 2:1 (two objects to one word) mappings. All stimuli were 

chosen from the 54 word-object pairs used in Experiment 1a. Due to the results of Experiment 

1a, words chosen for this experiment were all monosyllabic, between four and five characters in 

length, and contained between three and five phonemes. They followed one of four syllable 

patterns (CVC, CCVC, CVCC, CCVCC). Based on data from the ELP, nonce words had an 

average of 4.3 orthographic neighbors and a bigram mean of 4983.  

2.3.4  Procedure  

Participants completed three familiarization phases, each of which was followed by a test 

phase (see Figure 2). Within each familiarization phase, participants were exposed to the same 

set of twelve 1:1 and six 2:1 object-word mappings across twenty-four training trials. Before 

each trial, a fixation cross appeared for 500 ms. Trials presented three objects and three words as 
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in the 3x3 condition of Experiment 1a. Participants were exposed to four instances of each 1:1 

mapping within a familiarization. Each pairing for the 2:1 mappings (e.g., object A - word 1; 

object B – word 1) was presented twice. The ordering of the 24 trials within each familiarization 

was pseudo-randomized such that no word-object pair appeared in consecutive trials. 

After each familiarization phase, participants completed a 2AFC test in which the 

learning of both 1:1 and 2:1 mappings was assessed. Test trials in Experiment 2 were largely 

similar in their presentation to those of Experiment 1a. On each test trial, participants heard a 

single word and saw two objects, one a distractor and one the correct referent of the presented 

word. The order of trials was randomized in all three tests.  

For each test following the first and second familiarizations, participants completed 

eighteen test trials. All twelve 1:1 mappings were tested once. Participants also received one test 

trial for each of the six 2:1 mappings; each possible referent (i.e., primacy and recency) was 

tested once across the first two tests, and the order in which both referents were tested was 

pseudorandomized and counterbalanced across participants. That is, if the primacy mapping was 

tested after the first familiarization (i.e., the first label for an object encountered by the learner), 

the recency mapping (i.e., the second label for an object) was tested after the second 

familiarization, and vice versa. This procedure was instantiated in order to ensure that 

participants were not explicitly cued to the presence of multiple mappings for some objects and 

not reinforced for one mapping over another. Moreover, in each of the first two tests, half of the 

2:1 mapping trials probed primacy mappings, while the other half probed recency mappings. In 

the test following the third familiarization, participants completed 36 test trials; each 1:1 

mapping was tested twice, and both the primacy and recency referents of words with 2:1 

mappings were tested once, as the aforementioned concern was no longer relevant. Participants 
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were given as much time as needed to make each response.  

 

Figure 2  Experiment 1b was composed of three familiarization 

phases, each of which was followed by a test. In tests 1 and 2, 

participants completed a trial for either the primacy or recency 

mapping of each 2:1 mapping. In test 3, both the primacy and 

recency mappings were tested. 
 

2.3.5  Experiment 1b Results  

In the test following the 1st familiarization, English monolinguals learned 70% (SD = 

13%) of 1:1 object-word mappings and were accurate on 56% (SD = 21%) of trials probing 2:1 

mappings, Chinese-English bilinguals learned 71% (SD = 13%) 1:1 mappings and were accurate 

on 61% (SD = 20%) of trials probing  either side of the 2:1 mappings, and English-Spanish 

bilinguals learned 72% (SD = 15%) of 1:1 mappings and were accurate on 66% (SD = 15%) of 

trials probing either side of the 2:1 mappings. In the test following the 2nd familiarization, 

English monolinguals learned 81% (SD = 14%) of 1:1 mappings and were accurate on 70% (SD 

= 20%) of trials probing 2:1 mappings, Chinese-English bilinguals learned 84% (SD = 14%) of 

1:1 mappings and were accurate on 82% (SD = 15%) of trials probing either side of the 2:1 

mappings, and English-Spanish bilinguals learned 92% (SD = 12%) of 1:1 mappings and were 

accurate on 79% (SD = 20%) of trials probing 2:1 mappings. In the test after the third 
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familiarization, English monolinguals learned 92% (SD = 16%) of 1:1 mappings and were 

accurate on 77% (SD = 22%) of trials probing 2:1 mappings, Chinese-English bilinguals learned 

93% (SD = 10%) of 1:1 mappings and were accurate on 88% (SD = 12%) of trials probing 2:1 

mappings, and English-Spanish bilinguals learned 97% (SD = 7%) of 1:1 mappings and were 

accurate on 94% (SD = 7%) of trials probing 2:1 mappings. 

The learning averages reported above were compared against chance (which was set at 

50% as a result of the 2AFC design) in a series of single sample t-tests. For monolinguals, 

learning was significantly above chance for 1:1 mappings in all three tests and for 2:1 mappings 

in both the second and third tests (all ps < .01). Monolinguals did not exceed chance performance 

on 2:1 mappings following in the first test (t(16) = 1.1, p = 0.27). For both Chinese-English (C-

E) and English-Spanish (E-S) bilinguals, learning was significantly above chance for 1:1 and 2:1 

mappings in all tests (C-E bilinguals all ps < .05; E-S bilinguals all ps < .01).  

 As our primary goal was to compare the statistical learning abilities of our monolingual 

participants to those of our bilinguals, we carried out several analyses to determine whether the 

Chinese-English and English-Spanish bilinguals were statistically equivalent in their 

performance in Experiment 1b. Thus we compared their performance using a 2 (Group) x 3 

(Test) x 2 (Mapping Type) repeated-measures ANOVA. Test and Mapping Type were within-

subjects factors, while Group (C-E and E-S bilinguals) was a between-subjects factor. There was 

a main effect of Test (F(2, 60) = 59.3, p < .001, η2 = .66) indicating that learning performance 

increased from Test 1 to Test 3. There was also a main effect of Mapping Type (F(1, 30) = 21.2, 

p < .001, η2 = .41), demonstrating that performance on 1:1 mappings was higher than that for 

trials probing either side of the 2:1 mappings. Critically, the between-subjects factor of Group 

was not significant (F(1, 30) = 1.38, p = .25, η2 = .04), suggesting that both groups of bilinguals 
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did not perform differently across both mapping types in Experiment 1b. Furthermore, no 

interaction terms reached significance (all Fs <  1.31, all ps > .28, all η2 s < .04). To further 

verify that the bilingual groups were equivalent in performance, we ran a follow-up 2 (Group) x 

3 (Test) ANOVA for each mapping type. As above, Test was a within-subjects factor and Group 

was a between-subjects factor. For both 1:1 mappings and 2:1 mappings, there was a significant 

main effect of Test (1:1 mappings: F(2, 60) = 43.4, p < .001, η2 = .59; 2:1 mappings: F(2, 60) = 

25.4, p < .001, η2 = .46) such that performance increased from Test 1 to Test 3. Again, the 

between-subjects factor of Group did not reach significance for either mapping type (1:1 

mappings: F(1, 30) = 1.96, p = .17, η2 = .06; 2:1 mappings: F(1, 30) = .54, p = .47, η2 = .01), nor 

did the interaction of Test and Group for either mapping type (1:1 mappings: F(2, 60) = .72, p = 

.49, η2 = .02 ; 2:1 mappings: F(2, 60) = .79, p = .46, η2 = .03) suggesting that English-Spanish 

and Chinese-English bilinguals performed equivalently on all mappings in Experiment 2. 

 Having established this equivalence, we combined these groups into a single bilingual 

group for comparison against the sample of English monolinguals. Subsequently, we used a 2 

(Group) x 3(Test) x 2 (Mapping Type) repeated-measures ANOVA to determine the influence of 

bilingual experience on learning in Experiment 1b. A Shapiro-Wilk test confirmed that 

participants’ performance across Experiment 1b was normally distributed (W(48) = .97, p = .23).  

Group (monolingual, bilingual) was a between-subjects factor, while Test (performance on post-

tests 1, 2 and 3) and Mapping Type (1:1 or 2:1) were within-subjects factors. There was a main 

effect of Test (F(2,92) = 62.9, p < .001,  η2 = .58), indicating that learning increased over the 

course of the experiment (Test 1: M = 65.2%, SE = 2%; Test 2: M = 79.9%, SE = 1.9%; Test 3: 

M = 88.6%, SE = 1.7%). We also found a main effect of Mapping Type (F(1,46) = 52.9, p < 

.001,  η2 = .54), indicating that participants’ performance was significantly higher on trials 
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probing 1:1 mappings than 2:1 mappings (1:1 mappings: M= 82.8%, SE = 1.4%; 2:1 mappings: 

M = 73%, SE = 1.7%). The interaction of Mapping Type and Group was also significant (F(1,46) 

= 6.2, p < .05, η2 = .12)  as bilinguals exhibited a smaller difference in performance between 1:1 

and 2:1 mappings relative to monolinguals. The between-subjects factor of Group was 

significant (F(1,46) = 7.0, p < .05,  η2 = .13) providing evidence that bilinguals performed better 

overall in Experiment 1b relative to monolinguals (bilinguals: M = 81.7%, SE = 1.7%; 

monolinguals: 74.1%, SE = 2.3%).  

Planned follow-up tests further explored the significant Group factor, directly comparing 

monolinguals’ and bilinguals’ performance on trials probing 1:1 and 2:1 mappings in separate 

ANOVAs. Here we found no significant difference in performance on 1:1 mappings between the 

groups (F(1,46) = 2.2, p = .14, η2 = .04), but a significant difference in performance on trials 

probing 2:1 mappings (F(1,46) = 9.8, p < .01, η2 = .18), as bilinguals outperformed monolinguals 

on this test trial type (monolinguals: M = 67.5%, SE = 2.9%; bilinguals: M = 78.5%, SE = 2%). 

The factors for Test x Group, Test x Mapping Type, and Test x Mapping Type x Group did not 

reach significance (all Fs < .85, all ps > .43). 

 The analyses carried out above for 2:1 mappings were based on participants’ accuracy on 

trials probing one of the two sides of these mappings; this does not necessarily provide 

information on how frequently participants were accurate on both sides of a 2:1 mapping. Across 

the first two tests, participants completed trials probing both the primacy and recency mappings 

for each 2:1 mapping. In the third test, both the primacy and recency mappings were probed (see 

Methods for further detail).  In assessing performance across both sides of the 2:1 mapping, we 

again compared English monolinguals to a combined group of Chinese-English and English-

Spanish bilinguals. Across the first two tests, monolinguals were accurate on both sides of a 2:1 
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mapping in 36% (SD = 23%) of cases, while bilinguals were accurate on both sides in 50% (SD 

= 21%) of cases. This difference was significant (t(46) = 2.03, p < .05), suggesting that bilinguals 

learned more 2:1 mappings than monolinguals across the first two familiarizations (see Figure 3). 

In the third test, monolinguals were accurate on both sides of a 2:1 mapping 59% (SD = 33%) of 

the time , while bilinguals achieved an accuracy of 83% (SD = 19%). This difference was also 

significant (t(46) = 3.18, p < .01), again suggesting that bilinguals acquired more 2:1 mappings 

than monolinguals by the end of training in Experiment 1b. 

 

Figure 3  Bilinguals acquired significantly more 2:1 mappings than monolinguals across 

the first two tests and in the third test. Error bars represent 1 SE of the mean. 
 

For words with 2:1 mappings, we were also interested in whether participants exhibited a 

bias toward either primacy or recency mappings and whether bilingual experience impacted 

mapping preferences. We used a 3 (Test) x 2 (Mapping Type) x 2 (Group) ANOVA to 

investigate the factors that influenced acquisition of primacy and recency mappings in 

Experiment 1b. Test (first, second, third) and Mapping Type (primacy, recency) were within-

subjects factors, while Group (monolingual, bilingual) was a between-subjects factor. There was 

a main effect of Test (F(2,92) = 22.4, p < .001, η2 = .33) demonstrating that overall performance 
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increased across the three tests (Test 1, M = 60.7%, SE = 2.8%; Test 2: M = 75.5%, SE = 2.8%; 

Test 3: M = 83.9%, SE = 2.3%). There was also a main effect of Mapping Type (F(1,46) = 12.6, 

p < .001, η2 = .22), as performance on primacy mappings was higher relative to recency 

mappings (primacy: M = 77.7%, SE =2.1%; recency: M = 68.9%, SE = 2.1%). The between-

subjects factor also reached significance (F(1,48) = 10.8, p < .01, η2 = .19) suggesting that 

bilinguals acquired more mappings (both 1:1 and 2:1) than monolinguals across Experiment 1b 

(bilingual: M = 78.5%, SE = 2.9%; monolingual: M = 67.5%, SE = 2%). The factors of Test x 

Mapping Type, Test x Group, Mapping Type x Group, and Test x Mapping Type x Group did 

not reach significance (all Fs < 1.7, all ps > .18). 

 Planned follow-up tests further investigated the interaction of Test x Mapping Type 

within the monolingual and bilingual groups. For monolinguals, the interaction of Test x 

Mapping Type was not significant (F(2,30) = 1.9, p = .17, η2 = .1), while for bilinguals, this 

interaction was significant (F(2,62) = 6.6, p < .01, η2 = .18), indicating that over the course of 

learning, bilinguals’ performance on recency and primacy showed a greater trend of convergence 

than monolinguals (see Figure 4). Another set of planned follow-up tests compared the groups’ 

performance on each mapping type (primacy and recency). For both primacy and recency 

mappings, the between-subjects factor of Group was significant (primacy: F(1,46) = 6.5, p < .05, 

η2 = .12; recency: F(1,46) = 7.6, p < .01, η2 = .14), such that bilinguals performed better on each 

mapping type than monolinguals across Experiment 1b. 
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Figure 4  Performance on primacy and recency mappings across tests for monolinguals  

and bilinguals. Error bars represent 1 SE of the mean. 

 

 A final analysis compared the performance of the two groups of English L1 participants 

(English monolinguals and English-Spanish bilinguals) in Experiment 1b. Here we used a 3 

(Test) x 2 (Mapping Type) x 2 (Group) ANOVA, set up similarly to those presented above. 

There was a main effect of Test (F(2,60) = 48.6, p < .001, η2 = .62) indicating an increase in 

performance across tests, and a significant interaction between Mapping Type and Group 

(F(1,30) = 6.0, p < .05, η2 = .17). The between-subjects factor of Group was also significant 

(F(1,30) = 5.2 p < .05, η2 = .15). Two follow-up tests investigated this significant between-

subjects factor, comparing both groups in their performance on each mapping type. We found no 

difference in performance between these groups on 1:1 mappings (F(1,30) = 1.3, p = .26, η2 = 

.04), but a significant difference in performance on 2:1 mappings (F(1,30) = 7.6, p < .05, η2 = 

.2), demonstrating that English-Spanish bilinguals outperformed their monolingual counterparts 

on this mapping type. 

2.3.6  Discussion 

 Across Experiment 1a and 1b, we compared a group of functional monolinguals to two 
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groups of late-learning bilinguals (Chinese-English and English-Spanish) to determine whether 

there were differences in the acquisition of 1:1 and 2:1 mappings in cross-situational statistical 

word learning tasks. In Experiment 1, we replicated the CSSL study of Yu and Smith (2007) 

with our own set of stimuli. Participants learned unique sets of 1:1 mappings in three conditions 

that varied with respect to how many word-object pairings appeared at once. Overall, the results 

of Experiment 1a suggest that the three groups are very similar in their ability to acquire 1:1 

mappings in a standard CSSL task. Across all conditions, there was only one significant 

difference in performance across the three groups. Chinese-English bilinguals had lower 

performance relative to the other two groups in the most difficult 4x4 condition. As noted above, 

this might be attributable to the fact that the stimuli were presented in the phonology of their L2 

(in particular, multi-syllabic stimuli posed difficulties for these bilinguals).   

In Experiment 1b, three new samples of participants drawn from the same populations 

were familiarized with a mixed set of 1:1 and 2:1 mappings in a 3x3 cross-situational word 

learning design with three consecutive familiarization phases, each of which was followed by a 

test. As in the 3x3 condition of Experiment 1a, all groups achieved equivalent levels of 

performance in learning the 1:1 mappings, providing further evidence that these groups were 

matched in their core cross-situational statistical learning abilities. However, Chinese-English 

and English-Spanish bilinguals acquired significantly more 2:1 mappings than the monolinguals 

across all three tests. Further, bilinguals’ performance on both primacy (the first label paired with 

an object and recency mappings (the second label paired with a given object) was significantly 

higher than that of the monolinguals across all familiarizations, and bilinguals showed a stronger 

trend of convergence in their performance on primacy and recency mappings compared to 

monolinguals. Taken together, these results suggest that bilinguals may have acquired true 2:1 
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mappings earlier than monolinguals, who showed a more consistent bias toward primacy 

mappings. In sum, despite broad similarities in performance on 1:1 mappings, we found that 

Chinese-English and English-Spanish bilinguals seemed to acquire 2:1 mappings with less 

exposure and greater overall proficiency than monolinguals. Thus, our results suggest that when 

tracking novel statistical inputs over time, late bilingual learners appear to be more open to the 

possibility of multiple mappings in the input.  

 These findings extend the current knowledge regarding bilingualism and statistical 

learning in several respects. As noted in the Introduction, to date there has been mixed evidence 

regarding whether monolinguals and bilinguals differ with respect to their statistical learning 

abilities (Yim & Rudoy, 2013; Bartolotti et al., 2011; Wang & Saffran, 2014). Whereas the 

previous studies have focused on the task of speech segmentation, here we extend the 

investigation to statistical word learning, which may involve different cognitive processes (see 

below). One interesting parallel that emerged between our studies and previous work is that 

monolinguals and bilinguals seem to perform similarly on the most straightforward versions of 

these tasks. For example, when studies required learners to track only the transitional 

probabilities between adjacent elements without any sources of interference, the results of 

bilinguals mirror monolinguals (Yim & Rudoy, 2013 with children; see also Bogulski, 2013 with 

adults). In Experiment 1a, we found that on the 1:1 version of the CSSL task, performance was 

largely similar across two populations of late-learning bilinguals and our functional 

monolinguals (also for 1:1 mappings in Experiment 1b), including Chinese-English bilinguals for 

whom English phonology may have posed an additional challenge (as evidenced by our analysis 

of performance based on the number of syllables in a word). While more data is required to draw 

a firm conclusion, evidence thus far supports the idea that the most basic forms of statistical 
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learning, involving either tracking sequential probabilities or accruing associative information 

over time, may be relatively unaffected by experience with second language learning. 

By contrast, the previous statistical learning studies that do report differences between 

monolingual and bilingual learners have all contained multiple cues to segmentation. Arguably, 

in these studies learners must suppress one set of cues in order to correctly segment the stream. 

In the case of Bartolotti et al. (2011) transitional probability statistics were tracked along with a 

competing pause cue, whereas in the case of Wang and Saffran (2014) a congruent 

suprasegmental tone cue appeared to hinder performance, particularly for monolinguals (relative 

to prior studies in which learners only tracked similar transitional probabilities between adjacent 

syllables without additional cues) and the authors suggest that learners may have had to inhibit 

one cue to follow the other. We note that it is unknown whether the bilingual groups tested in the 

latter study would have also maintained an advantage had the suprasegmental cues been 

removed. Our study did not involve a second cue type, but did offer learners the opportunity to 

form a second mapping for one of the elements. In this situation, bilinguals also appear 

advantaged relative to functional monolinguals, being better able to overcome a mutual 

exclusivity bias that has been evidenced with adults in previous cross-situational learning studies 

using a similar experimental paradigm (e.g., see Yurovsky, Smith, & Yu, 2013). Future work in 

this area will need to determine whether all of these advantages arise as a function of bilinguals 

possessing a general advantage in implicit learning abilities (e.g., Klein, 1995; Nation & 

McLaughlin, 1986), or whether they emerge due to other cognitive advantages associated with 

bilingualism such as improved phonological working memory (e.g., Service et al., 2002; Majerus 

et al., 2008; Adesope et al., 2010; Bartolotti et al., 2011) or an advantage in inhibitory control 

(e.g., Bialystok, 1999; Bialystok et al., 2004; Costa, Hernández, & Sebastián-Gallés, 2008; Tao 
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et al., 2011; Wang & Saffran, 2014), or some combination thereof. It is possible that in 

Experiment 1b, learners may have had to inhibit the first mapping (i.e., inhibitory control) in 

order to acquire the second. Future work will include measures of inhibitory control and working 

memory that may begin to address this issue. Irrespective, another contribution of the present 

work is that it is the first demonstration, to the best of our knowledge, that late-learning 

sequential bilinguals are more open to remapping during accumulative statistical learning 

relative to functional monolinguals. 

As noted in the Introduction, the term statistical learning encompasses many forms of 

learning, and thus it is quite possible that the different types of statistical learning involve a 

diverse set of cognitive processes. For example, Hsu and Bishop (2010) suggest that the 

statistical learning involved in word learning may differ from that of grammar learning and also 

from nonverbal sequence learning (see Figure 1 of Hsu & Bishop, 2010). Correspondingly, 

deficits such as Specific Language Impairment are thought to impact the different types of 

statistical learning to varying degrees (see Hsu & Bishop, 2010; Ullman & Pierpont, 2005). One 

attempt to formalize this kind of distinction has been proposed by Thiessen, Kronstein, and 

Hufnagel (2013) who differentiate between statistical learning tasks involving extraction and 

those involving integration. Extraction involves holding two elements in working memory and 

binding them into a chunk (Perruchet & Vintner, 1998) whereas integration involves combining 

information across chunks to deduce a central tendency (see Erickson & Thiessen, 2015). These 

distinctions may provide a useful framework for interpreting the results of statistical learning 

studies comparing monolinguals and bilinguals. Previous studies exploring statistical learning 

and bilinguals have all involved sequence-learning, which is best characterized as extraction 

(Erickson & Thiessen, 2015) whereas the present study involve processes related to integration 
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(since information is stored across trials to deduce the correct associations). Thus, it is possible 

that the bilingual advantage in forming 2:1 mappings may be evidenced in processes involving 

integration, but not those involving extraction. For example, data collected by Bogulski (2013) 

suggest that bilinguals may be prone to the same primacy effect as monolinguals when asked to 

track sequential regularities across two artificial speech streams presented consecutively without 

any cues to the change in structure (see Gebhart, Aslin, & Newport, 2009; see also Weiss, 

Gerfen, & Mitchel, 2009). Arguably, this dual-stream task also involves remapping, since there 

is a fifty percent overlap in elements used in both languages (and thus learners would have to 

recognize that the initial set of transitional probabilities across elements no longer apply to the 

overlapping elements found in the second stream). Thus, it is possible that statistical learning 

abilities involving extraction are equivalent across populations (unless a second cue is added to 

the stream, see above) while tasks that require accruing statistics over time may be approached 

differently by bilinguals, who are more open to the possibility of multiple distributions. In our 

view, the extraction-integration framework could provide some traction in understanding when 

differences are likely to emerge between monolinguals and bilinguals in statistical learning tasks 

and our future work will explore this possibility more directly.   

With respect to mutual exclusivity, the present findings contribute to an existing literature 

that has largely studied simultaneous or early sequential bilinguals. For example, several studies 

have reported that bilingual infants are less likely to adhere to the mutual exclusivity constraint 

relative to monolinguals (e.g., Byers-Heinlein & Werker, 2009; Davidson & Tell, 2005; 

Houston-Price et al., 2010). By contrast, the bilingual participants in this study were late L2 

learners, and consequently their experience acquiring their L1 was likely equivalent to their 

monolingual peers with respect to adhering to word-learning constraints. Thus, these findings 
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provide suggestive evidence that this constraint may become relaxed (at least in the context of a 

statistical learning task) even for sequential bilinguals whose acquisition of the L2 comes later in 

life. This accords with the notion put forth by Markman and Wachtel (1988) that mutual 

exclusivity likely persists into adulthood (e.g., Golinkoff, Hirsh-Pasek, Bailey, & Wenger, 1992; 

Halberda, 2006) but weakens with age as learners come to experience more overlap in terms of 

mappings. For bilinguals, who experience translation equivalents and interlingual homographs as 

well as synonymy and polysemy within each language, the mutual exclusivity constraint may 

consequently become significantly weaker relative to monolinguals. This also is consistent with 

a recent model of word learning that demonstrated decrements in mutual exclusivity when 

multiple labels were present for a single object (though interestingly not when multiple meanings 

were tested, see McMurray, Horst, & Samuelson, 2012). Thus, our findings add to a growing 

literature demonstrating that the cognitive impacts of late sequential bilingualism mirror some of 

the changes associated with simultaneous or early bilingualism (e.g., Vega-Mendoza, West, 

Sorace, & Bak, 2015). 

We also note the importance of testing multiple populations of bilingual learners to 

compare with functional monolinguals. In order to be confident that the observed differences 

arose as a consequence of proficiency with a second language, it was necessary to decrease the 

likelihood that our findings could arise as a function of idiosyncrasies associated with a 

particular language. For example, speakers of Chinese must resolve homophonous relationships 

frequently as a result of great overlap in Chinese characters and syllables (e.g., Chang, 1993; 

Perfetti & Tan, 1998; Kuo et al.,2004), and thus it is conceivable that any Chinese speaker 

(including monolinguals) could expect greater success in forming 2:1 mappings relative to 

English monolinguals who do not encounter homophony on such a scale. Therefore, the finding 
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that English-Spanish bilinguals perform equivalently to the Chinese-English bilinguals (and also 

outperform functional monolinguals) in forming 2:1 mappings in Experiment 2 offers very 

suggestive evidence that the effect is language-independent and arises as a consequence of 

proficiency with two languages.  

Returning to the “learning to learn” framework mentioned in the Introduction, this study 

provides evidence that experience with multiple languages may fundamentally influence the 

assumptions made in new learning environments with respect to how many causal models 

underlie the observed statistics. This notion finds support in developmental studies of early 

bilingualism (e.g., Kovacs & Mehler, 2008), and, as we have shown here, even when proficiency 

with a second language occurs after the first language has already been mastered. Based on our 

findings along with previous studies (Yim & Rudoy, 2013; Bogulski 2013), we argue that the 

core distributional learning abilities evidenced in transitional probability tasks or cross-

situational statistical learning tasks may be unaffected by proficiency with more than one 

language; just as being exposed to multiple rules is unlikely to impact the most basic principles 

of learning (e.g., Gallistel, et al., 2001). Rather, the differences in performance are more likely to 

become evident in novel non-stationary environments when learners must determine the number 

of mappings or structures that underlie the surface input.   
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Chapter 3:  The Influence of Bilingualism on Ambiguity Resolution in Cross-Situational 

Word Learning with Multiple Inputs 

 Mapping words to objects is a difficult problem faced by language learners. There are 

many constraints that have been posited to facilitate this task, such as the whole-object bias 

(Markman, 1991), the Principle of Contrast (Clark, 1983), and pragmatic constraints 

(Diesendruck & Markson, 2001). As noted above, it has recently been proposed that learners 

may employ a form of statistical learning to help overcome indeterminacy (i.e., the near infinite 

number of possible objects that can be considered for a given word). The logic of this assertion is 

that word meanings may be ambiguous within the context of a single scene, but aggregating co-

occurrence information about words and objects across multiple scenes can help disambiguate 

which words belong with which objects. Many experiments in the cross-situational statistical 

learning (CSSL) paradigm have demonstrated that learners are sensitive to such co-occurrence 

statistics, and can use them to successfully map novel words to novel objects (e.g., Smith & Yu, 

2008; Suanda, Mugwanya, & Namy, 2014; Vlach & Johnson, 2013; Yu & Smith, 2007).  

 Although a majority of CSSL experiments to date have examined the acquisition of 1:1 

mappings (i.e., mappings in which a single word is paired with a single object), recent work has 

begun to investigate how learners accommodate 2:1 mappings (i.e., mappings in which two 

objects are paired with a single word or vice versa; e.g., Yurovsky, Fricker, Yu, & Smith, 2015; 

Yurovsky & Yu, 2013; Ichinco, Frank, & Saxe, 2009; Poepsel, Gerfen, & Weiss, 2012; Poepsel 

& Weiss, 2016). The findings from these studies suggest that learning is influenced by the 

chosen paradigm. In Ichinco et al. (2009), learners were exposed to an initial learning block that 

contained only 1:1 mappings. Following this, learners were exposed to a second block containing 

novel words and objects that formed 1:1 mappings, as well as a set of items from the first block 
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(either words or objects) that could also be mapped to the novel words and objects. In this way, 

multiple mappings were available to learners in the second block, but not forced, as learners 

could choose to ignore the previously learned items and map only novel words to novel objects.  

Learners in this paradigm exhibited a mutual exclusivity bias (Markman, 1994), choosing to 

form only 1:1 mappings and ignoring the evidence for 2:1 mappings. Put another way, learners 

chose not to remap previously learned items, a finding that has been replicated by several other 

studies using the same paradigm (Poepsel, Gerfen, & Weiss, 2012; Poepsel & Weiss, 2014). 

Based on these results, one possible conclusion is that initial exposure to a learning environment 

in which mutual exclusivity is not violated may bias a learner toward applying mutual 

exclusivity in subsequent environments, even if this strategy does not perfectly accommodate all 

of the available evidence. This accords with the modeling work of McMurray et al. (2012), as 

well as two fast-mapping studies showing that infant monolingual learners (whose learning 

environments may exhibit a high degree of mutual exclusivity) are more likely to follow mutual 

exclusivity compared to bilingual and trilingual infants (whose learning environments = contain 

relatively more violations of mutual exclusivity; Byers-Heinlein & Werker, 2009; Houston-Price 

et al., 2010).  

 Context has also been shown to be a powerful disambiguating cue in cases where 

multiple relationships may exist. For example, when two speakers produce different descriptions 

for a novel object (such that voice or gender serves as a contextual cue), there may be no cost to 

learners in terms of associating multiple descriptions with a single object. However, when both 

descriptions are produced by a single speaker, there is a cost associated with violating the initial 

description (e.g., Metzing and Brennan, 2003; Trude and Brown-Schmidt, 2012). Such a finding 

is broadly consistent with work in speech segmentation with multiple inputs, where multiple 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4090693/#B28
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4090693/#B37
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findings suggest that learning is facilitated when the inputs are differentiated by a contextual cue 

(e.g., Weiss et al., 2009; Gebhart et al., 2009; Mitchel & Weiss, 2010). In a CSSL paradigm, 

contextual cues that differentiate two possible mappings have also been shown to decrease 

reliance on mutual exclusivity and support the acquisition of many-to-one mappings; thus, the 

primacy effect reported in Ichinco et al. (2008) can be mitigated by changing the voice in which 

new mappings to previously learned words or objects are presented (Poepsel et al., 2012). 

 One feature of these studies is that the learning of multiple mappings occurs across two 

blocks, so that first one mapping is introduced and tested, followed by another. Learners may not 

always encounter evidence for multiple mappings so discretely, however. This has also been 

explored in a CSSL paradigm. In mixed block presentation in which both 1:1 and 2:1 mappings 

were interleaved within a single learning phase, and in which learners receive explicit evidence 

for alternative mappings (in contrast to the paradigm by in Ichinco et al., 2009), both Yurvosky, 

Yu, & Smith (2013) and Poepsel and Weiss (2016) found that learners were able to overcome 

this mutual exclusivity bias and form 2:1 mappings without the addition of contextual cues. 

Several factors may explain the improved learning of many-to-one mappings in mixed-block 

presentation. First, learners may be more apt to violate mutual exclusivity when provided with 

explicit evidence that it no longer holds. Accordingly, mutual exclusivity was evident in Ichinco 

et al. (2009) as learners could ignore evidence for multiple mappings and adhere to a single 

mapping that was consistent throughout familiarization. However, in Yurovsky and Yu (2013) 

and Poepsel and Weiss (2016) forming multiple mappings was necessary to accommodate all of 

evidence in a given learning trial. More specifically, learners may not become entrenched in 

certain mappings when learning of a first mapping is quickly followed by exposure to a second 

mapping. This idea finds some support from a statistical learning by Bulgarelli and Weiss 
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(2016), who presented multiple streams to segment. When learners were overtrained on a first 

stream and then exposed to a second stream, the authors found a primacy effect (i.e., only the 

first stream was learned); however, when learners were exposed to the second stream 

immediately after having acquired the statistics of the first, they were able to learn both. Further 

support is found in the “learning to learn” framework, in which learners who encounter frequent 

variability in rule structure during learning (here, reward rates in studies of animal learning) are 

better able to accommodate subsequent rule change relative to learners who initially experienced 

long periods of rule stability (Gallistel et al, 2001). 

 This logic regarding variable inputs may extend to life experiences outside of the 

laboratory. As noted above, bilinguals, who arguably encounter greater variability in their 

language input relative to monolinguals, also demonstrate processing differences across a range 

of cognitive tasks relative to monolinguals, such as selective attention, task switching, inhibitory 

control, phonological working memory, and word learning (Bialystok, 1999; Colzato et al., 

2008; Bruck & Genesee, 1995; Kaushanskaya & Marian, 2009; Bialystok et al., 2003; Papagno & 

Vallar, 1995; Van Hell & Mahn, 1997). Correspondingly, bilingual experience has also been 

demonstrated to influence learning in a CSSL task containing 2:1 mappings (Poepsel & Weiss, 

2016; based on Experiment 1). As evidenced in Chapter 2, bilingual experience may facilitate the 

acquisition of 2:1 mappings, such that bilinguals acquire more 2:1 mappings, and show earlier 

evidence of learning 2:1 mappings relative to monolinguals. Our proposed explanation of this 

facilitation is greater flexibility in interpreting variability and positing the emergence of new 

inputs (explained below), which comes as a result of bilinguals’ experience with the natural 

variability in their input. Specifically, bilinguals may more frequently encounter switches 

between statistically distinct distributions relative to monolinguals, and even in the absence of 
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such switching, continuously contend with competition (e.g., in structure, phonology, word 

selection) that arises from having competition arising from the nonselective activation of 

multiple languages (Gollan & Kroll, 2001; Jared & Kroll, 2001; Costa & Santesteban, 2004; 

Bialystok, 2005; Kroll, Bobb, & Wodnieka, 2006; Schwartz, Kroll, & Diaz, 2007; Blumenfeld & 

Marian, 2007). This nonselective access and the need to manage two language continuously is 

hypothesized to tune the brain networks for cognitive control and executive function (e.g., 

(Abutalebi et al., 2012; Gold, Kim, Johnson, Kriscio, & Smith, 2013), and in this way may 

contributes to the greater flexibility that bilinguals seems to exhibit when learning in 

environments that contain multiple mappings. As noted, a sizeable body of research indicates 

that frequent exposure to variability both increases a learner’s prior expectation of encountering 

subsequent variability (e.g., Gallistel et al., 2001; Qian et al., 2012; Qian, Jaeger, & Aslin, 2015) 

and can reduce or even eliminate processing costs attributed to encountering unexpected 

structures or events, such as those that occur at a point of transition between two inputs (e.g., 

Fine, Jaeger, Farmer, & Qian, 2013). Taken together, it follows that bilingual experience may 

serve to shift the amount of variability that learners must encounter before positing non-

stationarity (i.e., the presence of multiple underlying causal models) in order to avoid conflating 

multiple distinct statistical patterns. Specifically, bilinguals may react more quickly than 

monolinguals to increased variability and prediction-error by positing a context-shift and 

forming a new representation.  

 Experiment 1 above presented 2:1 mappings in which evidence for each mapping was 

equal (i.e., in each familiarization, participants saw two scenes that supported mapping A and 

two that supported mapping B). To the best of our knowledge, all studies of CSSL with multiple 

mappings following the Yu and Smith (2007) CSSL paradigm present equivalent evidence (i.e., 
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the same number of trials in which a word-object mapping appears) for each mapping. However, 

such balanced evidence for many-to-one mappings may not frequently be encountered in natural 

learning environments (e.g., Quine, 1960; Barrett, 1978; Merriman & Bowman, 1989; Medina et 

al. 2011). As such, one remaining area of inquiry in CSSL is determining how the acquisition of 

multiple mappings is influenced by variability in the amount of evidence supporting each side. 

Further, given the finding in Experiment 1 that bilinguals outperform monolinguals on 2:1 

mappings when evidence for each side is equal, a remaining question is whether this advantage 

persists when the evidence for both sides of a 2:1 mapping is unequal. Experiment 1 found 

evidence that bilinguals may begin to show sensitivity to 2:1 mappings with sparser evidence. 

That is, while we did not directly manipulate the amount of evidence presented for each 

mapping, training was spaced over three learning phases, and we found that monolinguals 

required more training in order to achieve the same level of performance as bilinguals. 

Experiment 2 seeks to provide a more direct test of the hypothesis that bilinguals learn with 

sparser evidence (i.e., form multiple mappings based on weaker evidence relative to 

monolinguals), by directly manipulating the amount of evidence supporting each side of a 2:1 

mapping.  

 A related issue pertains to the type of learning strategy employed by learners.  Most 

CSSL experiments assume that learners closely track and aggregate co-occurrence statistics of 

words and objects across scenes, so that many possible relationships between words and objects 

are represented at a given moment (e.g,, Siskind, 1996; McMurray et al., 2012; Yurovsky et al., 

2013; Yu & Smith, 2007; Xu & Tenenbaum, 2007). However, tracking all of the relationships 

encountered across time may not be cognitively plausible as a means of overcoming 

indeterminacy (Medina, Snedecker, Trueswell, & Gleitman, 2011). An alternative account, 
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evidenced in studies of both children and adults, suggests that learners may be able to form only 

a limited number of mapping hypotheses, typically for pairings that are the strongest or of 

highest frequency (Medina et al., 2011; Trueswell, Medina, Hafri, & Gleitman, 2013; Woodard, 

Gleitman, & Trueswell, 2016). In the strongest version of this account, learners propose only one 

mapping conjecture for each word or object at a time. If subsequent evidence confirms this 

conjecture, it is retained; if evidence disconfirms it, a new mapping conjecture is made. These 

two accounts of learning make very different predictions for learning in a CSSL paradigm, 

especially in the context of increased mapping ambiguity. Namely, closely tracking the statistics 

predicts that learners will show sensitivity to a range of possible mappings between words and 

objects (which has been shown in the context of a fast-mapping study explained in greater detail 

below; e.g., Vouloumanos, 2008), while single-conjecture learning predicts sensitivity only to 

the strongest mappings. Because the majority of CSSL studies present deterministic word-object 

pairings (i.e., 1:1) to learners, their results leave to question which account more accurately 

describes learning in a specific task.  

 Although no CSSL studies have directly compared these accounts of learning in the 

context of high mapping ambiguity, this has been undertaken in a fast mapping paradigm. In 

Vouloumanos (2008), learners viewed a series of pairings between words and objects, presented 

individually (i.e., one word and one object per trial). Over the course of the experiment, learners 

were exposed to deterministic pairings of a single novel word and a single novel object, as well 

as probabilistic pairings in which two words were paired with a single object.  These 2:1 pairs 

occurred probabilistically with one mapping occurring either 80%, 60%, 20% or 10% of the 

time. Thus, the resulting input contained both high and low strength 2:1 mappings. At test, 

learners completed a series of 2AFC trials, in which they heard a single word and saw two 
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objects, and were asked to decide which object went “best” with the word. If learners could 

propose and track only a limited number of possible word mappings for each word or object 

(consistent with the idea of single-conjecture learning), the author hypothesized that learners 

would acquire only the highest-strength mappings and show little sensitivity to alternatives. On 

the other hand, if learners were able to closely track co-occurrence and so encode multiple sets of 

statistics for each word or object, they might show gradient sensitivity to many possible 

mappings (i.e., sensitivity in accordance with the amount of evidence that had been encountered 

for each mapping). She found that learners were able to encode both high and low frequency 

mappings, and that there was a positive correlation between the strength of the mapping and 

learners’ performance on that mapping, suggesting that learners were closely tracking the 

statistics of the input and representing mappings at all levels of strength (from 80% to 10%). 

With these results, the author concluded that word learning is not an all-or-nothing process (i.e., 

that learners acquire only the highest strength mappings and ignore evidence of gradience in 

mapping probability), and further suggested that constraints such as mutual-exclusivity might be 

applied in a more graded fashion, so that learners don’t fully ignore novel mappings to 

previously learned words or objects, but assign greater and lesser probabilities to mappings based 

on how frequently they appear. The suggestion here is that the local context with respect to 

mapping variability plays a role in how learners approach the task of word learning. This idea 

bears some similarity to the conclusion reached in Byers-Heinlein and Werker (2009) and 

Houston-Price et al. (2010), that mutual exclusivity is applied less rigorously by bilingual 

learners (who more frequently encounter violations of mutual exclusivity) compared to 

monolingual learners (who more frequently encounter evidence that accords with the predictions 

of ME). 
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 Vouloumanos (2008) also suggests that real-world situations, as well as constraints on 

working memory and attention (e.g., Kareev, 1995; Turk-Browne et al., 2005) may render the 

complete tracking of statistics occasionally unviable. In a follow-up condition, Vouloumanos 

(2008) found that the degree of mapping variability in the learning environment seemed to 

change the amount of information about possible mappings that learners retained; less variability 

(i.e., an environment rich in high strength and deterministic word-object pairs) resulted in fine-

grained sensitivity for both low and high-strength mappings, while high statistical variability 

(i.e., an environment containing predominantly low-strength mappings) resulted in a learning 

bias for high-strength mappings. Yurovsky and Frank (2015) also suggest that the complexity of 

the learning environment may factor in the amount of information about possible mappings that 

learners retain. Across two cross-situational experiments, the authors manipulated the complexity 

of the learning environment by changing the number of possible referents for each word. 

Specifically, on each trial, learners heard a single word and then, depending on the condition, 

saw either 2, 4, 6, or 8 objects on the screen (one of which was the correct mapping). In 

conditions that presented many mapping competitors on each trial, learners tended only to 

represent information about their most preferred mapping. When there were fewer competitors 

present, learners retained more information about the frequency with which words and objects 

co-occurred across trials. Together, these results indicate that learners’ preferred strategy for 

disambiguating mappings may be directly tied to the degree of ambiguity that they encounter.  

 One possibility is that this pattern (i.e., of processing differently based on the variability 

in the learning environment) emerges independently of differences in cognition across learners, 

and so that all populations will show this effect. Alternatively, and as suggested by Vouloumanos 

(2008), differences in aspects of executive function, such as working memory and attention, may 
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influence the emergence of this effect. An abundant literature on the cognitive consequences of 

bilingualism consistently finds that advantages for bilinguals in aspects of executive function, 

leading to the prediction that bilinguals may outperform monolinguals in contexts that present a 

high degree of mapping ambiguity. To date, however, these results come from studies that have 

left the language learning experience of their participants as an uncontrolled variable. An 

interesting question, then, is whether bilinguals react to mapping variability and environmental 

complexity in the same way as monolinguals. Because bilinguals often receive unbalanced 

exposure to each of their languages (e.g., Myers-Scotton, 2008; Bialystok et al., 2010), and thus 

unbalanced evidence for each side of a translation equivalent, they may approach to task of 

learning in environments with a high degree of mapping ambiguity differently than 

monolinguals. In addition, many studies have reported that bilinguals exhibit cognitive control 

advantages relative to monolinguals (e.g., Bialystok, 2005; Kroll, 2008; Costa et al., 2008). 

These advantages may impact statistical learning abilities to some extent, as certain aspects of 

cognitive control, such as working memory, attention, and inhibitory control, have been shown 

to play a critical role in learners’ performance on statistical and sequence learning tasks (e.g., 

Kareev, 1995; Turk-Browne et al., 2005; Toro, Sinnett, & Soto-Faraco, 2005; Bartolotti et al., 

2011; Awh, Vogel, & Oh, 2006; Engle, 2002). Although there is no reason to hypothesize that 

differences in cognitive control (arising from bilingual experience or natural variation between 

individuals) will influence performance on 1:1 mappings with respect to the two approaches to 

learning outlined above (as 1:1 mappings are always high strength and deterministic), these 

observations do suggest that bilingual experience may factor significantly in the learning of 

many-to-one relationships in complex environments. Specifically, the advantages in cognitive 

control associated with bilingualism, in addition to a bilingual’s increased expectation of 
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encountering non-mutually exclusive relationships, may facilitate the tracking and retention of 

lower-strength mappings. This accords with the findings of Experiment 1, in which bilinguals 

acquired many-to-one mappings faster and more proficiently than monolinguals, leading to the 

conclusion that bilinguals may be more flexible with respect to the ability to posit and track 2:1 

statistical relationships. 

 In Experiment 2, learners were presented with one-to-one mappings and two-to-one 

mappings in a single familiarization phase. Two-to-one mappings varied from strong support for 

only one side of the mapping (i.e., encountering one mapping 7 out of 8 times) and conversely 

weak support for the alternative mapping (i.e., the second mapping occurred only once out of 8 

times viewing the object) to equal support for two both sides of the mapping (four and four). 

Following familiarization, leaners were tested on their knowledge of both 1:1 and 2:1 mappings. 

Learning of 2:1 mappings is assessed in two ways: by performance on trials probing learning of 

either side of a 2:1 mapping; and by comparing the number of cases in which learners formed 

true 2:1 mappings (i.e., learned both sides of the mapping).  

 Experiment 2 thus extends the incremental association paradigm adopted by 

Vouloumanos (2008) to the CSSL paradigm. One benefit of this extension is that it provides a 

convenient way of examining how learners represent mapping variability in a more naturalistic 

learning environment (as learners rarely encounter balanced evidence for mappings). Much 

recent work has focused on the type of processing that best characterizes learning in the CSSL 

paradigm (Medina et al., 2011; Yurovsky & Frank, 2015). As summarized above, this work has 

investigated whether learners entertain the possibility of many alternative mappings at a given 

time, or prefer a more limited approach in which very few mapping conjectures (or possibly only 

one) are entertained at a given time. If learners in Experiment 2 are able to track statistics for 
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many possible mappings, we predict a significant linear relationship between mapping strength 

and performance on trials probing 2:1 mappings, such that learning is positively correlated with 

strength (i.e., the frequency with which evidence for a mapping is encountered). This trend 

should be apparent not only in the aggregated data, but also for individual learners, as 

aggregation of data can produce a gradual learning curve even if individuals show trends 

indicative of single-conjecture learning (Yurovsky & Frank, 2015). If the complexity of the 

learning environment presents too much information for participants to closely track, we predict, 

as in Vouloumanos (2008), that learners may only encode the highest-strength mappings (such as 

the deterministic 1:1 mappings and 2:1 mappings in which one mapping is heavily favored over 

the other), showing no sensitivity to infrequent mapping alternatives.  

 Additionally, this paradigm provides the opportunity to compare the performance of 

monolinguals and bilinguals in learning environments with systematic variability in mapping 

ambiguity, addressing the question of how bilingual experience influences the way learners 

contend with high degrees of mapping ambiguity. Experiment 2 thus extends the Vouloumanos 

(2008) study to a CSSL task, comparing monolinguals and bilinguals on a task that manipulates 

the strength of many-to-one mappings. Given that bilinguals learned more true 2:1 mappings in 

Experiment 1, and acquired sensitivity to trials probing either side of 2:1 mappings more quickly 

than monolinguals, we predict that bilinguals may also be more capable learners when 

confronted with highly unbalanced 2:1 mappings, outpacing their monolingual peers who may 

only acquire mappings at a higher threshold of evidence. Alternatively, the bilingual learning 

advantage evidenced in Experiment 1 may not equate to accepting unequal evidence for a 2:1 

mapping in Experiment 2. That is, bilinguals may be better able to take advantage of 

unambiguous (i.e., balanced) evidence for the presence of many-to-one mappings, while uneven 
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and highly ambiguous evidence for two-to-one mappings (such as when a majority of evidence 

supports one mapping) may require additional exposure or explicit cueing in order to be 

accommodated.  

3.1  Participants 

 24 functionally monolingual English speakers (3 male) participated in Experiment 2 for 

course credit. Based on language history questionnaire data, these participants had a mean age of 

19.2 years (SD = 2.2) and self-rated their proficiency in English at 10 (SD = 0) on the ten-point 

scale used above. Ten of these participants had been classroom learners of a second language, 

who began receiving instruction at a mean age of 11.8 years (SD = 3.2) and self-rated their L2 

proficiency at a mean of 3.4 (SD = 1.8) on the same ten-point scale.  

 25 English-Spanish bilinguals (10 male) also participated in Experiment 2 for course 

credit. These participants had a mean age of 19.1 years (SD = 1.0) and self-rated their 

proficiency in English at 9.5 (SD = .8) on the ten-point scale used above. They began learning 

their L2 at a mean age of 10.7 (SD =1.7) years, and self-rated their L2 proficiency at a mean of 

7.5 (SD = 2.1) on the same ten-point scale. 

3.2  Stimuli 

 Stimuli for Experiment 2 consisted of a subset of the words and objects presented in 

Experiment 1.   

3.3  Design and Procedure 

 Experiment 2 consisted of a single familiarization phase that was followed by a single 

test phase. During familiarization, participants learned ten 1:1 mappings and eight 2:1 mappings 

(i.e., a set of eight objects with two word mappings each) across forty-eight trials that presented 

three words and three objects each. 1:1 mappings were presented eight times. 2:1 mappings were 
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also presented a total of eight times, but the frequency of each of side of the 2:1 mapping varied. 

Out of eight 2:1 word-object mappings, two were structured such that one word mapping was 

encountered seven times and the other word mapping only once (i.e., 7 to 1), two were 6 to 2, 

two were 5 to 3, and two were 4 and 4. The order of presentation was pseudo-randomized such 

that no word or object appeared multiple times within a single trial or in consecutive trials. All 

details of the visual and auditory array, as well as the timing of word and object presentation 

within each trial, were identical to those of Experiment 1.  

 Following familiarization, learners completed a 4AFC test consisting of thirty-six trials. 

In each test trial, participants saw four objects, one in each corner of the screen, and heard a 

single word. Three of these objects were distractors, while the remaining object was matched to 

the word. Each object was labeled with a number, and participants selected their answer by 

pressing the corresponding number on a keyboard. As in the familiarization phase, no object 

appeared multiple times within a single trial or in consecutive trials. 1:1 mappings were tested 

twice (for a total of twenty 1:1 trials), and each side of 2:1 mappings was tested once (for a total 

of sixteen 2:1 trials). Participants were given as much time as needed to make a response for 

each trial. 

3.4  Results 

 In Experiment 2, monolinguals’ average performance on 1:1 mappings was 43.8% 

(SD=20%), and average performance on trials probing either side of 2:1 mappings (across all 

levels of strength) was 36.1% (SD = 17%), both of which exceeded the level of chance (1:1 

Mappings: t(23) = 4.6, p < .001; 2:1 Mappings: t(23) = 3.2, p < .01). The difference in 

performance between 1:1 and 2:1 mappings was also significant (t(23) = 2.1, p < .05). 

Bilinguals’ average performance on 1:1 mappings was 49.8% (SD = 25%), and average 
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performance on trials probing either side of 2:1 mappings was 36.8% (SD = 21%). Both of these 

also exceeded chance (1:1 Mappings: t(24) = 5.0, p < .001; 2:1 Mappings: t(24) = 2.9, p < .01). 

Bilinguals performed significantly higher on 1:1 mappings than 2:1 mappings (t(24) = 4.3, p < 

.001). A comparison of monolingual and bilingual performance on both 1:1 mappings and 2:1 

mappings collapsed across all strengths showed no differences (1:1 mappings: t(47) = .93, p = 

.36; 2:1 mappings: t(47) = .11, p = .91 ).  

 We used an 8 (Strength of Mapping) by 2 (Group) ANOVA to investigate the factors that 

influenced mapping performance in Experiment 2. Strength of Mapping was a within-subjects 

factor, while Group (i.e., monolingual or bilingual) was a between subjects factor. There was a 

main effect of Strength of Mapping (F(7,329) = 6.86, p < .001, η2 = .13), such that performance 

was positively correlated with strength (i.e., participants performed better on mappings that 

appeared more frequently in training). The Strength of Mapping x Group interaction did not 

reach significance (F(7,329) = .96, p = .45, η2 = .02), nor did the between-subjects factor of 

Group (F(1,47) = .03, p = .86, η2 = 0) suggesting that monolinguals’ and bilinguals’ overall 

learning performance did not differ in Experiment 2. 
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Figure 5  Performance for each group at each level 

of mapping strength. 

 

 The main effect of Strength of Mapping in the above ANOVA suggests a positive 

relationship between performance at test and the strength of a mapping. This finding was 

confirmed by a contrast analysis showing a significant linear term for the relationship between 

performance and strength (F(1,384) = 26.38, p < .001). To further determine whether this trend 

was reflective of the performance of individual learners or an effect of aggregating data, we 

correlated each participant’s performance with mapping strength at each level of strength. The 

average correlation was .28 (SD = .36). Across all 49 participants in Experiment 2, 33 showed a 

positive correlation (i.e., Pearson’s r greater than zero) between performance and mapping 

strength (M = .49, SD = .21). A binomial test on this proportion showed a significant result (p < 

.05), suggesting that significantly more participants than expected by chance followed the trend 

identified in the ANOVA above.  Of the 33 participants who showed a positive correlation, 29 

had a correlation above the group mean of .28, which was again significantly more than expected 
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by chance (binomial test: p < .01). Taken together, these analyses suggest that a majority of 

participants followed the trend identified in the ANOVA and, further, that this relationship was 

robust. 

 An additional analysis focused on the point at which performance at a given threshold of 

evidence for trials probing 2:1 mappings significantly exceeded chance (see Table 2). Across all 

learners, this point was at four presentations of a mapping, suggesting that learners required at 

least equal evidence for both possible mappings in order to show significant evidence of 

learning. We performed this same analysis for each group, as well, in order to determine whether 

bilingual experience influenced the threshold of evidence required for developing sensitivity to 

2:1 mappings. Monolinguals’ performance became significant at six presentations for a mapping, 

while bilinguals’ performance became significant at four. This result provides evidence that 

bilinguals may have been able to develop sensitivity to 2:1 mappings at a lower threshold of 

evidence compared to monolinguals. 

 

Group 1 2 3 4 5 6 7 8 

All t(48) = 1.5 

p = .15 

t(48) = .61 

p = .54 

t(48) = 1 

p = .32 

t(48) = 2.9 

p < .01 

t(48) = 2.2 

p < .05 

t(48) = 4.6 

p < .001 

t(48) = 5.4 

p < .001 

t(48) = 6.7 

p < .001 

Mono t(23) = .62 

p = .54 

t(23) = .7 

p = .49 

t(23) = 1.7 

p = .11 

t(23) = 1.8 

p = .09 

t(23) = .94 

p = .35 

t(23) = 3.0 

p < .01 

t(23) = 4.4 

p < .001 

t(23) = 4.6 

p < .001 

Bi t(24) = 1.4 

p = .18 

t(24) = .17 

p = .87 

t(24) = .59 

p = .56 

t(24) = 2.2 

p < .05 

t(24) = 2.1 

p < .05 

t(24) = 3.4 

p < .01 

t(24) = 3.3 

p < .01 

t(24) = 5.0 

p < .001 

Table 2  Comparison of performance against chance (25%) for each mapping strength. 

 

 

 Reaction times to test trials were also collected in Experiment 2, and were examined 

using an additional 8 (Strength of Mapping) by 2 (Group) ANOVA. Strength of Mapping was a 

within-subjects factor, while Group was a between-subjects factor. Prior to analysis, we removed 

absolute outliers (RTs below 300 ms and above 10000 ms – i.e., the mean + 2.5 SD) from the 



 
 

73 
 

data of all participants, which accounted for 1.9% of responses. There was a main effect of 

Strength of Mapping (F(7,329) = 8.3, p < .001, η2 = .15) such that RTs (for both correct and 

incorrect responses) were negatively correlated with strength. There was no significant 

interaction between Strength of Mapping and Group (F(7,329) = 1.2, p = .3, η2 = .02), but the 

between-subjects factor of Group did reach significance (F(1,47) = 5.7, p < .05, η2 = .11), such 

that bilinguals’ RTs were greater than monolinguals’ across all mapping strengths (mono: M = 

3668.3, SD = 192; bi: M = 4316.4, SD = 189.1). Planned follow up tests examined whether this 

difference was driven by RTs from correct or incorrect responses. For RTs from correct 

responses, the between-subjects factor of Group did not reach significance (F(1,47) = 1.8, p = 

.18, η2 = .04; mono: M = 3738.3, SD = 198.9; bi: M = 4057.5, SD = 187.4), while it did for RTs 

from incorrect responses (F(1,47) = 7.4, p < .01, η2 = .14; mono: M = 3737.4, SD = 223.9; bi: M 

= 4639.4, SD = 219.5), indicating that the significant between-groups factor in the main 

ANOVA was driven primarily by RTs from incorrect responses. 

 
Figure 6  RTs from incorrect responses by group 

(monolingual vs bilingual). 
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            We also examined the number of cases in which participants learned both sides of a 2:1 

mapping. On average, monolinguals learned both sides of a 2:1 mapping in 13% (SD = 17.5%) 

of cases, and bilinguals learned both sides in 17% (SD = 20%) of cases. Across all mapping 

strengths, there was no significant difference in the learning of both sides of 2:1 mappings 

between monolinguals and bilinguals (t(47) = .55, p = .58). As noted above, 2:1 mappings in 

Experiment 2 were grouped into four bins that differed in terms of variability in the amount of 

evidence for each side of a mapping (i.e., 7:1, 6:2, 5:3, and 4:4). A further analysis compared 

monolingual and bilingual learning of both sides of 2:1 mappings within each of these bins (see 

Figure 7). There were no significant differences in performance between the groups when 

evidence for 2:1 mappings was unequal (7 to 1: t(47) = .37, p = .71; 6 to 2: t(47) = .88, p = .39; 5 

to 3: t(47) = .07, p = .94). When evidence for a 2:1 mapping was equal (i.e., in the 4 to 4 bin), 

bilinguals learned both sides of the 2:1 mapping significantly more often than monolinguals 

(Mono: M = 8.3%, SD = 19%; Bi: M = 22%, SD = 25%; t(47) = 2.13, p < .05). 

 

Figure 7  Frequency with which monolinguals and bilinguals learned both sides of a 2:1 

mapping for each 2:1 mapping type. 
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3.5  Experiment 2 Discussion 

 In Experiment 2, functional monolingual and late-learning bilingual were familiarized to 

a mixed set of 1:1 (object:word) and 2:1 mappings in a single familiarization phase of a cross-

situational statistical learning task. The 2:1 mappings varied along a continuum in the frequency 

with which either side of the mapping was supported during training, from high frequency for 

one side and low for the other (e.g., 7:1), to equal frequency for both (4:4). Participants then 

completed a 4AFC test, in which each 1:1 mapping was tested twice and each side of a 2:1 

mapping was tested once. Overall learning for both 1:1 and 2:1 mapping was significantly above 

chance, indicating that learners were able to succeed in the CSSL task, even in the face of high 

mapping ambiguity. Notably, monolinguals and bilinguals were largely equivalent in their 

performance on both 1:1 and 2:1 mappings. One exception was that bilinguals significantly 

outperformed monolinguals when the evidence for both sides of a 2:1 mapping was equal (i.e., 

the 4:4 condition), a finding that paralleled the results reported in Experiment 1. Although direct 

comparisons of each groups’ performance at each level of strength showed no significant 

differences, further analysis showed that bilinguals’ performance on trials probing 2:1 mappings 

exceeded chance at a lower threshold of evidence compared to monolinguals (i.e., at 4 

presentations of a mapping for bilinguals vs 6 for monolinguals). 

 One goal of Experiment 2 was to investigate the effect of variation in mapping strength 

for 2:1 mappings (i.e., the amount of evidence for either side of a 2:1 mapping) in a statistical 

word learning task. Here we compared competing theories of statistical learning using CSSL.  

One possibility is that learners are constrained in the types of statistics they can track, with 

retention only for mappings that reach a threshold of sufficiently strong evidence (see 

Vouloumanos, 2008). Alternatively, as has been reported for fast-mapping (Vouloumanos, 
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2008), statistical learning in the cross-situational context may contain a high degree of 

granularity, with retention of both high and low strength mappings. Across all learners, 

performance on trials probing 2:1 mappings was positively correlated with mapping strength, 

indicating that learners may be capable of tracking fine-grained statistics of word-object co-

occurrences and retaining multiple mapping conjectures for each word or object at a given time. 

A significant linear contrast term for performance by mapping strength provided further evidence 

that learners closely tracked the co-occurrence statistics, bolstered also by the finding that a 

majority of individual learners in Experiment 2 evidenced a moderate positive correlation 

between performance and mapping strength. These findings address the concern of Yurovsky & 

Frank (2015) that aggregated data may indicate gradience in an effect (i.e., that averaging across 

learners may spuriously produce a smooth learning curve) while individual learners exhibit no 

such gradient behavior. Thus, these analyses strongly suggest that the results of Experiment 2 

reflect learners’ exquisite sensitivity to variation in mapping strength during cross-situational 

statistical learning and pose somewhat of a challenge for the idea of single-conjecture learning 

(outlined above) in CSSL paradigms (e.g., Medina et al., 2011).  

 A second goal of Experiment 2 was to extend the logic of Experiment 1 to the current 

paradigm by comparing the performance of functional monolingual adult participants to late 

learning bilinguals, both with respect to gradient effects (i.e., the extent to which they might 

learn mappings that occurred fewer times) as well as in the overall acquisition of both sides of 

2:1 mappings (extending the paradigm of Experiment 1 to unbalanced mapping pairs). Given the 

results of Poepsel & Weiss (2016; Experiment 1) indicating that late learning bilinguals are more 

open to the possibility of 2:1 mappings in a CSSL task, we sought to explore whether a similar 

population of bilinguals might also more readily form 2:1 mappings from sparser evidence (such 
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as when one mapping appeared less than half of the time) relative to monolinguals. On trials 

probing either side of  2:1 mappings, we found that bilinguals first achieved above chance 

performance at a lower threshold of evidence than monolinguals (i.e., at four presentations of a 

mapping for bilinguals compared to six for monolinguals), suggesting that bilingualism may 

facilitate the beginning stages of multiple mapping acquisition under conditions of high 

ambiguity. As in Experiment 1, we also looked at cases in which learners acquired both sides of 

a 2:1 mapping. Here, we found no differences between the groups when the evidence presented 

for 2:1 mappings was unequal (i.e., the 1:7, 2:6, and 3:5 mappings), but still a significant 

difference when evidence was equal (i.e., the 4:4 mappings), corroborating the findings of 

Experiment 1, and also demonstrating that bilingualism may not provide immediate learning 

advantages for 2:1 mappings in all contexts (i.e., when evidence is unequal) within this 

paradigm.  

 Reaction time measures provided another method of assessing performance in 

Experiment 2. Reaction times for responses at test were negatively correlated with mapping 

strength; as the strength of a mapping increased the RT for producing a response decreased. This 

correlation provides additional supporting evidence that the strength of a mapping has a gradient 

effect on performance, and further suggests that learners accrued statistical information for many 

possible mappings rather than tracking only high strength mappings. This correlation was found 

despite the fact that learners could take as much time as needed to respond, which further argues 

for the validity of the relationship between RTs and mapping strength (see similar unspeeded 

task effects in Pashler, 1989; Eskes, Klein, Dove, Coolican, & Shore, 2007). With respect to the 

effect of language experience, bilingual participants’ RTs were significantly slower than 

monolinguals’ across all mapping strengths. Further analysis showed that while there was a clear 
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difference between monolingual and bilingual RTs for incorrect responses, there was no 

difference for correct responses. The lack of a difference in RTs for correct responses suggests 

that bilinguals weren’t simply slower than monolinguals in rendering responses (i.e., if this were 

the case, the effect should exist regardless of whether a response was correct or incorrect). One 

possible, and speculative, explanation of this effect is that bilingual participants’ slower RTs for 

incorrect responses may be indicative of greater sensitivity regarding the variability in the 

statistics of co-occurrence for 2:1 mappings in Experiment 2. This possibility will be discussed 

further below. 

 To summarize, the results of Experiment 2 provide evidence that adult learners are highly 

sensitive to co-occurrence statistics, and can make and retain multiple mapping hypotheses (as 

opposed to tracking only high-strength mappings), thereby extending the findings of 

Vouloumanos (2008) to a CSSL paradigm. Consistent with Vouloumanos (2008), our results 

suggest that statistical word learning of multiple mappings may not be an all-or-nothing process 

subject to the mutual exclusivity constraint (e.g., Markman, 1994). Rather, learners are able to 

form gradient associations between words and objects in accordance with how frequently they 

are evidenced in the input. This conclusion is broadly consistent with the results of several 

studies that have demonstrated that the application of mutual exclusivity is highly dependent on a 

learner’s experience (Regier, 1996; Byers-Heinlein & Werker, 2009; McMurray et al., 2012). 

For instance, Byers-Heinlein and Werker (2009) tested monolingual, bilingual, and trilingual 

infants application of a disambiguation heuristic, which describes the tendency to associate a 

novel noun with a novel object instead of a familiar one. Monolinguals showed strong evidence 

of disambiguation, bilinguals showed intermediate evidence, and trilinguals showed no evidence. 

The authors interpreted these results as evidence suggesting that language experience, and in this 
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case, the experience of mapping multiple words to one object, influences the development of 

disambiguation. The results further suggest an intimate relationship between language 

experience and development, as trilinguals showed less evidence of disambiguation than 

monolinguals. Thus, the more frequently a learner encounters evidence that multiple mappings 

exist, the less likely they are to learn in a mutually exclusive way or otherwise apply heuristics 

that function best with the stable input of monolinguals.  

 Experiment 2 both corroborates and extends the findings of Experiment 1 with regard to 

the effect of bilingual experience. Specifically, we have found evidence that bilingual experience 

facilitates the acquisition of true many-to-one mappings when evidence for both sides is equal 

(as in Experiment 1). Moreover, our findings with respect to performance on trials probing either 

side of a 2:1 mapping show that bilinguals may require a lower threshold of evidence in order to 

posit and begin acquiring sensitivity to multiple mappings. Experiment 1 provided indirect 

evidence for such a claim by showing that bilinguals outperformed monolinguals on trials 

probing 2:1 mappings at an earlier point in time (i.e., with less exposure); however, all 2:1 

mappings in Experiment 1 were equally evidenced (i.e., analogous to the 4:4 mappings of 

Experiment 2), such that the locus of the bilingual advantage was unclear. Specifically, it could 

have been the case that bilinguals require less exposure than monolinguals to acquire multiple 

mappings (i.e., they could detect these multiple mappings based on overall sparse evidence such 

as only 2 instances of a mapping out of 8 total trials with a particular object). The findings of 

Experiment 2 are quite nuanced in that sense.  On the one hand, the results demonstrate that 

neither group is able to acquire multiple mappings when the evidence is sparse within the 

confines of a single familiarization (such as a mapping that occurs twice out of a total of eight 

exposures).  This hypothesis could only be tested by systematically varying the strength of the 
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mappings.  Nonetheless, if participants were provided with subsequent experience (i.e. another 

familiarization period), it is possible that differences between groups could arise, as the 4-4 

mappings in Experiment 1 did increase over subsequent familiarizations (discussed further 

below). Consistent with the results of Experiment 1, however, the results of the 4-4 mappings do 

suggest that bilinguals are sensitive to sparser evidence for multiple mappings than monolinguals 

in the sense that they can acquire them significantly better than monolinguals in the variable 

learning environment of this paradigm (since bilinguals acquired them within the single session 

even given the additional variability relative to Experiment 1). The results of Experiment 1 

suggest that, over additional exposure, monolinguals would likely perform at above chance, 

though likely still outpaced by their bilingual peers.  Taken together, Experiment 2 lends more 

evidence to the claim that bilingualism facilitates learning in environments that contain multiple 

inputs, and also suggest that late L2 learners, despite being of lower proficiency and, in general, 

having less experience using and managing two languages, may still benefit from language 

learning experience as is often evidenced in highly proficient and early bilinguals (e.g., Bialystok 

and Martin, 2004; Carlson and Meltzoff, 2008; Kovacs & Mehler, 2009; Hernández et al., 2010; 

Soveri et al., 2010; Salvatierra and Rosselli, 2011).  

 The recently proposed extraction and integration framework (Thiessen, Kronstein & 

Hufnagel, 2013) may provide some explanatory power for the differences observed here, and in 

other experiments, between monolinguals and bilinguals. This framework allows for a more 

refined understanding of performance in statistical learning tasks by offering a two-process 

model of learning. Extraction depends on conditional statistics, and describes the process of 

binding together smaller units into chunks that function as exemplars for further processing. 

Integration depends on distributional statistics, and describes the process of inferring a central 

http://journal.frontiersin.org/article/10.3389/fpsyg.2011.00324/full#B7
http://journal.frontiersin.org/article/10.3389/fpsyg.2011.00324/full#B7
http://journal.frontiersin.org/article/10.3389/fpsyg.2011.00324/full#B11
http://journal.frontiersin.org/article/10.3389/fpsyg.2011.00324/full#B26
http://journal.frontiersin.org/article/10.3389/fpsyg.2011.00324/full#B64
http://journal.frontiersin.org/article/10.3389/fpsyg.2011.00324/full#B59
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tendency, or similarity, across exemplars. In this way, extraction is a process that attends to local, 

smaller structures and outputs discrete representations (such as syllables and words), while 

integration operates across these discrete representations and provides sensitivity to cues and 

distributional information (such as the degree of similarity of smaller units and how they 

function together). Using the insights of this account of statistical learning, one hypothesis is that 

while extraction processes may not differ as a function of bilingual experience (that is, the 

fundamental task of SL may be unaffected by bilingual experience: e.g. Yim & Rudoy, 2013), 

integration processes might (see Poepsel & Weiss, 2016). That is, bilinguals may be better able 

to assess the statistical coherence of their input in order to determine the number of distributions 

from which it arises. In word-learning experiments that present multiple inputs, this might 

translate into bilinguals more rapidly concluding that mutual exclusivity no longer applies, such 

that the formation of multiple mappings can take place more quickly (as evidenced in 

Experiment 1) and with less evidence for a given mapping (as evidenced in Experiment 2). In 

speech segmentation tasks to date, this claim is not evidenced (for example, Bogulski, 2013 

found no evidence that adult Spanish-English bilinguals outperformed English monolinguals in a 

sequential learning task). We will revisit this idea in Chapter 4 with a novel manipulation. 

 One challenge to the insights drawn from the extraction and integration model of 

statistical learning is that bilinguals in Experiment 2 did not outperform monolinguals in overall 

performance on trials probing either side of a 2:1 mapping, or in the learning of both sides of 2:1 

mappings supported by unequal evidence. A possible explanation, alluded to above, is that the 

task itself was more difficult than Experiment 1, not only in terms of increased variability but 

also in overall less exposure. That is, learning in Experiment 1 was spread across three 

familiarization phases, while learning in Experiment 2 took place in a single familiarization. The 
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findings of many studies suggest that distributed training and testing on new material (i.e., spread 

over several familiarizations), as opposed to massed training and testing, facilitates recall of the 

material and improves performance on measures of long-term retention (Izawa, 1966; Cepeda, 

Pashler, Vul, Wixted, & Rohrer, 2006; Karpicke & Roediger, 2008; Soderstrom & Bjork, 2014). 

This is known as the spacing effect. Spaced training has also been noted to improve the learning 

of more complex material (Carlson & Yaure, 1990; Rawson & Kintisch, 2005). Although the 

expectation is that both monolinguals and bilinguals would benefit from spaced as opposed to 

massed training, it may be the case that bilinguals’ increased flexibility in positing the presence 

of multiple mappings renders the effect of spaced training more likely or faster to emerge. That 

is, with more opportunities to integrate the extracted units and thereby determine distributional 

similarity or dissimilarity (i.e., how many underlying representations are present in the input), 

bilinguals may be more likely to assume that mutual exclusivity does not apply and thereby 

outperform monolinguals. Additionally, experience learning and using multiple languages has 

been linked to improved ability to learn words’ form-meaning links (e.g., Cenoz & Valencia, 

1994; Keshavarz & Astaneh, 2004), as well as improved phonological working memory (e.g., 

Service et al., 2008; Majerus et al., 2008), which has also been shown to improve statistical 

learning of word forms (Misyak & Christiansen, 2007). Coupled with the finding that novel word 

learning is facilitated by frequent encounters with those words (e.g., Osterhout, McLaughlin, 

Pitkanen, Frenck-Mestre, & Molinaro, 2006), the hypothesis that bilinguals may benefit more 

from distributed training than monolinguals seems plausible. Taking all of this evidence together, 

a tentative conclusion, corroborated by the results of Experiment 1 as well as the finding here 

that bilinguals may show sensitivity to 2:1 mappings at a lower threshold of evidence, is that 

given further training on low and high strength mappings, bilinguals might begin to outperform 
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monolinguals in acquiring true 2:1 mappings.  

 Overall, the increased variability in Experiment 2 clearly negatively impacted 

performance relative to Experiment 1, as well as previous studies. Yurovsky and Yu (2013), for 

instance, reported higher learning for both 1:1 and 2:1 mappings in a similar paradigm with less 

ambiguity (i.e., 2:1 mappings always had equal evidence for both sides). Similarly, Poepsel and 

Weiss (2016; Experiment 1) found learning of 1:1 mappings to be 20% above chance levels after 

a single familiarization in which learners were exposed to 4 instances of each mapping; this same 

level of performance on 1:1 mappings was found after exposure to 8 instances of each mapping 

in Experiment 2 (i.e., learners in Experiment 2 required twice the exposure to achieve a similar 

threshold of learning compared to learners in Experiment 1, although differences in the number 

of competitors at test in Experiments 1 and 2 should be noted). Yurovsky, Fricker, Yu, & Smith 

(2013) suggests that partial knowledge of word mappings facilitates the acquisition of other 

mappings by reducing the amount of mapping ambiguity present in the learning environment. 

That is, when learners achieve a certain threshold of knowledge for a subset of the mappings 

available in learning environment, the number of possible mappings for unknown words and 

objects is reduced, and the mapping task is made accordingly easier. As average performance on 

deterministic 1:1 mappings in Experiment 2 was low (below 50% for both groups), a further 

suggestion is that learners were unable to leverage their knowledge of these higher strength 

mappings in order to reduce the complexity of the task (and accordingly improve performance on 

lower strength mappings). Together, these findings suggest that learning in Experiment 2 was 

highly demanding, and that the difficulty of mapping under conditions of high ambiguity may 

have prevented us from finding an effect of previous language experience on the acquisition of 

multiple mappings.  
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 We make a final speculative note regarding the RT differences between monolinguals 

and bilinguals for incorrect responses.  It is possible that these findings are indicative of 

bilinguals possessing greater sensitivity to the presence of statistical ambiguity in an input 

relative to monolinguals.  Our previous work has uncovered rather subtle effects confidence 

ratings reported by learners that can be altered even when overall performance on the 

retrospective task is unaffected (Poepsel & Weiss, 2014).  So too, it is possible that these RT 

differences are highlighting a sensitivity that ultimately precedes learning, in much the same way 

as there are transitional knowledge states in other domains of language learning.  For example,  

Goldin-Meadow and Wagner (2005) describe how gesture-speech mismatch (i.e., when what is 

expressed verbally conflicts with what is expressed gesturally) indexes a transitional knowledge 

state, in which a learner may be more ready to learn and so may exhibit larger benefits from 

additional, disambiguating input. Given the results of Experiment 1 that clearly show learning 

effects across additional exposure, these RT differences may forebode differential learning 

effects if additional input were provided.  Future studies should address this issue as it may 

produce a more nuanced understanding of the differences between monolinguals and bilinguals, 

as well as an insight into how RT can be used to index learning in CSSL studies.  
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Chapter 4:  The Influence of Structural Overlap and Bilingualism on Learning Multiple 

Inputs in Auditory Statistical Learning 

 For proficient language users speech is perceived as a series of discrete words, though in 

reality, speech streams comprise a continuous acoustic waveform. One task facing naïve learners 

of a language, then, is to discover where words begin and end, so that the next steps of language 

learning (such as mapping words to their referents) can occur (e.g., Saffran et al., 1996; Graf 

Estes, Evans, Alibali, & Saffran, 2007). There are many cues within a language that help learners 

detect word boundaries, such as prosody, phonetics, and suprasegmental factors (Jusczyk, 1997). 

However, these cues vary inconsistently across languages, and thus may not factor prominently 

in the initial stages of language acquisition (Cole & Jakimik, 1980). An invariant cue to 

structure, however, is the frequency with which different sounds co-occur (Harris, 1951). In this 

way, words can be thought of as sounds that frequently co-occur (i.e., sequences of sounds that 

are highly predictable), while the boundaries between words can be thought of as points where 

predictions about upcoming sounds are difficult or impossible to make (see Christiansen, Allen, 

& Seidenberg, 1998; Lu, 2010). Statistical learning describes the ability of learners to track these 

predictive relationships between smaller units of an input, and, as noted in Chapter 1, has been 

shown to be an important part of learning across a variety of domains, such as language (e.g., 

Saffran et al., 1996; Pacton, Fayol, & Perruchet, 2005; Maye, Weiss, & Aslin, 2008), vision 

(e.g., Fiser & Aslin, 2002; Hunt & Aslin, 2001), and non-linguistic auditory processing (e.g., 

Saffran, Johnson, Aslin, & Newport, 1999; Tillman & McAdams, 2004).  

 While initially proposed as a domain general learning mechanism spanning all 

modalities, recent evidence suggests that statistical learning may be a set of domain-general 

processing mechanisms that are subject to modality- and stimulus-specific constraints (e.g., 
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Mitchel & Weiss, 2011; Frost, Armstrong, Siegelman, & Christiansen, 2015). For example, SL 

studies consistently find that transfer of knowledge of shared structure across modalities is either 

limited or non-existent (e.g., Redington & Chater, 1996; Tunney & Altmann, 1999; Conway & 

Christiansen, 2005; Conway & Christiansen, 2006; Emberson et al., 2011), and suggest that 

integration takes place in devoted multimodal networks subject to their own perceptual 

constraints (Mitchel & Weiss, 2011; Romanski & Hwang, 2014). Furthermore, Misyak & 

Christiansen (2012) suggest there is a great deal of individual variation within any given 

statistical learning task; for example, Saffran et al. (1997) and Saffran et al., (1999) reported 

wide ranges of learning of adjacent dependencies in their SL tasks, from an average lower bound 

of 40% to an average upper bound of 89%.  They also reported a performance range from 40% to 

97.5% for adjacent dependencies and between 30% and 100% for non-adjacent dependencies (a 

range similar to that reported in Gomez (2002) for non-adjacent dependency learning). Further, 

although test-retest reliability is high within a single modality, the same individual may show 

significant variation in their performance on SL tasks across modalities (Hsu & Bishop, 2010; 

Thiessen, Kronstein, & Hufnagel, 2013). Taken together, these findings support the conclusion 

of Frost et al. (2015) that SL is not a deterministic learning mechanism, but instead, one that may 

respond and develop differently as a function of both specific properties of the input as well as a 

learner’s previous experience. 

 Given this stance, one limitation of many experiments to date has been the lack of 

distributional variability presented to learners. Specifically, studies have often focused on the 

learning of a single (and often invariant) input, which does not capture the multilingual 

experience (and arguably is an oversimplification of monolingual input as well; e.g., see Qian, 

Jaeger, & Aslin, 2012). Recently, however, several studies have begun to explore how learners 
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contend with multiple statistically distinct inputs. Gebhart et al. (2009), for instance, exposed 

adult learners sequentially to two artificial language streams with no pause between the streams, 

overlapping by 50% in their syllable inventory, and with transitional probabilities as the only cue 

to underlying structure. When the two streams were presented in the same voice, learners showed 

a primacy effect, in which there was above threshold learning for the first stream encountered 

and chance learning for the second. This primacy effect has been replicated in a number of 

subsequent studies, several of which employ similar stimuli and variants of the methodology 

used by Gebhart and colleagues (e.g, Bogulski, 2013; Bulgarelli & Weiss, 2016), but also in 

studies that have adopted different methods and occur in the visual modality (e.g. Jungé, Scholl 

& Chun, 2007; Heimbauer, Poepsel, Bulgarelli & Weiss, in prep).  

 There are several different proposals accounting for this primacy effect. It is possible the 

first structure may not have been acquired with a high degree of confidence (i.e., learners have 

not reached low estimation uncertainty) by the time the second language is introduced and 

therefore the variance associated with the second language fails to trigger the formation of a 

second representation as it is interpreted as statistical noise (Aslin, 2014; Qian et al., 2012). 

However, a more recent study suggests that learners actually reach low estimation uncertainty 

rather quickly and fail to learn the second structure due to overlearning.  That is, increased 

exposure to the same structure past the point of robust learning may cause an entrenchment 

effect where the first structure is learned and the second is not (Bulgarelli & Weiss, 2016).   

 The change blindness literature offers additional insights with regard to the possible 

underpinnings of the primacy effect, with numerous findings confirming that learners are 

typically unaware of unanticipated events, and noting that the likelihood of detecting a change 

depends on the focus of a learner’s attention. Thus, when observers are attending to one event, 
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they are less likely to notice an unexpected event (e.g., Rensink, 2002; Simons & Levin, 1997; 

Grimes, 1996; Scholl 2000). Further, change detection seems to be modulated by the similarity 

of the changing events, such that changes between similar events are more difficult to detect than 

changes between dissimilar events, leading to the inference of a similarity based constraint for 

change detection (Scott-Brown, Baker, & Orbach, 2000; Scott-Brown & Orbach, 1999; Williams 

& Simons, 2000; Zelinsky, 1998). While changes between discrete events are not completely 

equivalent to shifting patterns, this insight may nonetheless provide insights as to why primacy 

effects emerge and suggest that manipulating the similarity in patterns may yield parallel effects. 

For instance, this is noted by Gebhart and colleagues (2009), who hypothesize that the similarity 

of their language pairs, which shared 50% of syllables, may have hindered learning of the second 

of two languages. Franco, Cleeremans, and Destrebecqz (2011) also hypothesize that language 

similarity may influence learning. Also in a speech segmentation paradigm, they familiarized 

learners to two languages that shared 100% of their syllables. The languages were differentiated 

by a strong contextual cue (i.e., speaker voice), a condition in which Weiss et al. (2009) and 

Gebhart et al. (2009) had found produced equivalent learning of both languages. Although both 

languages were learned above chance, the authors found a strong primacy effect, which they 

attributed to interference caused by the high degree of syllabic overlap. Importantly, one 

suggestion of these studies is an essential link between statistical incongruence and overlap, such 

that greater overlap tends to result in greater interference. Thus, while primacy effects 

disappeared at 50% overlap with the addition of a contextual cue in Gebhart et al., (2009), the 

relatively greater interference at 100% overlap resulted in primacy despite a contextual cue in 

Franco et al. (2011). Although language pairings that share syllables and maintain statistical 

congruence are possible (see Weiss et al., 2009), such relationships reflect a high degree of 
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experimental control, and are unlikely to be representative of statistical patterns across natural 

languages (i.e., sound patterns that are systematic within a language but are divergent across 

languages). 

  SL studies involving multiple inputs have used artificial languages with a limited range 

of syllable overlap. For example, in auditory SL, the languages used in Gebhart et al. (2009), 

Bogulski (2013), Zinszer and Weiss (2013), and Bulgarelli and Weiss (2016) shared overlap of 

50% in their syllabic inventories. These studies all reported a primacy effect in their baseline 

conditions, and subsequently investigated ways of mitigating the effect. In Weiss et al. (2009), 

congruent languages (which were learned without the addition of contextual cues) had 0% 

overlap while incongruent languages (which were unlearnable when interleaved in the absence of 

contextual cues) had 25% overlap in syllable inventory. In a follow up condition, the authors 

found that congruent overlap could support learning, thereby focusing their conclusions on the 

role of congruence across both languages. As noted, Franco et al. (2011) used languages that 

overlapped 100% in their syllable inventory, and found a primacy effect, although both 

languages were learned above chance. Finally, in the domain of visual statistical learning, 

Heimbauer, Poepsel, and Weiss (in prep) found a primacy effect when visual streams sharing 

50% of their elements were combined (similar to Gebhart et al., 2009). While all of these studies 

are informative with respect to how multiple speech streams may (or may not) be acquired, there 

is a gap with respect to understanding the role that syllable overlap plays in influencing these 

learning effects, as none of these studies offer a systematic exploration of this factor. 

 The idea that syllable overlap may significantly impact learning has roots in real-world 

language learning as well as the laboratory research mentioned above. For example, there is 

significant structural variability across natural languages at all levels, from the phonetic 
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inventory of language (i.e., differences in the number and types of sounds a language uses) to 

suprasegmental characteristics, such that languages may share more or less structure at each level 

(Jusczyk, 1997). Shared or congruent structure between languages has been shown to facilitate 

learning through transfer (e.g., Ard & Homburg, 1992; Odlin, 1999), while assuming too much 

shared structure, especially when the overlap is incongruent, can have negative effects on 

learning (e.g., Jarvis & Pavlenko, 2008; Ringbom, 2006).  

 As noted earlier, relatively few studies to date have explicitly examined how statistical 

incongruence between two artificial languages influences their learnability, and of these, none 

have performed a systematic investigation of this factor, so that only single data points arising 

from differently structured languages exist. In one SL study, Perruchet, Poulin-Charronnat, 

Tillmann, and Peereman (2014) examined how shared structure (both congruent and 

incongruent) influences the learning of multiple structures that are encountered sequentially. 

After initial exposure to an artificial language in which words consisted of two syllables, learners 

were familiarized to a three-syllable language that contained all of the bigram syllables (i.e., the 

languages shared these syllables). In the control condition, the trigram language featured the 

shared syllables in combinations learners had never encountered (i.e., if the sequence A-B 

represents a word of the bigram language, where each letter corresponds to a unique syllable, 

learners might encounter the sequence B-C-A D-E-F in the trigram language). In the 

experimental condition, trigram word boundaries were the words of the bigram language (i.e., if 

C-D were a bigram word, learners might encounter the sequence A-B-C D-E-F in the trigram 

language). In this way, while no interference from prior learning was expected in the control 

condition, the mismatching statistical information in the experimental condition was expected to 

impede learning of the trigram language. These expectations were matched by the results from 
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adult learners as well as simulations, suggesting that overlapping structure influences learning 

when it diminishes the predictive power of transitional probabilities. As described above, Weiss 

and colleagues (2009) demonstrated that statistically incongruent languages, when presented 

without an indexical cue (such as a change in speaker voice) were unlearned, as the 

incongruency of the shared syllables caused the statistical noise floor to increase, resulting in a 

decrease in the predictive power of transitional probabilities. In a follow up condition, the 

authors examined the effects of exposing learners to languages in which the shared syllables 

were congruent, to further investigate whether the effect of first finding was related to the 

statistical incongruence or the shared syllables. The results showed that the congruent languages 

with shared syllables were learnable, suggesting that statistical congruence and incongruence 

factor strongly in the degree to which a system of languages is learnable.  

 While these studies point to the importance of the type of overlap across languages (i.e., 

either congruent or incongruent), the overall degree of overlap of the languages in SL studies 

with multiple inputs has not been systematically varied. Consequently, the extent to which this 

factor, insofar as it results in statistical incompatibility, can influence learning of multiple inputs 

is largely unknown. For instance, while Gebhart and colleagues (2009) reported a primacy effect 

for two successive languages with incompatible statistics, Weiss and colleagues (2009) found no 

learning (although these languages were also interleaved many times). Notwithstanding the 

differences in stimulus presentation between the studies (longer exposures and a single switch in 

Gebhart et al., 2009; shorter exposures with multiple switches in Weiss et al., 2009), an 

unexplored question remains regarding how incongruent overlap in the phonetic language 

inventory impacts learning. The purpose of the present study is to fill this gap in our 

understanding by comparing learners in an auditory SL task in which we systematically vary the 
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degree of syllabic overlap (resulting in statistical incongruence) in five language pairings, from 

0% overlap to 100% overlap (with 25% increments in between). We employ the methodology of 

Gebhart et al. (2009), as previous experiments using this methodology have largely reported 

primacy effects. We anticipate that a high degree of incongruent overlap in the syllable inventory 

of two languages will correlate with lower learning performance overall and possibly unequal 

learning of languages (i.e., primacy or recency effects), as within-word and between-word 

transitional probabilities will converge such that they are no longer reliable indicators of where 

structures begin and end. When the degree of syllabic overlap is low (and the statistics of the 

languages are accordingly more congruent), within and between-word transitional probabilities 

will remain highly predictive of structure, and learners should accordingly be better able to 

acquire both inputs (and the inventory itself may serve as a contextual cue for the change in 

structure).  

4.1.2  Multiple Inputs and Bilingualism 

 A secondary goal of Experiment 2 was to compare monolingual and bilingual learners in 

an auditory SL task presenting multiple inputs. The results of Experiments 1 and 2 above suggest 

that bilingualism may facilitate the resolution of statistical ambiguity associated with the 

interaction of multiple inputs within a single learning environment. Specifically, bilingual 

learners more quickly resolved mapping ambiguity in Experiments 1 and 2 in cases where equal 

evidence was presented for both mappings. Taken together, these findings suggest that bilingual 

experience may impact auditory statistical learning, particularly when the familiarization 

contains multiple inputs.  

 Despite the differences observed in the CSSL tasks, several previous segmentation 

statistical learning studies have compared bilingual learners with monolinguals without finding 
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clear evidence of learning differences. Bogulski (2013), for instance, compared adult English 

monolinguals and high proficiency Spanish-English bilinguals in the task employed by Gebhart 

et al. (2009) and found no difference in performance between the groups (each showed a primacy 

effect when exposed to sequential inputs). Yim and Rudy (2013) compared Spanish-English 

monolinguals and bilinguals between the ages of 5 and 13 in auditory and visual SL tasks 

presenting a single input, and also reported no differences in learning between groups. Wang and 

Saffran (2014) compared monolinguals, tonal-language bilinguals, and non-tonal language 

bilinguals in a task that presented an artificial language with tonal cues to word boundaries. Non-

tonal bilinguals showed greater sensitivity to the tonal cues than monolinguals though tonal 

bilinguals did not.  Nonetheless, the results suggest some impact of previous language 

experience on statistical learning, though as the authors note, this task may require inhibition of 

the tonal cues to follow the statistics. Finally, Bartolotti et al. (2011) compared adult 

monolinguals and bilinguals of varying proficiency in a task that presented Morse Code 

languages that contained incongruent cues to word boundaries. Bilinguals outperformed 

monolinguals in a low-interference condition (in which only a single language was presented). 

Following the low-interference condition, participants were familiarized to a second language in 

which cues to word boundaries interfered with those in the first language. In this high-

interference condition, there was no bilingual advantage, although the authors did find that 

performance on an inhibitory control task was positively correlated with learning. This finding 

accords with that of Wang and Saffran (2014) in the suggestion that greater executive control 

abilities may facilitate learning when language processing demands are high (e.g., in cases where 

knowledge of incongruent patterns must be suppressed in order for learning to occur).  

 As noted above, Perruchet et al. (2013) and Weiss et al. (2009) also demonstrate that 
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statistical incongruence factors importantly in the learnability of two languages in that 

incongruence seems to increase the difficulty of acquiring a system of languages. Although these 

studies did not compare groups of monolinguals and bilinguals, together with the results of 

Bartolotti et al. (2011), they suggest that differences in the way that learners manage interference 

between languages may predict performance in tasks that present multiple statistically 

incongruent languages. Success in SL tasks presenting multiple inputs to learners, especially 

when the statistics of the languages are incompatible, may depend not only on the basic ability to 

track statistics, but also the ability to engage in higher-level processing over those statistics in 

order to manage interference. Statistical learning encompasses many forms of learning, and so it 

is possible that different types of statistical learning involve different cognitive processes. One 

attempt to formalize this kind of distinction has been proposed by Thiessen, Kronstein, and 

Hufnagel (2013), who differentiate between statistical learning tasks involving extraction and 

those involving integration. Extraction entails sensitivity to conditional statistics, and so involves 

holding several elements in working memory and binding them into a basic chunk (Perruchet & 

Vintner, 1998), whereas integration operates across these stored chunks and results in sensitivity 

to distributional statistics, such as similarity of exemplars or central tendency (see Erickson & 

Thiessen, 2015). For instance, infant learners may use language-universal cues, such as 

transitional probability, to extract words from speech initially (Graf-Estes et al., 2007). 

Integrating across these words may provide sensitivity to language-specific phonological 

patterns, such as stress, which may then supplant language-universal cues in subsequent learning 

(e.g., Thiessen & Saffran, 2003). In this way, a learner can develop sensitivity to specific 

patterns that hold across an input, which may be part of a constellation of cues that can be used 

to facilitate learning and manage variability. 
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 These distinctions may provide a useful framework for interpreting and predicting the 

results of statistical learning studies comparing monolinguals and bilinguals. In Experiments 1 

and 2 above, we employed CSSL tasks that involved integration (as information about word 

mappings is stored across trials to deduce the correct associations). Thus, it is possible that the 

bilingual advantage in forming 2:1 mappings, or otherwise acquiring multiple inputs, may be 

evidenced in processes involving integration (i.e., the tracking and accruing of information 

across time) but not those involving extraction. Thiessen and Erickson (2013) suggests that 

speech segmentation is best described as an extraction task, and the results of Bogulski (2013) 

suggest that bilinguals may show the same primacy effect as monolinguals when asked to track 

sequential regularities across two artificial speech streams presented consecutively (and lacking 

cues to the structural change). Given these findings, it may be the case that the bilingual 

advantage noted in Experiments 1 and 2 does not extend to speech segmentation tasks, even 

when multiple inputs are available to the learner. Alternatively, acquiring multiple inputs, 

especially in the case of incongruent overlap, arguably involves remapping (i.e., a process 

similar to that in which bilinguals were advantaged in Experiments 1 and 2), since learners must 

recognize that the predictive relationships of the first language may not apply in the second. One 

possibility, then, is of an interaction between bilingual experience and the degree of interference 

in the statistics of two inputs. That is, as interference increases (i.e., with increasing levels of 

syllabic overlap) and the need to learn new relationships between syllables across languages 

increases, a bilingual advantage in speech segmentation with multiple inputs may become more 

evident. 

4.2.1  Participants 

 59 Penn State undergraduates (11 male; M: 18.8 years, SD = 1.3) in Introductory 
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Psychology participated for course credit, and 8 participants who indicated that they were early 

learners of an L2 were excluded from the present analysis. None had previously participated in a 

statistical learning study. Participants self-rated their English proficiency at 9.74 out of 10 (SD = 

.54). While functionally monolingual, 24 of these participants did indicate exposure to a 

language other than English. Second languages reported include Spanish (N = 15), French (N = 

3), Japanese (N = 3), German (N = 2), and Chinese (N = 2). For these participants, average age 

of first exposure to an L2 was 12.9 (SD = 1.9), and average self-rated proficiency was 2.6 out of 

10 (SD = .91). 

4.2.2  Stimuli 

 The stimuli for Experiment 3 consisted of six artificial languages (Languages A-F), each 

of which had an inventory of four unique trisyllabic words (see Table 2). The languages were 

composed of 12 syllables, and within a language, each syllable occurred in a single position 

within a single word. Syllables were created using the AT&T Natural Voices speech synthesizer 

(http://www.naturalvoices.att.com) in a female American English voice (“Crystal”). Syllables 

were CV in structure and followed American English phonological constraints. In total there 

were 60 unique syllables, each of which was instantiated in four forms: a basic form with no co-

articulatory properties on the vowel, and three additional forms wherein the vowel was co-

articulated with /p/, /t/ and /k/ respectively. These syllables were hand edited for quality, sampled 

to 22050 Hz, normalized to 70 dB intensity, and edited to a duration of 250 ms with a pitch 

contour beginning at 160 Hz and falling 5% across the duration to end at 152 Hz. Inter-syllable 

duration for all positions was 30ms (of silence) to prevent duration becoming a cue to word 

boundary.  

 The four unique words of each language were concatenated into streams in which each 

http://www.naturalvoices.att.com/
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word occurred 96 times (for a total of 384 words and 1152 syllables). The end of each syllable 

was coarticulated to the onset of the following syllable, such that coarticulation could not be used 

to determine the location of word-boundaries. The duration of each stream was 5 minutes and 22 

seconds. The only constraint governing order of concatenation was that no word was allowed to 

follow itself.  

 The syllable inventories for each of the six languages were designed to overlap by 

varying degrees. Language A was the language to which every other language (i.e., B-F) was 

related. Languages A and B had 0% overlap in their syllable inventories (i.e., any syllable 

occurring in one language did not occur in the other), languages A and C had 25% overlap (i.e., 

25% of the syllables in one language also occurred in the other), A and D had 50% overlap, A 

and E had 75% overlap, and A and F had 100% overlap. Languages B-F were constructed so as 

to be statistically incongruent in their combination with the base language, and, to reduce 

artificiality and the difficulty of the learning tasks, were designed not to be mirror languages 

(i.e., onset syllables in one language of a pairing did not exclusively appear as offsets in the 

other, and vice versa). Although syllables were shared across languages, these syllables never 

predicted the same within-word transitions (i.e., shared syllables were never preceded or 

followed by the same syllables across languages). Furthermore, we minimized the instances in 

which a shared syllable occurred in the same within-word position in both the base language and 

its paired language. Out of the 30 shared syllables across languages B-F, only 3 occurred in the 

same position in the base language A (one in medial position in the 25% overlap pairing, one in 

final position in the 75% overlap pairing, and one in initial position in the 100% overlap pairing). 

Finally, we examined the instances in which a word onset in one paired language appeared as a 

word offset in the other. This never occurred in the 0% and 25% overlap pairings, once in the 



 
 

98 
 

50% overlap pairing, three times in the 75% pairing, and twice in the 100% pairing. Thus, 

although in isolation each language had fully predictive within-word TPs and chance-level 

between-word TPs, in combination, the within and between word TPs became less reliable 

indicators of word boundaries (see Table 4 for precise TP values for each language 

combination). 

 

 Lang A Lang B Lang C Lang D Lang E Lang F 

Word 1 to_ga_tae cha_pu_ti po_tu_da pae_ge_du pae_ki_to ki_bo_te 

Word 2 be_do_ka go_bi_taj pae_te_go te_ki_go bo_ku_pi ga_be_gaj 

Word 3 gaj_te_bo dae_ko_pa ta_ge_du bo_tae_da do_be_ka pae_ka_to 

Word 4 bu_pae_ki pi_du_ke bi_gaj_ku bi_gaj_po pa_gaj_bu bu_tae_do 

Table 3  Trigram languages presented in Experiments 3a and 3b. 

 

Overlap Trigram within-

word mean/range 

Trigram between-

word mean/range 

Bigram within-word 

mean/range 

Bigram between-

word mean/ range 

0% (A+B) 100% (100% - 100%) 

 

33.3% (34% - 32%) 100% (100% - 100%) 33.9% (42% - 25%) 

25% (A+C) 81.3% (100% - 50%) 33.3% (34% - 32%) 87.5% (100% - 50%) 29.7% (42% - 13%) 

50% (A+D) 71.8% (100% - 50%) 27% (34% - 16%) 77.1% (100% - 50%) 27.6% (66% - 13%) 

75% (A+E) 70.8% (100% - 50%) 24.9% (67% - 16%) 58.4% (100% - 50%) 26.7% (67% - 13%) 

100% (A+F) 51.8% (67% - 50%) 20.3% (67% - 15%) 54.3% (68% - 50%) 24.1% (68% - 13%) 

Table 4  Summary of the collapsed transitional probabilities for each of the five language pairings in 

Experiments 3b and 3d. 

 

4.2.3  Procedure 
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 Experiment 3a consisted of a single familiarization phase followed by a single test. Each 

participant was exposed to one of the six language streams while seated in a sound attenuated 

booth and listening over headphones. Following familiarization, participants completed a 16-

item 2AFC test in which the four words of the language they had listened to were exhaustively 

paired with a set of four partwords. Two of these partwords were of the “231” type, such that 

their onset and second syllable were drawn from the middle and coda syllables of a statistically-

defined word, while their coda syllable was drawn from the onset of another word. The other two 

partwords were of the “312” type, such that their onset syllable was drawn from the coda syllable 

of a statistically-defined word concatenated with the onset and middle syllables of another word. 

On each test trial, one word and one partword were played in random order, separated by a 1s 

silence. Participants were asked to indicate (by circling the number “1” or “2” on a piece of 

paper) which stimulus sounded “more familiar” to them based on the preceding familiarization 

phase, and had a 5s window in which to produce a response before the next trial began. The 

order of the test trials was pseudo-randomized for each participant such that no word or partword 

was presented in consecutive trials. After participants finished the experimental task, they 

completed a questionnaire that gathered detailed information about their experiences learning 

languages other than English along with a self-proficiency rating. 

4.2.4  Results 

 Learning of all six languages significantly exceeded the level of chance (which was 50% 

or 8 out of 16; see Table 5). Additionally, there were no significant differences in learning across 

the languages (one-way ANOVA: F(5,53) = 1.18, p = .33), with post-hoc comparisons 

(Bonferroni-corrected) of each possible language pair also finding no significant differences. 

These results suggest that all six languages presented in Experiment 3a were learnable in 
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isolation, and further that performance was statistically equivalent across the languages. 

 

Figure 8  Results of normalization of the six trigram languages in Experiment 3a. 

All languages were learned above the level of chance (50%) in isolation. 

 

 

Language Mean 

Comparison 

against chance 

A 66% (SD = 11%) t(9) = 5.0, p < .01 

B 63% (SD = 11%) t(9) = 3.7, p < .01 

C 71% (SD = 20%) t(9) = 3.1, p < .05 

D 62% (SD = 15%) t(9) = 2.3, p < .05 

E 64% (SD = 10%) t(8) = 4.3, p < .01 

F 73% (SD = 13%) t(9) = 5.5, p < .001 

Table 5  Comparison of normalization data in Experiment 3a against chance 

(50%). 

 

4.3.1  Experiment 3b 

 Having found that the six languages in Experiment 3a were learnable in isolation, 
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Experiment 3b tested English monolinguals and English-Spanish bilinguals with consecutive 

languages that varied in the degree to which their syllable inventories overlapped (0%, 25%, 

50%, 75%, 100%). 

4.3.2  Participants 

 71 functionally monolingual Penn State undergraduates (11 male; M: 18.8 years, SD=.9) 

in Introductory Psych participated for course credit, with 8 additional participants who indicated 

early exposure to a second language excluded from the analysis. None had previously 

participated in Experiment 3a. These participants self-rated their English proficiency at an 

average of 9.8 out of 10 (SD = .63). Twenty-two of these participants also indicated a modest 

degree of late exposure to a second language. Second languages reported included Spanish (N = 

14), French (N = 3), German (N = 2), and Chinese (N = 1), Hebrew (N = 1), and Italian (N = 1). 

For these participants, average age of first exposure to their L2 was 12.5 years (SD = 2.2), and 

their average self-rated proficiency was 2.7 (SD = .85).  

 68 English-Spanish bilinguals (23 male; M: 20.4 years, SD=2.5) also participated in 

Experiment 3b, and were compensated with course credit or payment, while an additional 8 

participants who indicated early exposure to an L2 were removed prior to analysis. None had 

previously participated in Experiment 3a or any other statistical learning experiment. These 

participants self-rated their English proficiency at an average of 9.8 out of 10 (SD = .5). We also 

collected information about their L2. Average age of first instruction was 11.7 years (SD = 2.2), 

and their average self-rated proficiency was 6.43 (SD = 1.5).  

4.3.3  Stimuli 

 In Experiment 3b, five language pairings were made by combining the six languages used 

in Experiment 3a. For each pairing, Language A and one of the other languages (i.e., B-F) were 
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concatenated such that there was a single point of transition between the languages. There was 

no pause between the two languages aside from the standard 30ms of silence that occurred 

between all syllables and words within both languages. Additionally, for the purpose of 

counterbalancing, each pairing was created in both orders (i.e., A+B and B+A). The partwords 

used in the 2AFC test for each language pairing were controlled such that they did not 

inadvertently form words from either language.   

4.3.4  Procedure 

 Participants in Experiment 3b completed a single familiarization phase followed by a 

single 2AFC test. As participants were exposed to two languages in Experiment 3b (in 

comparison to a single language in Experiment 3a), the duration of the familiarization phase was 

correspondingly doubled (from 5:22 seconds to 10:44) and the number of test trials was doubled, 

as well (from 16 to 32). Test trials for each language (i.e., A and B) were interleaved such that 

they alternated every trial. The order of this interleaving was counterbalanced across participants. 

The order of the test trials for each language was randomized. As a consequence of the design of 

the languages and constraints on presentation of test trials, no word or partword appeared in 

consecutive trials. 

4.3.5  Results 

 The difference between the self-rated L2 proficiency for the functional monolinguals who 

indicated knowledge of an L2 and the English-Spanish bilinguals was significant (t(91) = 10.9, p 

< .001), indicating that bilinguals generally considered themselves more proficient L2 learners. 

 Participants in Experiment 3b were exposed to two languages in sequential order 

(hereafter L1 and L2). Performance on each of the languages at each level of overlap for the 

combined groups (i.e., monolinguals and bilinguals) is shown in Figure 9. Comparisons of 
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performance on L1 and L2 at each level of overlap against chance (50%) are shown in Table 6. 

Paired sample t-tests showed a significant recency effect in the 25% overlap condition (t(24) = 

2.94, p < .01), and no significant differences between performance on L1 and L2 in the other 

conditions (all ts < 1.54, all ps > .14). 

 

Figure 9  Results of Experiment 3b collapsed across all learners (monolingual 

and bilingual). Chance learning is 50%. 

 

Degree of Overlap L1 vs chance L2 vs chance 

0% t(26) = 3.3, p < .01 t(26) = 3.23, p < .01 

25% t(24) = .65, p = .53 t(24) = 4.44, p < .001 

50% t(28) = 2.56, p < .05 t(28) = 4.37, p < .001 

75% t(29) = .60, p = .55 t(29) = -.37, p = .71 

100% t(26) = 3.75, p < .01 t(26) = 2.43, p < .05 

Table 6  Comparison of performance on L1 and L2 at each level of overlap 

against chance (50%). 
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 We used a 2 (Language) x 2 (Language Experience) x 5 (Overlap Degree) repeated 

measures ANOVA to investigate the factors that influenced learning in Experiment 3b. 

Language (L1 or L2) was a within-subjects factor, while Language Experience (English 

monolingual or English-Spanish bilingual) and Overlap Degree (0%, 25%, 50%, 75%, 100%) 

were between-subjects factors. The main effect of Language was not significant (F(4,129) = .24, 

p = .63), such that performance on L1 and L2 across all levels of overlap was equivalent (L1: M 

= .568, SD = .013; L2: M = .577, SD = .013). The two way interaction of Language x Overlap 

Degree was significant (F(4,129) = 2.6, p < .05). Planned contrasts exploring this effect showed 

that performance on L1 had a significant quadratic term (F(1,134) = 7.33, p < .01), so that 

performance was highest at the endpoints of the overlap spectrum and lower in the middle, and 

performance on L2 had a significant linear term (F(1,134) = 3.95, p < .05), indicating that 

performance decreased as overlap increased. The between-subjects factor of Overlap Degree was 

also significant (F(4,129) = 5.15, p < .001, η2 = .14), indicating that performance collapsed 

across both languages varied significantly as an effect of degree of overlap. Planned contrasts 

here revealed a significant cubic term (F(1,134) = 6.917, p < .05), which reflects the movement 

of the combined performance scores for L1 and L2 at each level of overlap in Figure 12. The 

three-way interaction of Language x Language Experience x Overlap was marginally significant 

(F(4,129) = 2.0, p = .09, η2 = .06), suggesting that monolinguals’ and bilinguals’ performance 

may have shown different relationships between language (L1 or L2) and overlap degree. 

Finally, the two-way interaction of Language x Language Experience, Language Experience x 

Overlap, as well as the between-subjects factor of Language Experience, did not reach 

significance, (all Fs < 1.43, all ps > .23). 
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 An additional analysis examined the frequency with which participants at each level of 

overlap showed a primacy or recency bias, in order to determine the relationship between 

aggregate and individual performance. The performance of each participant was categorized 

either as primacy (learning of L1 > than learning of L2), recency (learning of L2 > L1) or 

equivalent (to account for all possible outcomes), and plotted in Figure 10. We used a two-

sample z-test to compare the proportion of learners at each level of overlap showing a primacy or 

recency trend. This comparison was significant at 25% overlap (z = 2.2, p < .05), corroborating 

the finding above of a significant recency effect in this condition. The comparison did not reach 

significance at any other degree of overlap (all zs < 1.7, all ps > .1). Together, these results 

suggest that the performance of individuals mapped reliably onto aggregate performance, such 

that the results were not driven a subset of individuals with divergent learning patterns.  

 

 
Figure 10  Proportion of learners at each degree of overlap showing a primacy 

effect, recency effect, or equivalent performance. 
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4.4.1  Experiment 3c 

 In Experiments 3a and 3b, learners were exposed to trigram languages that were difficult 

to learn (see Table 1). Consequently, in Experiment 3c, learners were exposed to bigram 

languages that were less statistically complex.  This manipulation sought to further assess the 

influence of syllabic overlap by minimizing the difficulty of the statistical learning task itself. In 

Experiment 3c, we normalized 6 new bigram languages for later use in an experimental 

condition testing the effect of overlap in multi-language presentation. 

4.4.2  Participants 

 Participants were 54 Penn State undergraduates (7 male; M: 19 years, SD = .97) who had 

not previously participated in any statistical learning experiments. These participants gave an 

average self-rated English proficiency was 9.75 (SD = .58). 37 indicated exposure to a language 

other than English, with a mean age at the onset of learning of 12.5 years (SD = 2.3) and an 

average self-rated L2 proficiency of 3.4 (SD = 1.2). Second languages reported included Spanish 

(N = 24), Italian (N = 4), French (N = 4), German (N = 3), Chinese (N =1) and Hebrew (N = 1). 

Five participants who indicated they were early learners of an L2 were excluded from the 

analysis. 

4.4.3  Stimuli 

 Six new languages were created for Experiment 3c, each composed of four two-syllable 

words. Each language was constructed from eight unique syllables. The languages were related 

in the same way as those described in Experiments 3a-b: there was one base language that 

overlapped with the other five to varying degrees (from 0% to 100% in steps of 25%). As in 

Experiments 3a-b, languages were constructed to be statistically incongruent with respect to 

overlap. While syllables were shared across languages, these syllables never predicted the same 
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transitions (i.e., within a word, shared syllables were never preceded or followed by the same 

syllables across languages). In the creation of the trigram languages, we attempted to minimize 

the instances in which a shared syllable occurred in the same within-word position across 

languages. Given the reduction of within-word positions in the bigram languages relative to the 

trigram languages, this constraint was more difficult to apply, such that in 7 out of 16 cases the 

shared syllable appeared in the same within-word position in language A and the paired 

language. Specifically, at 25% and 50% overlap, the shared syllables occurred in opposite 

within-word positions across the languages, while at 75% and 100% overlap, half of the shared 

syllables occurred in the same within-word position across languages, and half in opposite 

within-word positions. This feature of the languages occurred as a result of the principle design 

constraint of ensuring that no within-word syllable transitions were identical across languages, 

and the choice to reduce artificiality (and difficulty of learning) by not creating complete mirror 

languages (i.e., pairings in which all offsets in one language occur as onsets in the other, and vice 

versa). As in Experiments 3a-b, each word of a language appeared 96 times during 

familiarization, and languages were sequenced so that no word could follow itself. Aside from 

this constraint, the sequence of words for each language was generated randomly.  

 Lang A Lang B (0%) Lang C (25%) Lang D (50%) Lang E (75%) Lang F (100% 

Word 1 gu_bo da_po mi_da gaj_to mi_du du_to 

Word 2 cha_du 

 
ku_gaj 

 
po_ki 

 
be_gu 

 
cha_gaj 

 
gu_mi 

 

Word 3 to_mi pi_ju gaj_be mi_da gu_to cha_pae 

Word 4 pae_ka 

 
bae_ki 

 
ta_gu 

 
ka_pu 

 
jo_pae 

 
ka_bo 

 

Table 7  Bigram languages presented in Experiment 3c and 3d. 

4.4.4  Procedure 
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 The procedure of Experiment 3c was identical to that of Experiment 3a, save for a 

decrease in the total duration of exposure to each language (i.e., from 5 minutes and 22 seconds 

in 3a to 3 minutes and 35 seconds in 3c) as a result of the use of bigrams instead of trigrams. 

4.4.5  Norming Results 

 Average performance on each of the six languages created for Experiment 3c is shown in 

Figure 11. Learning significantly exceeded chance (50%) in all cases (Language A: t(8) = 8.8, p 

< .001; Language B: t(9) = 8.4, p < .001; Language C: t(8) = 3.3, p < .05; Language D: t(8) = 

3.5, p < .01; Language E: t(8) = 3.3, p < .01; Language F: t(7) = 6.7, p < .01). A one-way 

ANOVA comparing performance across the six languages was not significant (F(5,48) = 1.01, p 

= .42), and post-hoc tests adjusted for multiple comparisons (Tukey’s HSD) also showed no 

significant differences (all, qs < 2.42, all ps > .45), suggesting that there were no differences in 

learning of the individual languages in Experiment 3c. 

  

Figure 11  Average performance on each language presented in isolation in Experiment 3c.  

4.5.1  Experiment 3d 

 In Experiment 3d, the languages normed in Experiment 3c were grouped into pairs that 
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differed in the degree of overlap between them in five steps, from 0% to 100%.  

4.5.2  Participants  

 Participants were 50 Penn State undergraduates (M: 19 years, SD = 1.3; 11 male) who 

had not previously participated in any statistical learning experiments. These participants gave an 

average self-rated English proficiency of 9.81 (SD = .66). 38 indicated classroom exposure to a 

language other than English, with a mean age at the onset of learning of 11.9 years (SD = 2.6) 

and an average self-rated L2 proficiency of 3.1 (SD = 1.2). Second languages reported included 

Spanish (N = 33), Italian (N = 2), French (N = 2) and Arabic (N = 1). Four participants who 

indicated they were early learners of an L2 were excluded from the present analysis. 

4.5.3  Stimuli 

 Experiment 3d combined the languages normed in Experiment 3c. There were five 

language pairings that corresponded to the five degrees of overlap (A+B: 0%, A+C: 25%, A+D: 

50%, A+E: 75%, A+F: 100%). As in Experiments 3a-b, the order in which participants 

encountered the paired languages was counterbalanced. The collapsed within and between-word 

TPs for the five language pairings, along with ranges, are presented in Table 4. Finally, the 

partwords used in the 2AFC test for each language pairing were controlled such that they did not 

inadvertently form words from either language.   

4.5.4  Procedure 

 The procedure of Experiment 3d was identical to that of Experiment 3b, save for the 

replacement of the trigram languages with the bigram languages that were normed in Experiment 

3c. Given the shorter duration of bigrams relative to trigrams, the total duration of the 

familiarization period was cut to approximately 6 minutes. 

4.5.5  Results: Combined Bigram Languages 
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 Average performance on L1 and L2 by degree of overlap is shown in Figure 12, and 

comparisons of performance on L1 and L2 at each degree of overlap against chance (50%) are 

shown in Table 8. Significant primacy effects were found at 25% overlap (t(10) = 2.3, p < .05) 

and 75% overlap (t(9) = 2.4, p < .05). Comparisons of performance on L1 and L2 at other levels 

of overlap were not significantly different (all ts < 1.4, all ps > .2). 

 

Figure 12  Learning by degree of overlap and language (L1 or L2) in Experiment 3d. 

Chance performance is 50%. 

 

Degree of Overlap L1 L2 

0% t(9) = 4.8, p < .01 t(9) = 6.3, p < .001 

25% t(9) = 5.2, p < .001 t(9) = 1.5, p = .16 

50% t(10) = 3.6, p < .01 t(10) = 2.4, p < .05 

75% t(8) = 3.4, p < .01 t(8) .05, p = .97 

100% t(9) = 1.8, p = .1 t(9) = 4.7, p < .01 

Table 8.  Comparison of performance on L1 and L2 in Experiment 3d 

against chance (50%). 

 

 We used a 2 (Language) by 5 (Degree of Overlap) repeated measures ANOVA to 
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determine how changes in the degree of overlap influenced learning in Experiment 3d. Language 

(L1 or L2) was a within-subjects factor, while Degree of Overlap was a between-subjects factor. 

The main effect of language was not significant (F(1,45) = 2.2, p = .14, η2 = .05), but the 

interaction of Language and Degree of Overlap was significant (F(4,45) = 2.86, p < .05, η2 = .2). 

Planned contrast analyses explored this significant interaction, showing that while there was no 

significant linear or higher-order terms for performance on L1 (all Fs < 2.4, all ps < .15), there 

was a significant quadratic term for the relationship between L2 and Degree of Overlap (F(1,45) 

= 5.4, p < .05), suggesting that performance followed a U-shaped trend with respect to overlap. 

Thus, while learning of L1 did not seem to be influenced by overlap, learning of L2 tended to 

decrease as the degree of overlap increased. The between-subjects factor of Degree of Overlap 

was marginally significant (F(4,45) = 2.14, p = .09, η2 = .16). A planned contrast analysis found 

a significant linear term for overall performance by degree of overlap (F(1,45) = 6.45, p < .05), 

such that overall learning decreased as the degree of similarity of the languages increased. 

 
Figure 13  Performance in Experiment 3d as a function of overlap, split by language (L1/L2). 

 As in Experiment 3b, we examined the frequency with which participants at each level of 
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showed a primacy or recency bias, as well as equivalent performance on L1 and L2 (see Figure 

14). We used a two-sample z-test to compare the proportion of learners at each level of overlap 

showing a primacy (L1 > L2) or recency (L2 > L1) trend. This comparison was significant at 0% 

overlap (z = 2.2, p < .05) and 75% overlap (z = 2.7, p < .01), and marginally significant at 25% 

overlap (z = 1.8, p = .07), providing additional support for the significant primacy effects noted 

above at 25% and 75% overlap, and further suggesting that a majority of learners performed 

better on L2 than L1 at 0% overlap (despite the lack of a significant recency effect when the 

aggregated scores were compared in this condition). The comparison of learning trends was not 

significant at 50% or 100% overlap (zs < 1.4, ps > .15).  

 

Figure 14  Proportion of participants at each degree of overlap in Experiment 3d showing 

a primacy effect, recency effect, or equivalent performance on L1 and L2. 

  

4.5.6  Comparison of Performance on Trigram and Bigram Languages 

 A final analysis compared the performance of participants in Experiments 3b and 3d to 

determine whether differences in the structure of the languages (i.e., trigram vs bigram) learning. 

For this analysis, we used a 2 (Language) x 5 (Overlap Degree) by 2 (Language Structure) 

repeated measures ANOVA. Overlap Degree and Language Structure (Bigram/Trigram) were 
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between-subjects factors, and Language (L1/L2) was a within-subjects factor. The between-

subject factor of Language Structure was significant (F(1,179) = 19.15, p < .001, η2 = .1), 

reflecting the generally higher learning for bigram languages compared to trigram languages 

(Bigram: M = .65, SD = .01; Trigram: M = .57, SD = .01). The between-subjects factor of 

Overlap Degree was also significant (F(4,179) = 4.74, p < .01, η2 = .1), and a significant linear 

contrast term (F(1,184) = 5.0, p < .05) again indicated that performance tended to decrease as 

overlap increased, here across both bigram and trigram languages. The three-way interaction of 

Language x Overlap Degree x Language Structure was also significant (F(4,179) = 4.04, p < .01, 

η2 = .08), such that the trends of performance on L1 and L2 by overlap degree were reversed 

across the bigram and trigram languages (see Figures 13 and 15). The main effect of Language, 

and the two-way interactions of Language x Overlap Degree, Language x Language Structure, 

and Overlap Degree x Language structure did not reach significance (all Fs < 2.2, all ps < .14). 

The results of this analysis suggest that while overlap between inputs resulting in statistical 

interference is, in general, negatively correlated with performance, the specific consequences of 

overlap for performance on L1 and L2 may be affected by language structure and degree of 

difficulty. This will be explored in greater detail in the Discussion. 
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Figure 15  Performance in Experiment 3d as a function of overlap,  

and split by language (L1/L2). 

 

4.5.7  Experiment 3 Discussion 

 In Experiments 3a-b, functionally monolingual adults and late-learning English-Spanish 

bilinguals were familiarized sequentially to two artificial trigram (i.e., each word was composed 

of three syllables) languages, L1 and L2, that varied in the degree to which their syllable 

inventories overlapped (i.e., 0%, 25%, 50%, 75%, 100%). Given our conjecture that overlap and 

congruence are highly correlated features of naturalistic language pairings, the languages were 

designed so that as the degree of overlap between languages and their statistical incompatibility 

increased in tandem. That is, as overlap between two languages increased, the collapsed 

transitional probabilities became increasingly less informative with respect to the location of 

word boundaries. After familiarization, participants completed a 2AFC test in which the words 

from each language were pitted against part-words. Across all participants, performance on L1 

followed a U-shaped trajectory across the five levels of overlap, so that learning was highest at 

the endpoints (i.e., 0% and 100%), and lower at the intermediate values. Performance on L2 
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followed a linear trend, so that learning was highest when the degree of overlap was low (0%), 

and lowest when the degree of overlap was high (100%). We also investigated the specific 

learning patterns at each level of overlap across all participants and found that learning was 

mixed in a rather unprincipled way. For some degrees of overlap, both languages were acquired 

above chance (0%, 50%, and 100% overlap), whereas no languages were learned at 75% overlap.  

At 25% overlap a recency effect was found where the second language was learned and the first 

was not. Further analysis of the learning trends for individuals on L1 and L2 at each degree of 

overlap mapped reliably onto aggregate performance, suggesting that the results were not driven 

by small groups of individuals with divergent learning patterns. Unlike the CSSL studies above, 

we did not find significant evidence of a difference between monolinguals and late learning 

bilinguals.  

 In Experiments 3c-d, functionally monolingual learners were familiarized to bigram  

language pairings as a means of assessing whether simplifying the learning task would yield a 

different pattern of results. As in Experiment 3b, these pairings varied in the degree to which 

their syllable inventories overlapped in 5 steps (from 0% to 100%). Learning was again assessed 

with 2AFC tests which pitted the words of each language against part-words. Across all levels of 

overlap, learning of both L1 and L2 was significantly above the level of chance and equivalent 

(i.e., not significantly different). We found a significant effect of degree of overlap, so that 

overall learning (i.e., collapsed across L1 and L2) decreased as the degree of overlap increased. 

We also found a significant interaction between the language tested (L1 or L2) and overlap. 

Further analysis of this interaction showed that while there was no effect of overlap on learning 

of L1, learning of L2 was U-shaped in relation to overlap degree, as learning tended to be higher 

at the extremes of overlap and lower in intermediate levels. We again examined the specific 
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patterns of learning at each level of overlap, finding primacy effects at 25% and 75% overlap, 

learning of both structures at 0% and 50% overlap, and a mixed effect at 100% overlap, in which 

performance on L2 but not L1 exceeded chance, despite no significant difference in performance 

in a direct comparison. Individual performance in Experiment 3d was generally consistent with 

aggregate performance, but not to the same degree as in Experiment 3b. This was likely an effect 

of the smaller sample size at each degree of overlap in Experiment 3d. 

 We also compared performance across Experiments 3b and 3d to determine if learning 

was influenced by differences in the difficulty of learning these languages in isolation, as 

Experiment 3b used trigram languages while Experiment 3d used bigram languages. Overall 

learning was significantly higher for bigram languages compared to trigram languages. Across 

both studies, we found that overlap degree was significantly negatively correlated with 

performance, suggesting that increasing statistical interference impeded learning. Furthermore, 

we found a significant interaction between the difficulty of learning the languages in isolation 

(i.e., bigram vs trigram) and the pattern of learning for L1 and L2 at a given level of overlap, 

such that the patterns were fully reversed as a factor of the difficulty of learning the languages in 

isolation. This finding parallels other results in speech segmentation studies with multiple inputs. 

For instance, the languages of Gebhart et al. (2009) were learned well in isolation (approximately 

80%), and the authors found robust primacy effects when these languages were combined 

without contextual cues (or additional exposure to the second language). In our bigram languages 

(which were learned to a higher degree in isolation that the trigrams), we noted several primacy 

effects. One explanation of this effect is that the initial language is overlearned, causing learners 

to reduce their attention to the input and fail to accommodate the statistics of subsequent inputs. 

Bulgarelli and Weiss (2016) demonstrates this principle: when learners were exposed to five 
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minutes of one language followed by five minutes of another, primacy effects resulted. When 

learners received less exposure to the initial language (and so experienced less entrenchment in 

the statistics of that language) learning of a subsequent input was facilitated. In Weiss et al. 

(2009), the incongruent languages were relatively more difficult to learn in isolation (a range 

from 62% - 73%), and the authors found catastrophic interference (no learning of either 

languages) when these languages were paired. In our trigram languages, which were learned less 

well than the bigrams, we found at least one interference effect and a recency effect, which may 

reflect destructive interference between the statistics of a first and second language (such that 

knowledge of the first language is eliminated). 

 One goal of Experiment 3 was to provide an investigation of how the syllabic overlap 

between two languages influences learning. Although a number of previous auditory SL studies 

on the learning of multiple inputs have employed languages that overlapped to greater or lesser 

degrees (e.g., Perruchet et al., 2014; Weiss et al., 2010), and whose collapsed statistics were 

correspondingly more or less reliable cues to word boundaries, none have undertaken a 

systematic investigation of how this factor influences learning. That is, these previous studies 

have used languages that vary significantly in structure (e.g., languages in Gebhart et al., 2009 

contained 16 words created from specific vowel or consonant frames, while those in Weiss et al., 

2009 consisted of 4 words with no such consonant frames), so that generalizing conclusions 

across studies may be difficult. Across two experiments using both bigram and trigram languages 

whose basic structural and phonological properties were highly similar, we found evidence that 

learning of two languages is significantly affected by language similarity that results in statistical 

incongruence. More specifically, we found that overall learning of two languages tends to 

decrease as the degree of incongruent overlap increases. The specific patterns of performance on 
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L1 and L2 varied between bigram and trigram languages, but significant contrasts were found for 

both the L1 and L2 of trigram languages and the L2 of bigram languages, suggesting that the 

relationship between performance and incongruent overlap tended to be both robust and 

predictable. As noted, the difference in the patterns of learning between bigram and trigram 

languages may reflect the degree of difficulty of learning bigram and trigram languages, as we 

found significantly higher performance on bigram languages in isolation. These findings were 

likely influenced by the phonological complexity of the languages as well as the degree of 

statistical interference caused by the syllabic overlap. For example, there were relatively more 

instances in the bigram languages of shared syllables occurring in the same position across a 

language pairing (7/16) than in the trigram languages (3/30), and bigram languages also had 

more instances of word offsets functioning as word onsets (and vice versa) across paired 

languages (13 across all bigram pairings vs 6 across trigram pairings). Nonetheless, a consistent 

finding here is that incongruent overlap significantly modulates the learning of multiple inputs.  

Given that acoustic patterns across languages are highly variable (e.g., Christophe, 

Dupoux, Bertoncini, & Mehler, 1994), it has been proposed that learners must rely on language-

universal rather than language-specific cues (e.g., Thiessen & Saffran, 2003). One real world 

example is the incongruent rhythmic structure of English and French, which has been shown to 

disrupt cross-language speech segmentation tasks in infants (Polka & Sundara, 2003). As such, 

our results afford a deeper understanding of how learners accommodate gradient levels of 

variability, and so contribute to a growing number of studies that have begun to investigate the 

effects of distributional non-uniformity reflective of natural patterns of language variability on 

learning in SL tasks (e.g., Frank, Goldwater, Griffiths, & Tenenbaum, 2010; Ellis & O’Donnel, 

2012; Kurumada, Meylan, & Frank, 2013). 
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 An additional contribution of this work is the suggestion of greater complexity in the 

factors that influence the learning of multiple inputs in contingency learning studies, and 

specifically speech segmentation paradigms. The majority of previous work on this issue 

interprets findings with a binary criterion of whether learners showed significant learning of a 

first or second input or structure. In the domain of auditory SL, for instance, Gebhart et al. 

(2009) present evidence for a primacy effect in statistical learning that impedes learning of a 

second structure in the absence of adequate contextual cues (such as a pause and explicit 

instruction between inputs) or additional familiarization to the second structure. Using the same 

stimuli, this effect has been replicated by Zinszer and Weiss (2013), Bogulski (2013), and 

Bulgarelli and Weiss, 2016. A growing number of studies, however, have begun finding 

evidence that many factors may abate primacy effects in learning in environments that contain 

multiple inputs (in speech segmentation: Zinszer & Weiss, 2013; Bulgarelli & Weiss, 2016; 

Bartolotti et al., 2011; in CSSL: Yurovsky, Yu, & Smith, 2013; Yurovsky, Fricker, Yu, & Smith, 

2015; Poepsel & Weiss, 2016). In the present experiment, we find evidence that performance in 

an environment containing multiple inputs does not always result in a primacy effect when 

contextual cues are not available, and may be related to the degree of statistical interference 

between two languages. For example, while the amount of variability in learning for L1 and L2 

at any single level of overlap is high, our experiment captures the general trend that statistical 

incongruence is correlated with interference in learning (e.g., Franco et al., 2011; Perruchet et al., 

2014). Although primacy effects were evidenced at several levels of overlap, we also found that 

learning of both languages is possible, and even that recency effects result from at least one 

language pairing. Much importance has recently been placed on explicit contextual cues as 

indicators of change in an input (e.g., Gebhart et al., 2009; Weiss et al., 2009; Poepsel et al., 
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2012), although implicit cues to change may factor just as importantly in acquisition (as not 

every change is explicitly cued – Qian et al., 2012). We provide evidence here that learners may 

be able to determine structural change by attending to the statistics of the input alone, and further 

that this ability may be independent of previous language experience or an increased prior 

expectation for a change (as no feature of the present experiment, aside from the structural 

change at midstream, would have served to indicate that an increased prior expectation was 

warranted or useful). Thus, our results suggests a complex relationship between the properties of 

a system of languages and how learning of that system proceeds.  

 A second goal of Experiment 3 was to compare the performance of adult monolinguals to 

late learning English-Spanish bilinguals. Critically, we included a novel and systematic 

manipulation of the degree to which multiple languages overlapped, so that Experiment 3 

provided the first opportunity among speech segmentation studies to investigate how language 

overlap interacts with previous language experience. As noted in the Introduction, among the 

studies that have compared monolinguals and bilinguals, the findings have been mixed with 

respect to differences in the basic task of tracking statistics (e.g., Yim & Rudoy, 2013; Bartolotti 

et al, 2011; Nation & McLaughlin, 1986), and have largely supported the idea that bilingual 

experience does not affect the learning of multiple inputs (e.g., Bogulski, 2013; Bartolotti et al, 

2011). Here, again, we find no significant evidence to support the assertion that bilingual 

experience facilitates the acquisition of multiple inputs in a speech segmentation paradigm. This 

finding accords with the general distinction posited by posited by Poepsel & Weiss (2016) that 

differences between bilinguals and monolinguals in SL tasks with multiple inputs may be 

affected by the nature of the task itself.  That is, bilingualism may differentially affect SL of 

multiple inputs that is mediated by extraction processes (such as segmentation) versus those that 
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involve integration (such as CSSL).  While monolinguals and bilinguals do not differ in their 

basic ability to track statistics and form chunks from local input, these groups may differ in the 

extent to which they are able to integrate statistical information (i.e., determine similarity and 

central tendency) across time particularly when there are multiple underlying generating models 

(i.e., multiple languages).  

 In sum, the results of Experiment 3 demonstrate a relationship between statistical 

incongruence and the learning of multiple inputs, as well as the difficulty of learning an initial 

language and the emergence of primacy or interference effects. In investigating these issues 

systematically across several degrees of incongruent overlap, we find that primacy effects, in 

which learning of a first input impedes learning of a second, do not always result, and may be 

tied to specific properties of the stimuli. We found no significant effects of bilingual experience 

on learning, in accordance with several previous studies (e.g., Yim & Rudoy, 2011; Bogulski, 

2013), and take this as additional evidence that a bilingual advantage in learning multiple inputs 

may be most likely to emerge in tasks that require a learner to integrate statistical information 

across time or learning environments (as in Experiments 1 and 2). One limitation of the present 

work, and indeed all studies to date employing multiple inputs, is that in all language pairings, 

the phonetic/phonological properties of the stimuli are highly similar (see Polka & Sundara, 

2002, 2012; Sundara, 2011 for investigations of how these properties affect learning of a single 

input as a factor of language experience). A number of studies suggest that bilinguals may have 

improved language and word learning abilities relative to monolinguals as a result of enhanced 

phonological working memory (e.g., Service et al., 2002; Majerus et al., 2008; Adesope et al., 

2010), such that identical properties across languages may bias null results in the comparison of 

monolinguals and bilinguals. One possible route for future work comparing these groups, then, is 
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an investigation of how changes in the phonological or phonetic properties of stimuli across 

inputs influences learning (as one might expect bilinguals to more quickly accommodate such 

changes).  
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Chapter 5: General Discussion 

   

 More than half of the world’s population is bilingual. For these learners, language 

acquisition entails developing sensitivity to the relationships and patterns that exist across several 

languages, and crucially, learning rules and regularities specific to each language (Werker, 2012; 

Weiss, Poepsel, Gerfen, 2015). Although a growing body of SL research has begun to investigate 

how learners perform in environments that contain multiple statistically distinct inputs, relatively 

few have asked how the experience of bilingualism influences learning in such environments. 

Given that bilingualism engenders a range of differences in performance on cognitive tasks 

across the lifespan (Bialystok, 2004; Prior & MacWhinney, 2010; Pettito et al, 2012; for review, 

see Li, Legault, & Litcofsky, 2014), an important question for SL research is whether 

bilingualism influences the way learners approach the task of tracking statistics. This is 

particularly apt for statistical patterns arising from the interaction of multiple inputs (i.e., 

environments that contain “bilingual-like” distributional information). To this end, we compared 

adult English monolinguals and late English-Spanish bilinguals in three statistical learning tasks 

(two cross-situational word learning tasks and one auditory statistical learning task), each of 

which presented the opportunity for learners to form multiple mappings. 

5.1.2  Chapter 2 Summary 

 In Chapter 2, we tested whether bilingualism influences the acquisition of many-to-one 

word-object mappings in a cross-situational statistical learning (CSSL) task. In Experiment 1a, 

we assessed the ability of adult English monolinguals, late English-Spanish and Chinese-English 

bilinguals to engage in CSSL in a task presenting only one-to-one mappings. All groups 

succeeded in learning one-to-one mappings, and there were no significant differences between 

the groups, suggesting that the ability to successfully engage in the basic task of cross-situational 



 
 

124 
 

learning did not differ as a function of language experience. In Experiment 2, learners were 

asked to form both one-to-one and two-to-one mappings, and were tested at three points during 

familiarization. Overall, monolinguals and bilinguals did not differ in their learning of one-to-

one mappings, again suggesting that language experience does not affect the basic ability to track 

co-occurrence statistics across trials. However, bilinguals more quickly acquired sensitivity to 

two-to-one mappings, forming more true many-to-one mappings, and also exhibiting greater 

proficiency on these mappings than monolinguals. Based on these results, we conclude that 

bilinguals, when tracking novel statistical inputs over time, may be more flexible than 

monolinguals in their ability to posit multiple mappings in an input.  

5.1.3  Chapter 3 Summary 

 In Chapter 3, we further investigated the finding that bilinguals may more readily 

accommodate multiple mappings by adding variability in the amount of evidence that learners 

encountered for each side of a 2:1 mapping. Thus, in Experiment 2, we used a CSSL paradigm in 

which learners (adult English monolinguals and late English-Spanish bilinguals) encountered 

both 1:1 and 2:1 mappings that varied in mapping strength (i.e., seven of one mapping versus 

one of the other, six of one versus two of the other, etc.) within one familiarization phase. 

Overall mapping performance for both groups was equivalent across all mapping types (1:1 and 

2:1) and positively correlated with mapping strength for 2:1 mappings, suggesting that learners 

were sensitive to fine-grained statistical information within the task. An analysis of performance 

at each level of mapping strength for 2:1 mappings indicated that bilinguals first achieved above 

chance performance at a lower level of mapping strength relative to monolinguals. Additionally, 

bilinguals formed significantly more true 2:1 mappings (i.e., learned both sides of the mapping) 

than monolinguals when the evidence for both sides was equal (but not when evidence was 
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unequal). These results corroborate the findings of Experiment 1 (in that bilinguals learned 

significantly more 2:1 mappings than monolinguals when evidence for each side was equal), and 

extend them, suggesting that bilinguals may be able to posit and acquire 2:1 mappings on the 

basis of weaker evidence, overcoming a statistically noisy learning environment to do so. These 

results also offer the first evidence that learners may show gradient sensitivity to mappings in 

CSSL tasks, and so bear on a currently lively debate on the nature of learning in CSSL tasks. 

5.1.4  Chapter 4 Summary 

 In Chapter 4, we extended our investigation of bilingualism and the learning of multiple 

inputs to an auditory speech segmentation task, with the goal of examining how the degree of 

similarity of sequentially presented and statistically incompatible artificial languages influences 

learning, as well as assessing the influence of bilingual experience. In Experiment 3a, we tested 

adult English monolinguals of learning of six artificial languages in isolation. In Experiment 3b, 

we created five pairings of these languages that varied in the degree to which their syllable 

inventories overlapped (i.e., 0%, 25%, 50%, 75%, 100%), so that as the degree of overlap 

increased, interference in the collapsed statistics also increased. We tested adult English 

monolinguals and late English-Spanish bilinguals and found that across all participants 

performance was significantly influenced by incongruent overlap. Further, we demonstrated that 

primacy effects do not always arise in the case of sequential inputs that lack contextual cues. 

There were no significant differences between monolinguals and bilinguals in the learning of 

multiple inputs, however. Experiments 3c and 3d sought to further investigate how the degree of 

overlap influences learning by presenting participants (monolinguals) with easier languages. In 

Experiment 3c, we normed a new set of six bigram languages. In Experiment 3d, these languages 

were combined into pairings that shared the same properties of overlap as those in Experiment 
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3b. Results again showed that learners’ performance was significantly influenced by overlap 

resulting in statistical interference, so that learning tended to decrease as overlap increased. We 

also found some evidence for primacy effects that varied with the amount of overlap.  

5.2  Discussion 

 

The results of this series of experiments address a number of gaps in the current SL 

literature regarding how learners contend with variability in the input as well as the influence of 

previous language experience. In two cross-situational learning tasks, we found consistent 

evidence of a bilingual advantage in the learning of many-to-one word-object mappings. 

Experiments 1 and 2 both represent novel investigations of the influence of bilingualism on 

statistical word learning, and contribute a new understanding regarding how bilingual experience 

influences the constraints that typically govern word learning (e.g., Werker & Byers-Heinlein, 

2009; Houston-Price et al., 2010). By contrast inn Experiment 3, we compared monolinguals and 

bilinguals in a speech segmentation task with multiple inputs that varied in their degree of 

overlap. Consistent with previous studies (e.g., Bogulski, 2013; Bulgarelli & Weiss, 2016), we 

found no differences in learning across groups. This suggests that the bilingual advantage in 

learning multiple inputs noted in Experiments 1 and 2 does not extend to all SL tasks.  

 This discrepancy in findings between monolinguals and bilinguals supports the notion 

that SL may not be a unitary mechanism that operates independent of modality and task (e.g., 

Frost et al., 2015). Rather, SL may be closely tied to specific properties of both task and 

modality, and supported by a number of cognitive processes with sensitivities to different types 

of statistics. The results of Experiments 1 and 2 provide further evidence for such a claim. 

Specifically, learners showed no differences in the acquisition of 1:1 mappings, but bilinguals’ 

learning was significantly higher for 2:1 mappings, indicating that certain processes underlying 
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SL may be differentially affected by bilingual experience. There have been several recent 

attempts to more precisely characterize the processes that underlie SL, which may provide some 

explanation of the effects noted in the experiments of this dissertation. For instance, Frost el al. 

(2015) theorizes that SL is composed of many different modality specific mechanisms for 

learning that are sensitive to many different types of statistics throughout an input. These 

different mechanisms are potentially supported by different neural networks, and so the output of 

statistical learning in different domains may partially depend on the function and connectivity of 

these networks. For instance, a number of neuroimaging studies find that visual statistical 

learning engages higher-level visual networks (such as the lateral occipital cortex and inferior 

temporal gyrus: e.g., Turk-Browne et al, 2009; Bischoff-Grethe et al., 2000), while auditory 

statistical learning engages a set of auditory networks (such as the left temporal and inferior 

parietal cortices, frontotemporal networks, and motor areas associated with speech production; 

e.g., McNealy et al., 2006). A number of brain regions and networks that are always active in SL 

processing have also been identified (e.g., the hippocampus and medial temporal lobe; Schapiro 

et al., 2014; as well as the basal ganglia and thalamus; McNealy et al., 2006; Poldrack et al., 

2005), which serve to encode, bind, and consolidate representations that have been generated in 

modality or stimulus-specific networks (Turk-Browne et al., 2009; Cohen & Eichenbaum, 1993; 

Shohamy & Turk-Browne, 2013).  

 These findings suggest that SL may be composed of several sets of processes, one of 

which may be task or modality specific processing, which is followed by a more general 

integration and consolidation process. Indeed, several recent studies demonstrate that cross-

modal information can be integrated in SL tasks to create a unified percept, providing further 

evidence that SL may be characterized as a set of modality-specific sub-systems that are 
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components of an interactive network capable of performing operations across modality specific 

representations (Mitchel & Weiss, 2011; Emberson, Conway, & Christiansen, 2011; Mitchel, 

Christiansen, & Weiss, 2014). The extraction and integration model of statistical learning 

(Thiessen et al., 2013; Thiessen & Erickson, 2013; Erickson & Thiessen, 2015) similarly 

suggests that SL is composed of distinct, but partially overlapping, processes, through which 

learners are hypothesized to show sensitivity to different types of statistical information. One 

sensitivity is to conditional statistics, such as relationships between syllables that define words in 

a speech stream, which learners engage with in the process of extraction. Another sensitivity is to 

distributional statistics, such as determining the central tendency of many extracted exemplars to 

infer higher-level patterns and similarities, which learners engage with via the process of 

integration. Previous studies investigating statistical learning with bilinguals have typically 

focused on sequence learning, which is proposed to be an extraction process (Erickson & 

Thiessen, 2015). As noted, with the exception of segmentation studies employing stimuli with 

multiple sets of cues that require inhibition (e.g., Wang & Saffran, 2014; Bartolotti et al., 2011), 

the results largely show no differences between monolinguals and bilinguals in learning (e.g., 

Yim & Rudoy, 2011; Bogulski, 2013; Bulgarelli & Weiss, 2016). Experiment 3 of this 

dissertation provides further evidence of this, as we noted no significant effects on the 

segmentation of multiple inputs as a function of bilingualism. Experiments 1 and 2 of the present 

work, however, were cross-situational learning tasks, in which learning entails the accumulation 

of information across trials, which is best characterized as an integration process. Given that we 

found several learning advantages for bilinguals across Experiments 1 and 2, and no differences 

in Experiment 3, one possibility is that the bilingual advantage may be more likely to emerge in 
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processes involving integration, but not those involving extraction (see Poepsel & Weiss, 2016; 

Chapter 2 of this dissertation).  

 There are a number of possible explanations for how bilingualism causes the differences 

we see in the learning of single and multiple mappings in CSSL tasks. As noted, one possibility 

is linked to the type of input that bilinguals frequently receive. That is, bilinguals may have more 

frequent exposure to learning environments that contain multiple distributions, and so may be 

less likely than monolinguals to make restrictive assumptions about how many causal models 

give rise to the surface statistics. This idea finds support from a number of recent results. For 

instance, as discussed in the Introduction, two fast-mapping studies (in which learners encounter 

a single paired word and object on each trial) suggest that bilinguals are less bound by the 

constraint of mutual exclusivity than monolinguals, and further, that greater experience learning 

languages (i.e., trilingualism vs bilingualism) correlates with even less reliance on mutual 

exclusivity (Byers-Heinlein & Werker, 2009; Houston-Price et al., 2010). Although mutual 

exclusivity is typically discussed as a hard-wired learning constraint, these results, along with 

our own, imply that its manifestation is more closely tied to a learner’s specific environment, so 

that learners who less frequently encounter mutually exclusive relationships, or environments 

that contain single inputs, are more likely to assume that variability in the statistics of an 

environment may be indicative of the presence of multiple inputs (e.g., McMurray et al., 2012).  

 This fits well with a number of other results suggesting that learners who are expecting a 

change in a learning environment are more capable of accommodating that change. Gebhart et al. 

(2009), for instance, explicitly informed learners that they would encounter two languages during 

familiarization in one of their conditions (in addition to a 30s pause between languages) – here, 

learners were able to acquire both inputs above chance (compared to a baseline condition in 
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which, without an explicit cue or pause, learners showed a primacy effect). Gallistel et al. (2001), 

familiarized learners (i.e., rats) within either a frequently changing environment (with respect to 

reward contingencies) or a stable environment, finding that learners in the frequently changing 

environment more quickly adapted to changes compared to learners in the stable environment. A 

similar result was found in Zinszer & Weiss (2013), who exposed learners to multiple languages 

that contained multiple switches (as opposed to a single switch in the baseline condition of 

Gebhart et al., 2009), and found improved learning of the second language as a result. The 

suggestion here is that the increased frequency of switching between inputs may have functioned 

to decrease learners’ threshold (e.g., of variability in expected patterns – see Qian et al., 2012) 

for positing the existence of multiple inputs, and thereby facilitated learning. The extent to which 

increased switching between inputs facilitates learning is likely to be modulated by a number of 

factors, among them the similarity of the basic units (i.e., syllables and words in a speech 

segmentation task), such that more similar inputs may be more difficult to learn than dissimilar 

inputs (e.g., Gebhart et al., 2009; Franco et al., 2011), even with increased switching frequency. 

This idea of an interaction between frequency of switching and similarity has yet to be explored 

in an SL paradigm, but is a logical extension of both Zinszer and Weiss (2013) and Experiment 3 

of this dissertation, with consequences for understanding the extent to which variability in these 

properties functions as a cue to structure.  

 Together, these findings support the claim above that bilingualism may influence 

processes that require integrating information arising from multiple inputs across time or 

learning environments by increasing a learner’s expectation for non-uniformity across inputs. 

That is, learners who are more likely to assume that variability across time correlates with 

structural changes (e.g., as a result of bilingual experience) may be better able to accommodate 



 
 

131 
 

that variability, compared to learners with a greater expectation of structural stability. 

Accordingly, when learning requires attention to local and stable statistical relationships, or 

integration in the absence of multiple inputs, monolinguals’ and bilinguals’ performance may be 

similar. However, when learning requires attention to variable relationships that span time or 

multiple learning environments, bilingual learners may have an advantage, more quickly 

attributing such variability to the presence of additional structure rather than assuming it arises as 

local variability within a single input. Future SL experiments may more explicitly pursue this 

link between prior expectation and acquisition of multiple inputs in a number of ways. For 

instance, in the Gebhart et al. (2009) paradigm, the explicit cue (i.e., telling learners that there 

were multiple inputs) and the pause were presented together, such that the true contribution of 

either to the finding of improved learning is unclear. Pulling this apart in a condition where 

learners receive only explicit instruction (and no pause) may more clearly associate prior 

expectation with improved learning. Learners rarely encounter such explicit instruction of 

upcoming changes, however (Qian et al., 2012). Implicitly increasing a learner’s prior 

expectation for changes in structure before exposure to a CSSL (or speech segmentation task) 

with multiple inputs may provide a more rigorous test of the link between expectation and 

performance. For instance, exposing learners to a non-linguistic sequence learning task 

containing a single pattern may increase learners’ expectation of stability in an input, and so bias 

performance in accordance with mutual exclusivity in a subsequent CSSL task with multiple 

inputs. Exposing learners to such a task that contains multiple patterns prior to completing a 

CSSL task with multiple inputs may facilitate learning of non-mutually exclusive mappings.  

 An alternative hypothesis to the one posed above is that bilinguals are simply better 

statistical learners than monolinguals, and so, in more complex statistical learning tasks (such as 
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those containing multiple inputs) outperform monolinguals. There are several reasons to doubt 

this alternative, however. Primarily, if this were the case, we might have expected to find a 

bilingual advantage for both 1:1 and 2:1 mappings in Experiments 1 and 2, as well as differences 

in Experiment 3 where multiple inputs were presented sequentially. In Experiments 1 and 2, we 

found no advantage for the learning of 1:1 mappings, and furthermore, performance on 1:1 

mappings in Experiments 1 (after the first familiarization) and 2 did not approach a high ceiling, 

suggesting that the lack of a difference was not due to a lack of power. In Experiment 3, the 

performance of monolinguals and bilinguals was not significantly different. Other comparisons 

of monolinguals and bilinguals in SL tasks (typically speech segmentation, but also visual SL) 

have offered mixed effects: in some cases, there is no evidence of a bilingual advantage in the 

basic task of extracting units (e.g., triplets of syllables in speech segmentation, or triplets of 

shapes in visual SL) from an input (e.g., Yim and Rudoy, 2013; for explicit learning conditions 

in Nation & McLaughlin, 1986), while in others, bilinguals show advantages (Bartolotti et al., 

2011; Wang & Saffran, 2014; for multilinguals as compared to both monolinguals and bilinguals 

in implicit learning conditions in Nation & McLaughlin, 1986). As noted above, the specific 

stimuli used in Bartolotti et al. (2011) and Wang and Saffran (2014), which may have engaged 

inhibitory or other executive function processes, might have favored bilinguals whose experience 

tends to confer advantages to executive function (e.g., Bialystok, 2004, 2008; Prior & 

MacWhinney, 2010; Abutalebi et al., 2012) and so these results may not actually bear on the 

question of differences in the cores statistical learning abilities. With the exception of these 

studies, most results, including those presented for the first time here, seem to converge on the 

idea that monolinguals and bilinguals do not differ in the acquisition of single distributions of 
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statistics, suggesting that the bilingual advantage is not caused by general enhancement of 

statistical learning abilities, but rather enhancements to specific sensitivities within SL. 

 Notably, in our experiments, we compared groups of monolinguals to late-learning 

bilinguals. In contrast, a majority of the extant research comparing monolinguals and bilinguals 

has focused on early, highly proficient bilinguals. Given that we found a consistent pattern in 

Experiments 1 and 2, in which bilinguals outperformed monolinguals in the acquisition of 

multiple inputs, our research suggests that the benefits of bilingual experience are not limited to 

early bilinguals (although, as noted, they may extend unequally across different types of SL 

tasks). Further, inasmuch as our studies compare groups of learners whose early experiences 

with language were similar (i.e., groups that were both functionally monolingual until 

adolescence), our results provide a more rigorous demonstration of the link between bilingual 

experience and differences in performance on cognitive tasks. Specifically, there is evidence in 

support of the assertion that early bilinguals process and develop in different ways compared to 

their monolingual counterparts, with much attention given to the processing of native and non-

native phonemic contrasts (e.g., Pettito et al., 2012; Byers-Heinlein & Fennell, 2014). 

Additionally, a number of studies demonstrate that differences in brain structure and function in 

early bilinguals are not always equivalent to those seen in late bilinguals, so that in general, there 

is a negative relationship between age of acquisition/proficiency in a second language and the 

extent of changes in brain structure and function (Mechelli et al., 2004; Klein et al., 2013; 

Mohades et al., 2012; Kim, Relkin, Lee, & Hirsch, 1997; see Li, Legault, & Litcofksy, 2014 for 

review). One possible consequence of this differential development is that early bilinguals, in 

comparison to both late learners and monolinguals, may rely on partially or wholly different 
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processing strategies and brain-networks while engaged in language-related tasks. This may 

complicate the comparison of early bilinguals and monolinguals. 

 Our significant findings of differences between late bilinguals and monolinguals in 

Experiments 1 and 2 suggest a close link between the process of becoming bilingual and the 

emergence of differences in processing. One possibility, broadly consistent with the arguments 

of the desirable difficulty literature, is that becoming bilingual later in life imposes considerable 

difficulty on a learner. Examples of these difficulties are an increased need to inhibit the 

dominant L1 and manage interference between languages through conflict resolution, which are 

hypothesized to tune the brain networks related to executive function and cognitive control (e.g., 

Abutalebi et al., 2012; Gold, Kim, Johnson, Kriscio, & Smith, 2013; see Bjork & Kroll, 2015). 

Early bilinguals frequently show advantages across a range of cognitive tasks drawing on 

executive function (such as inhibition, task switching, ambiguity resolution and conflict 

monitoring; e.g., Bialystok, 2004, 2008; Prior & MacWhinney, 2010; Costa et al., 2009), and 

several recent studies have found that these advantages extend to late bilinguals, as well (e.g., 

Pelham & Abrams, 2014; Tao et al., 2011). As cross-situational learning arguable draws on 

components of executive function (see Yu & Smith, 2007; McMurray et al., 2012; Vlach & 

Sandhofer, 2014), the success of late bilinguals in our tasks provides further evidence that late 

learning bilinguals may see benefits to executive function from their experience in ways similar 

to early bilinguals. This conclusion adds to a growing literature addressing the effects of age of 

acquisition on the emergence and degree of the bilingual advantage, and corroborates several 

findings indicating that bilingual advantages may be more a function of a learner’s habitual use 

and proficiency in an L2 (e.g., Pelham & Abrams, 2014), rather than age at the onset of learning 

(despite evidence that development may differ as a result of AoA). Thus, the age-related benefits 
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of bilingualism, such as improved memory and executive function, as well as delayed onset of 

Alzheimer’s symptoms which have typically been associated with early or highly proficient 

bilinguals (e.g., Bialystok et al., 2012; Craik, Bialystok, & Friedman, 2010; Schroeder & Marian, 

2012) may also be conferred on late-learning or lower proficiency bilinguals. Additionally, a 

number of recent neuroimaging studies show that even limited exposure to and instruction in a 

second language can have effects on brain structure and function (e.g., after 3 months of training 

in Mårtensson et al., 2012; after 14 hours of training in McLaughlin, Osterhout, & Kim, 2004) 

and increase neural plasticity, again suggesting that late bilingual experience may confer 

differences in processing that are at least related to those seen in early bilinguals (Luk, De Sa, & 

Bialystok, 2011; Bialystok et al., 2008; Tao et al., 2011; Steinhauer, White, & Drury, 2009; 

Foucart & Frenck-Mestre, 2012; Pelham & Abrams, 2014). The results of our studies thus 

contribute to a growing literature on the differences that bilingualism engenders in a learner, and 

suggest that late-learning bilinguals with mostly classroom exposure are nonetheless affected in 

measurable ways by their experience.  

 As noted in the Introduction, one limitation of SL studies to date has been a lack of 

variability in the input to learners, especially variability of the sort that learners face in real-

world language input. A majority of studies thus present learners with a single input distribution 

that is invariant in the relationships it presents. For example, in CSSL tasks, learners frequently 

encounter inputs that contain only 1:1 mappings, where all mappings are presented an equal 

number of times, while in speech segmentation tasks, learners frequently encounter only a single 

language. Although the insights from studies of simplified and homogenous input have 

contributed significantly to our understanding of the kinds of statistical sensitivities that learners 

have, it is only recently that SL experiments have begun to test whether the theoretical models of 
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SL scale up to real-world language input (e.g., Pelucchi, Hay, & Saffran, 2003; Kurumada, et al., 

2013; Frank et al., 2010; Frank, Tenenbaum, & Gibson, 2013; Meylan, Kurumada, Borschinger, 

Johnson, & Frank, 2012). Many studies have begun to examine how learners deal with multiple 

mappings, as well as variation in properties such as word length, speaker voice, or duration of 

familiarization, with findings across the board suggesting that variability may have profound 

effects on learning, and often a facilitatory effect in the sense that it functions as a cue to the 

location of structure or changes in an input (e.g., Frank et al., 2013; Gebhart et al., 2009; Weiss 

et al., 2009; Poepsel et al., 2012; Zinszer & Weiss, 2013; Bulgarelli & Weiss, 2016). Thus, an 

additional contribution of the present work is in refining our understanding of the kinds of 

variability that statistical learners can accommodate, as well as how different types of variability 

influence the outcome of statistical learning tasks. Experiments 1 and 2 used the CSSL paradigm, 

in which experiments examining the acquisition of 2:1 mappings have been relatively rare. One 

contribution of these studies, then, is further evidence that learners (both monolinguals and 

bilinguals) are able to violate mutual exclusivity when necessary, suggesting that, for adult 

learners, this constraint and the strength of its application may be closely tied to the statistics of a 

given learning environment (rather than an immutable constraint governing word learning). This 

is similar to the idea expressed in Markman and Wachtel (1988) that mutual exclusivity likely 

extends into adulthood (e.g., Golinkoff, Hirsh-Pasek, Bailey, & Wenger, 1992; Halberda, 2006) 

but weakens as learners experience more variability and overlap in terms of mappings. Our 

results, especially in Experiment 2, further demonstrate that learners maintain the ability to 

closely track word-object co-occurrence statistics and maintain several mapping hypotheses even 

when the learning environment contains high levels of mapping ambiguity. At least two previous 

studies theorize that mapping ambiguity and the ability to engage in a fully associative learning 
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strategy are correlated (e.g., Vouloumanos, 2008; Yurovsky & Frank, 2015). Experiment 2 

contributes additional evidence of this relationship, and further suggests that it may be modulated 

by bilingual experience (as bilinguals showed sensitivity to weaker mappings than 

monolinguals).   

 Although such disparities in the frequency with which certain mappings appear might be 

expected to hinder learning, at least one finding from the speech segmentation literature seems to 

support the opposite idea. Kurumada et al. (2013), for instance, exposed learners to an artificial 

language in which the words appeared according to a Zipfian frequency distribution. That is, 

only a few words appeared with high frequency, while the majority of other words appeared with 

low frequency. The authors found that, in contrast to a flat distribution of words, the Zipfian 

distribution actually facilitated learning, as quickly learning the high frequency words allowed 

learners to locate additional structure (i.e., certainty about where high frequency words began 

and ended highlighted the beginnings and ends of other, lower frequency words). A convergent 

finding from the CSSL paradigm is offered in Yurovsky, Fricker, Yu, & Smith (2013), in which 

the authors report that partial knowledge of word-object mappings facilitates learning of other 

mappings. In their paradigm, learners were exposed to two cross-situational learning blocks. Half 

of the words in the second block were words that participants had failed to learn in the first 

block, and re-exposure to these words facilitated learning of entirely novel word-object 

mappings (and the previously unlearned words themselves). The authors hypothesize that partial 

knowledge of some mappings reduces the complexity of the learning problem for unpaired 

words and objects by reducing the number of possible pairings. Taken together, one possibility is 

that the non-uniform distribution of evidence for word-object mappings in Experiments 1 and 2 

may have been beneficial for some learners, an idea that finds some support in a significant 
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positive correlation between performance on 1:1 mappings and performance on 2:1 mappings in 

both experiments (although without an investigation of the time course of learning, it may also 

be the case that some learners were simply better at the CSSL task than others). Speculatively, 

the results of Experiments 1 and 2 extend the finding of Kurumada et al. (2013) to a new SL task 

(i.e., from speech segmentation to CSSL), suggesting that variability may be an important 

component of the statistical learning process, and further that this feature of SL (the ability to 

leverage knowledge of stronger mappings to acquire unknown or less frequently encountered 

mappings) may be supported in part by modality or task-general cognitive processes. 

 In Experiment 3, we manipulated syllable overlap in a speech segmentation task, and 

present the first systematic investigation of how variability in the degree of incongruent overlap 

between inputs has significant effects on learning (with the general trend being one of decreased 

learning as statistical interference increases). While we did find evidence of primacy effects at 

several degrees of incongruence in accordance with previous studies (e.g., Gebhart et al., 2009), 

we also found several instances in which both languages were learned above chance, and even a 

recency effect, which is seldom reported in speech segmentation studies. Although predicting 

precisely how a certain degree of incongruent overlap will influence learning is not obvious from 

the results of this study, our findings more generally suggest a complex relationship between the 

structure of an input and how learning of the system proceeds, so that the expectation of primacy 

in all cases of sequentially presented inputs may not be warranted. This echoes the findings of 

Experiments 1 and 2, in which we also showed that a primacy effect in statistical word learning 

(mutual exclusivity) may be modulated by structural or statistical properties of the input, such as 

the amount of variability in co-occurrence of words and objects present in the environment. This 

contrasts with contextual cues, which may be another important source of information about how 
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uniform the statistics of a given environment are (e.g., Gebhart et al., 2009; Weiss et al., 2009; 

Poepsel et al., 2012), but which learners may not always have access to (i.e., structural changes 

are not always marked explicitly – Qian et al., 2011) or may not be able to utilize correctly in the 

absence of specific experience with a cue or set of cues (e.g., Houston & Jusczyk, 2000). 

Importantly, this suggests that statistical learning may scale quite well to naturalistic language 

input. That is, although context is useful, learners’ sensitivity to the statistics of an input alone 

may be enough in many cases to enable the extraction of structure and the formation of 

generalizations about that structure. 

 All the same, it is clear that our findings do not extend equally across both CSSL and 

speech segmentation tasks, specifically with respect to the performance of bilinguals. As noted, 

one suggestion is that these tasks rely to different degrees on sensitivities to different types of 

statistics (i.e., conditional vs distributional statistics). For example, CSSL may require the 

tracking and integration of information across time more so than speech segmentation, which 

may rely to a greater extent on sensitivity to local conditional statistics (Thiessen & Erickson, 

2013; Erickson & Thiessen, 2015). We hypothesize that bilingualism may facilitate integration in 

tasks containing multiple inputs, and accordingly find a bilingual advantage in Experiments 1 

and 2 (which used CSSL tasks) but not Experiment 3. One means of increasing the parity of 

these tasks is adding an integrative component to speech segmentation. In the context of speech 

segmentation, integration entails developing sensitivity to patterns at a level above the basic 

statistics of co-occurrence. One example of this is the shift in infant learners from segmenting via 

statistics (i.e., universal cues to structure) to segmenting via prosodic cues (i.e., language specific 

cues to structure such as consistent stress patterns across words - see Thiessen & Erickson, 

2013), once these more salient cues have been revealed via integration across many exemplars. 
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The input in speech segmentation is commonly impoverished in comparison to natural language, 

containing very few words (e.g., four in each language in Experiment 3, as well as Weiss et al., 

2009), and few cues beyond transitional probabilities. The addition of a second layer of patterns 

beyond TPs (such as stress), but congruent with them, to the input in speech segmentation tasks 

with multiple inputs (i.e., adding the possibility of an integrative task) may thus increase the 

sensitivity of future experiments comparing monolinguals and bilinguals. 

5.3  Conclusions 

 To date, research on language acquisition in the statistical learning paradigm has largely 

focused on the performance of monolingual learners in environments that contain a single and 

invariant input distribution. In this thesis, we have presented evidence that statistical learning is 

able to accommodate variability arising from the interaction of multiple inputs in SL tasks (and 

which scales to variability found in natural languages), and further that bilingualism may 

facilitate the acquisition of multiple inputs in tasks that require the integration of information 

across time and learning environments, even in late-learning bilinguals. This research contributes 

to a growing body of work attempting to scale the input of SL tasks to that encountered in real-

world learning environments, as well as work suggesting that experience learning multiple 

languages has significant effects on cognition across many types of tasks. 
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