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Abstract

Person-specific methodology puts a rigorous statistical focus on the individual. This dissertation gives an overview of this methodological perspective and contrasts various intraindividual and interindividual analytic techniques. The importance of time series statistical methods, with a special emphasis on state space models, is discussed within the context of person-specific methods. These methods are applied in two papers within the fields of behavior genetics and cognitive decision making. The first paper outlines recent criticisms of twin research within behavior genetics regarding epigenetics and somatic mosaicism. A novel model is proposed and tested within several simulation studies in order to examine estimation accuracy. The second paper involves an application of recently developed exploratory connectivity analysis to fMRI data from an incentivized decision making task. Both of these applications exemplify the capabilities of state space modeling within a person-specific perspective.
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Psychology has been traditionally dominated by an interindividual (between-persons) methodological perspective. This involves a focus on variation between people and statistics that produce features of populations. The inferences from these interindividual statistical methods are assumed to generalize to all the individuals that compose these populations. This introduction will address some of the problems of this perspective and summarize an alternative methodological perspective. This alternate perspective involves a focus on the individual and has been commonly referred to as person-specific analysis (Molenaar, 2004).

Conventional interindividual techniques will often make inferences about intraindividual (within-person) processes. Perhaps the most popular interindividual statistical method is mixed-effects modeling (Laird & Ware, 1982), also known as hierarchical linear modeling (Bryk & Raudenbush, 1992) and multi-level modeling (Singer & Willet, 2003). In this method, analysis from variation between people is used to make inferences on variation within a person. For example, a growth curve model can make several inferences on how an individual changes across time. There are several problems of inferring intraindividual processes from interindividual analysis.

Molenaar (2004) addresses these problems within concepts based on ergodic theory, a branch of mathematics that provides conditions that are necessary for generalizing inferences from pooled aggregates to a single individual within this pooling procedure. These conditions (under Gaussian assumptions) are stationarity and homogeneity. Stationarity refers to the equivalence across time of statistical characteristics such as means, covariances, and
autocovariances. Homogeneity refers to the equivalence of statistical characteristics across individuals within the sample to be pooled. This latter condition of homogeneity is of primary concern when considering the mixed effects model. The insensitivity of these models to heterogeneity in individual processes has been demonstrated in both simulation studies (Molenaar, 1997; Molenaar, Huizenga, & Nesselroade, 2002) and formal mathematical proofs (Kelderman & Molenaar, 2007). Empirical demonstrations of heterogenous processes and the insensitivity of conventional interindividual models to detect these forms of heterogeneity have occurred in domains such as personality (Borkenau & Ostendorf, 1998) and affective processes (Rovine, Molenaar, & Corneal, 1999; Molenaar et al., 2009).

Person-specific analysis via individual time-series modeling avoids these problems of interindividual analysis and has been argued to be necessary for investigating any dynamic or developmental process (Molenaar, 2007; Molenaar and Campbell, 2009). The primary motivation for person-specific analysis is to avoid the strict condition of homogeneity across individuals. Rather than construct a model based on pooled data of aggregates that are assumed to be homogenous, the person-specific framework involves constructing individual time series models separately. The individual models are allowed to be different for each individual without any homogeneity assumption.

In an attempt to address heterogeneity within model features, several interindividual methodological techniques have been developed to model this heterogeneity within a population. The most popular example of this is the growth mixture model (Muthen and Muthen, 2000), where growth model parameters can differ across different subgroups. Although this modeling technique does make an attempt to address model heterogeneity, it still applies group level inferences on individual processes. The potential flaws of this perspective can be highlighted by

“Any collocation of persons, no matter how numerous, how even their homogeneity, how firmly they profess common doctrine, will presently reveal themselves to consist of smaller groups espousing variant versions of the common creed; and these sub-groups will manifest sub-sub-groups, and so to the final limit of the single individual.”

**Nomothetic Inferences**

It may appear as if the person-specific perspective may neglect studying or discovering any general scientific laws. Since the focus is on the individual, is there any room for making nomothetic inferences? While person-specific methodology may initially make idiographic influences, this perspective can also be an important part of nomothetic research.

A useful way of characterizing conventional interindividual methods from person-specific methods for making nomothetic inferences is to contrast them as “top-down” vs. “bottom-up” approaches. Figure 0.1 gives a visual depiction of this contrast in nomothetic inference. Conventional interindividual methods initially construct a group model and make inferences from this initial group model as nomothetic. This method may look for variation in this group model via mixed effects or mixtures, but still makes inferences on individuals from some initial group model in a “top-down” direction. In contrast, person-specific methodology begins by modeling the individual in order to properly capture within-person dynamics. After several individual models have been fit, parameters or other features of these individual models can be submitted to group-level analysis in order to see potential interindividual differences in these intraindividual processes. This process of forming nomothetic inferences from an initial individual-level focus can be seen to take a “bottom-up” direction. The person-specific
perspective can make nomothetic claims, but it incorporates the rich within-person data and dynamics in doing so. The remainder of this introduction highlights some specific person-specific methods that will be implemented in this dissertation.

The State Space Model

The state space model is one of several time series modeling approaches used in person-specific analysis. A state space model consists of a stochastic dynamic system model of state (or latent) variables with Gaussian noise and a measurement model relating these unobservable states to manifested observations. The most basic form of the state space model involves the discrete time links between states and observable variables. The model for state dynamics takes the form:

\[ \eta_t = B\eta_{t-1} + \zeta_t \]  

(0.1)

where \( \eta_t \) is a q-variate state vector at time \( t \), \( B \) is a (q,q)-dimensional matrix containing transition (or autoregressive) coefficients, and \( \zeta_t \) is a q-variate Gaussian process noise vector at time \( t \). The measurement model takes the form:

\[ y_t = \Lambda \eta_t + \epsilon_t \]  

(0.2)

where \( y_t \) is a p-variate observed variable vector at time \( t \), \( \Lambda \) is a (p,q)-dimensional matrix containing measurement loading coefficients, and \( \epsilon_t \) is a p-variate Gaussian measurement error vector at time \( t \). Both of the stochastic components are assumed to have normal distributions,
with $\zeta_t \sim N(0, \Psi)$ and $\epsilon_t \sim N(0, \Theta)$. An example diagram of a state-space model with 2 state variables and 4 observed variables is depicted in Figure 0.2.

A popular method for estimating state space model is the Kalman filter (KF; Kalman, 1960), which involves a recursive estimation scheme. Recursive methods in the KF framework involve a sequence of prediction and updating stages that can be summarized in a series of steps. First, the dynamic model predicts the states at the current time point based on initial or a priori values. Second, these predicted states are updated based on deviance of these predictions from the observed data at the current time as well as model components that contain uncertainty about the dynamic and measurement models. Next, these updated states are used to make predictions at the subsequent time point (first step repeated), which are updated based on data from the observed data at the subsequent time point (second step repeated). This prediction and update process repeats through each time point, starting at the beginning of the time series and ending at the final time point. In addition, predictions and updates of the state error covariance matrix occur alongside predictions and updates of the previously mentioned actual states. The KF recursion is based on recursive least-squares estimation; a clear demonstration of the derivation of the filter is provided in Simon (2006). Additional details regarding parameter estimation and maximum-likelihood (ML) approaches are given in Harvey (1990) and Gibbs (2011). The Appendix contains details on the recursive estimation procedure as well as the basic steps and equations for ML parameter estimation. Various extensions and types of the KF have been developed for different model types (i.e., linear vs. nonlinear) and temporal types (i.e., discrete time vs. continuous time); overviews of these different KF types can be found in Simon (2006) and Gibbs (2011).
Another popular method for fitting state space models is with time series structural equation modeling (SEM). Time series SEM involves fitting similar models to block-Toeplitz covariance matrices that incorporate the autocovariance structure of the data. Modeling these covariance structures involves pooling data across time; such procedures assume equal temporal spacing and neglect any data regarding the time intervals. In contrast, the recursive estimation schemes with the KF framework involve raw data procedures (analogous to full information maximum likelihood procedures in SEM). Further details of the block-Toeplitz estimation scheme can be seen in the Appendix. Other conceptual and practical comparisons of the KF and time series SEM have been addressed in the literature (Molenaar, 2003; Zhang, Hamaker, & Nesselroade, 2008; Chow et al., 2010).

Although initially developed in the engineering literature, the state space model has recently been applied in time series modeling of psychological processes. Some example applications include research on emotion-cognition linkages (Chow, Hamagani, & Nesselroade, 2007), dyadic relations (Chow, Ferrer, & Nesselroade, 2007), and affective processes (Molenaar et al., 2009). The following two papers within this dissertation give additional applications of the state space model to psychological research.
Figure 0.1: Nomothetic approaches

Fig. 0.1. This figure gives a heuristic contrast between conventional and person-specific approaches. The structure on the left displays a “top-down” approach while the structure on the right displays a “bottom-up” approach.
Fig. 0.1: Depiction of an example state-space model.

Fig. 0.2: The two state variables ($\eta_1$, $\eta_2$) at time $t-1$ predict their values at the subsequent time point $t$ with each state also being influenced by a Gaussian white noise component ($\zeta_1$, $\zeta_2$) that can covary concurrently. These unobserved state variables map onto observed variables ($y_1$, $y_2$, $y_3$, $y_4$) at concurrent time points and contain measurement errors ($\varepsilon_1$, $\varepsilon_2$, $\varepsilon_3$, $\varepsilon_4$).
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Paper 1: Time-varying genetic factor models for modeling somatic mosaicism and epigenetic effects

1.1: Abstract

Genetic factor models such as the additive genetic, common environment, and unique environment (ACE) model are prevalent in twin designs within behavior genetic research. New perspectives in molecular genetics research, such as epigenetic development and somatic mosaicism, challenge some of the fundamental assumptions of this analytic framework. The current paper describes novel extensions of time series genetic factor models that include time-varying parameters that can address some of these developmental processes. The Kalman filter and its time-varying parameter extension are briefly introduced and demonstrated within a simulation design that reflects genetic development proposed by these molecular genetic theories. This novel modeling approach is expected to become invaluable in testing particular theories of development under genetic and environmental influence.
1.2: Introduction

Twin models were a major part of the earliest statistical developments in social science (e.g., Fisher 1918; Galton, 1889; Pearson, 1904). These statistical methods would develop into factor analytic models for examining twin covariance structures decomposed into additive genetic, common environment, and unique environment factors (ACE; Martin and Eaves, 1977). The ACE factor model has become one of the more prevalent statistical tools in behavior genetics using twin designs. Time series extensions of the ACE have allowed researchers to conduct twin-specific modeling (analogous to person-specific models). The current paper outlines developments in the ACE model and presents novel adaptations of the model to address new findings from molecular genetics research.

Standard Interindividual ACE Model

The ACE model contains several design requirements and statistical assumptions. The model requires at least two sibling types that produce different genetic intra-sibling covariance structures. Classic twin designs, which involve monozygotic (MZ) and dizygotic (DZ) twin pairs, are the primary research designs in which the ACE model is used. The model is essentially a multi-group constrained confirmatory factor analysis model with latent factors corresponding to ACE components. The multi-group scheme of the factor model corresponds to different twin types being represented as different groups. This factor model can be represented for univariate phenotypes by:

\[ y_{i,j,k} = aA_{i,j,k} + cC_{i,j,k} + eE_{i,j,k} \]  (1.1)
where $y_{i,j,k}$ is the observed phenotype for the $j$th member ($j = 1, 2$) of the $i$th twin pair ($i = 1, 2, \ldots$) of type $k$ ($k = 1$ for MZ and $2$ for DZ). $A$, $C$, and $E$ represent the individual values of the three components for the $j$th member of the $i$th twin pair of type $k$; each of these latent variables are usually assumed to have Gaussian distributions with fixed unit variances. The $a$, $c$, and $e$ values represent the corresponding factor loadings of the three components on the phenotype and are assumed to be invariant across individuals. In the case of a phenotype with multiple indicators, a measurement error term can be incorporated into the model; otherwise the measurement error is absorbed into the non-shared latent factor, $E$. Extensions of this model, including factors associated to dominant gene effects, are elaborated in Neale and Cardon (1992).

A major feature of the model is the manner in which the factor covariance matrix is structured. This factor covariance matrix, usually denoted as $\Psi$ in the factor analysis literature, contains a constrained pattern of values that require certain assumptions about the average genetic relatedness between twin pairs. In the model, the intra-twin genetic covariances take the pattern with $\text{cor}(A_{i,1,1}, A_{i,2,1}) = 1.0$ for the MZ twin correlation and $\text{cor}(A_{i,1,2}, A_{i,2,2}) = 0.5$ for the DZ twin correlation. This corresponds to the assumption that genes between MZ twins are identical and thus correlate perfectly while DZ twins share half their genes on average, and thus have a 0.5 correlation in their genetic factors. Likewise, $\text{cor}(C_{i,1,1}, C_{i,2,1}) = \text{cor}(C_{i,1,2}, C_{i,2,2}) = 1.0$, representing the shared-environment intra-twin covariance structure that is similar across twin types. A common representation of the genetic factor model follows a block matrix structure in the Linear Structural Relations framework (LISREL; Jöreskog & Sörbom, 1993), where $\Psi$ contains diagonal blocks which correspond to individual twin members and the intra-twin covariance constraints appear in the off-diagonal blocks; further details are given in Boomsma and Molenaar (1986).
**Time-series ACE Models**

Time-series extensions of the ACE model were developed in order to examine potential heterogeneous person-specific and twin-specific models. One of the first proposed genetic factor models for intra-twin analysis combined principles of the idiographic filter (IF; Nesselroade et al., 2007) and the ACE model into the IFACE (Nesselroade & Molenaar, 2010). This model could be implemented with standard structural equation modeling (SEM) software and required a time series of twin data. The main principles of the original IF framework are person-specific measurement loadings and common latent structural relations. In the IFACE hybrid, this corresponds to person-specific genetic influences (modeled by factor loadings) and common intra-twin genetic relatedness (modeled by latent variable correlations).

Molenaar (2010), building on the IFACE model, proposed an intra-twin time series model that relaxed the constraint of equivalent structural relations. This model allows most model components to be heterogeneous with the exception of the shared environment intra-twin genetic covariance being fixed at 1.0 as in standard genetic factor models. A key feature of this model is that the intra-twin genetic correlations are allowed to vary across twin pairs and are estimable parameters. Molenaar et al. (2012) provide justification for the identifiability of this model based on symbolic matrix calculus criteria (Bekker et al., 1994) and give an empirical demonstration with neurophysiological twin time series data. The model is comprised of (i) an observation model giving estimates of the influences of the traditional ACE factors and (ii) a dynamic model that explains both the time evolution of the ACE factors as well as the relatedness between twins. The observation model is similar to (1.1):

\[
y_{i,j,k,t} = a_{i,j,k}A_{i,j,k,t} + c_{i,j,k}C_{i,j,k,t} + e_{i,j,k}E_{i,j,k,t}
\]

(1.2)
In (1.2), an additional index $t$ for time is added to denote that the observed phenotype and latent factors follow a time series. The factor loadings $a$, $c$, and $e$ are now allowed to vary across individuals. Again, a measurement error term may be added in situations where multiple phenotypic indicators are available. The dynamic model is:

\[
A_{i,j,k,t} = \alpha_{i,j,k}A_{i,j,k,t-1} + \delta_{i,j,k,t} \\
C_{i,j,k,t} = \beta_{i,j,k}C_{i,j,k,t-1} + \zeta_{i,j,k,t} \\
E_{i,j,k,t} = \gamma_{i,j,k}E_{i,j,k,t-1} + \kappa_{i,j,k,t}
\]  

In (1.2), $\alpha$, $\beta$, and $\gamma$ are time-invariant, person-specific autoregressive relationships that describe the sequential dependency in the ACE factors while $\delta$, $\zeta$, and $\kappa$ are the process noise components. All process noise components are uncorrelated except for the intra-twin shared environment correlation, $\text{cor}(C_{1,i,k,t}, C_{2,i,k,t})$, which is fixed at 1.0, and the intra-twin genetic correlation, $\text{cor}(A_{1,i,k,t}, A_{2,i,k,t})$, which is freely estimated and time-invariant. This model can be fit with the block-Toeplitz SEM procedure that is explained in detail in Molenaar (2012). Lo and Molenaar (in prep) investigated the estimation accuracy in recovering twin-specific genetic correlation in a simulation and found that the model provided satisfactory results in a variety of conditions.
Fig. 1.1. An example structural diagram of a univariate time series ACE model for a single twin pair. Twin 1 appears on the top while twin 2 appears on the bottom. The parameters are described in 1.2 and 1.3 with pair and type indices omitted for simplicity ($i$ and $k$ indices).
Criticisms from Molecular Genetics

Recent developments in molecular genetics have presented challenges to behavior genetics research, specifically the ACE model. The first issue is epigenetics, which examines changes in gene expression that may be influenced by environmental factors. Second is somatic mosaicism, which concerns variance in the underlying genome that can increase developmentally. Both of these biological processes present unique challenges to behavior genetics and the ACE model.

Epigenetics is the study of heritable changes in gene expression that do not alter the genome. This term was initially given by Waddington (1942) in his research on cell differentiation. Molenaar et al. (1993) described epigenetics as a third source of developmental differences that is neither genetic nor environmental. Epigenetics involves non-linear dynamic processes that give rise to biological pattern formation and self-organization (Molenaar and Raijmakers, 2000). Although there are several epigenetic processes, the two most well-known types of epigenetic changes are DNA methylation and histone modification. DNA methylation involves addition of methyl groups to DNA, where highly methylated areas tend to be less transcriptionally active. In histone modification, the amino acids that make up histone proteins within DNA are changed and subsequently cause changes in DNA transcription. In both cases the epigenetic modification can persist from the germ line of a parent into the zygote, thus making this change heritable. A thorough overview of epigenetic processes is given in Jablonka and Lamb (2005). In general, epigenetic processes can promote or inhibit expression of particular genes and may exhibit strong reactivity to environmental influences.

Several simulation studies have examined how epigenetic influences may effect conventional ACE modeling. Eaves et al. (1999) and Molenaar and Raijmakers (1999) used...
similar approaches by simulating models with the discrete logistic equation. In both cases, these nonlinear dynamic models produced chaotic behavior and resulted in decreasing heritability estimates that fell to zero. In contrast, Kan et al. (2010) simulated a nonlinear model that produced bifurcations instead of chaotic behavior; this resulted in increasing heritability and a developmental shift of shared to non-shared environmental influence. These features of increasing heritability and change from shared to non-shared environmental influence are characteristic of the findings within the behavior genetics literature on several phenotypes (Turkheimer, 2000). All of these simulation designs yielded time-varying heritability estimates based on standard genetic models despite the actual simulation models constraining genetic influence to be constant across time.

Although this simulation work has demonstrated the problems with ACE model when dealing with data containing epigenetic influence, no specific extensions of the ACE model to account for epigenetic influences have been proposed. It is difficult to imagine how the ACE model could incorporate an additional factor beyond the genetic and environmental components since the model relies on the contrasts between these factors in the factor correlation matrix to be estimable (although Wright, 1920, proposed models to estimate third source factors in animal inbreeding designs). An alternative approach would be to examine epigenetic influence following multiple twin time series ACE models on a particular phenotype. These multiple ACE models would provide a sample of individually obtained genetic factor loadings. The variance of these factor loadings or how these genetic loadings are predicted by some environmental factor could be an initial method of investigating the epigenetic influence related to a phenotype of interest. It is also possible that models with time varying genetic factor loadings may be incorporated into an epigenetic analysis. Such models would characterize how genetic influence
on a phenotype changes across time; these changes in genetic influence may be due to epigenetic influences. Both of these approaches would rely on twin and person specific time series ACE models as depicted in equations (1.2) and (1.3) since this would allow investigation of varying genetic influences on phenotypes (via varying genetic factor loadings) rather than homogenous genetic influence. Variation and change in genetic influence in these models could be an initial proxy for epigenetic influence.

Several genomic processes support the idea of somatic mosaicism, a description of the genetic diversity within an organism where different cells and tissues within an individual contain different genomes. These processes occur during development and produce genetic variation within an individual that can be driven by environmental, activity-dependent, or stochastic causes. Two of the main sources of somatic mosaicism are retrotransposons and copy number variations (CNVs). Retrotransposons (De, 2011), which are often referred to as “jumping genes”, can carry out a process of (i) copying themselves to RNA and (ii) subsequent reverse-transcription into DNA; this effectively inserts a copied DNA sequence into a new location within the genome. These within-person changes in the genome will vary between persons (due to differential environmental exposure, activity, and chance) and will therefore produce genetic differences between genetically related individuals during development (Singer et al., 2010). CNVs are a source of DNA variation that involves a variety of structural variations in DNA. Unlike single nucleotide polymorphisms (SNPs), the most familiar form of DNA variation involving single nucleotides, CNVs are associated with complex multi-site variants that affect chromosomal structure (Redon et al., 2006). CNVs have been demonstrated to produce within-individual somatic mosaicism (Rodriquez-Santiago et al., 2010) and genetic differences between MZ twins (Bruder, 2008). Yet another form of somatic mosaicism can occur outside
the cell nucleus: mitochondrial DNA can also show substantial variation within an individual (Pfeiffer et al., 2004).

Charney (2012) discusses the potential impact of somatic mosaicism on ACE modeling. He alludes to two key assumptions of conventional ACE models that are challenged by somatic mosaicism. First, conventional ACE models assume that MZ twins will have identical genes while DZ twins will on average share half of their genes. As previously mentioned, somatic mosaicism can produce genetic differences between MZ twins and also cause further genetic differentiation between DZ twins. Second, group-based longitudinal ACE models assume that the genetic relatedness between twins is invariant across time. In contrast, somatic mosaicism may produce trajectories of genetic relatedness that decrease over time. In both cases, the increasing within-person genetic variance caused by somatic mosaicism will induce decreasing genetic similarity between twins. ACE models are incapable of capturing this potential developmental process of decreasing genetic similarity.

Time series ACE models are also susceptible to the challenges introduced by somatic mosaicism. The model depicted in equations (1.2) and (1.3) is capable of estimating twin-specific genetic correlation parameters and therefore avoids the first problematic assumption discussed by Charney. The model, however, still assumes time-invariant genetic correlation that is constant across the analyzed time series. As a result, the model is unable to capture the potential decreasing genetic similarity produced by somatic mosaicism.

**The Current Study**

In response to the challenges of epigenetics and somatic mosaicism on behavior genetic modeling, the current paper proposes extensions of the time series ACE model to accommodate
time-varying genetic factor loading and correlation parameters. The main addition is to make target parameters follow a scaled linear trend:

$$\theta_t = \theta_0 + \frac{\theta_1 t}{T}$$

(1.4)

where $\theta_t$ is the parameter of interest (e.g., genetic factor loading or genetic correlation), $\theta_0$ is the intercept for the parameter, $\theta_1$ is the linear trend coefficient, and $T$ is the total number of time points (used for scaling purposes). This modeling approach can be handled with the Kalman filter (KF; Kalman, 1960) with time-varying parameter approaches detailed in Molenaar (1994). This may be the first model in behavior genetics twin research that can investigate possible somatic mosaicism since it is capable of estimating twin-specific genetic correlations that can vary across time. Although a simple linear trend model is used in this study, these same estimation principles should be able to apply to other functions such as logistic or polynomial trends in order to capture nonlinear trajectories of genetic correlation. A linear trend may be an initial approximation of these developmental changes that can be further improved with higher order polynomial terms. Time-varying factor loadings with a similar linear trend adjustment are also investigated in this study. The time-varying factor loading model, as previously mentioned, may be a potential approach to investigate epigenetic effects.

The current paper involved three simulations to answer separate questions related to genetic modeling. The first simulation examines the robustness of the conventional interindivdual ACE model (equation 1.1) when assumptions of twin genetic correlations are violated. The second simulation assesses the performance of the Kalman filter for estimating the twin-specific ACE model (equation 1.3) with a linearly decreasing genetic correlation following
equation 1.4. Similar to the second simulation, the third simulation assesses the performance of recovering time-varying factor loadings. While the second simulation can determine how these models capture somatic mosaicism effects, the third simulation deals with the ability to capture epigenetic effects.
1.3: Methods

Simulation 1

The first simulation was conducted in order to see how ACE model parameters are affected when the standard ACE genetic correlation assumptions are violated. In order to focus on this specific question, a simple univariate phenotype ACE model without measurement errors was implemented. There were two main simulation factors that were manipulated in the simulation. First, the ACE factor loadings had various conditions representing different proportions of variance attributed to the different factors. The conditions consisted of various permutations of [.2, .5, .8] resulting in different proportional contribution of the ACE factors; the conditions are explicitly given in Table 1.1. The second simulation design factor was the degree of violation of the genetic correlation assumption; this was manipulated by simulating data with decreased genetic correlation between twins while estimating the models with the standard MZ=1.0/DZ=0.5 genetic fixed constraints. There were three conditions where the simulated genetic correlations were decreased by 0 (no change baseline condition), .1, and .2 for both MZ and DZ twins. For simplicity, the sample sizes of both MZ and DZ twins were held constant at 100 each.

These two design factors were fully crossed with 1,000 replications within each simulation design cell with the main criteria being bias and the root means square deviation (RMSD) in the factor loading estimates. Here, bias refers to the average discrepancy between the estimated and true parameter across simulation replications:

$$\text{Bias}(\theta) = \frac{\sum_{i=1}^{R} \hat{\theta}_i - \theta_i}{R}$$  \hspace{1cm} (1.5)
where $\hat{\theta}_i$ is the parameter estimate for replication $i$, $\theta_i$ is the true value for replication $i$, and $R$ is the total amount of simulation replications. In interpreting bias, positive values indicate a tendency to overestimate the parameter, negative values indicate underestimation tendency, and values close to zero indicate accuracy. The RMSD is an accuracy statistic that represents the square root of the average squared deviation:

$$RMSD(\theta) = \sqrt{\frac{\sum_{i=1}^{R} (\hat{\theta}_i - \theta_i)^2}{R}}$$  

(1.6)

The RMSD produces a positive value that represents the average inaccuracy of estimation regardless of direction (i.e., overestimating or underestimating).

**Simulation 2**

The second simulation examined the ability of the Kalman filter to capture a linearly changing genetic correlation in a twin-specific ACE model. There were three main simulation factors that were manipulated in this simulation. First, the starting point (or intercept, represented as $\theta_0$ in equation 1.4) of the genetic correlation was set to either 1.0 or 0.5, representing scenarios where the twins would start off as either MZ or DZ twins. Second, the degree of change across the time (represented as $\theta_0$ in equation 1.4) was manipulated to be either -.25 or -.5, representing different degrees of genetic correlation decrease due to somatic mosaicism. Third, three time series lengths of 100, 500, and 1000 were used. These three design factors were fully crossed with 100 replications per design cell. The computational demands and
lengthy estimation times per model required a relatively limited amount of simulation replications.

There were several other features that were constant across the manipulated simulation design factors. There were three phenotypic variables per twin and measurement error variances were incorporated into the simulation model. The pattern of factor loadings was constant and is depicted in Table 1.2. All measurement error variances were set at 0.1 and were estimated with these parameters constrained to be equal. The process noise variances were set at 1.0 and fixed at those values during estimation. The autoregressive parameters for all ACE factors were set at 0.7 and were estimated without equality constraints.

**Simulation 3**

The third simulation study assessed the recovery of time varying factor loadings. This simulation was nearly identical to simulation 2 except for this change in focus. In this simulation the genetic correlation was simulated at a constant 0.5 and freely estimated during model fitting. The factor loading pattern was similar to the one used in simulation 2, except the (1,1) element was simulated as a linearly changing parameter (the element indicated with a * in Table 1.2). There were similarly three manipulated simulation factors, with the sample size conditions being similar to simulation 2. The other simulation design factors were the starting point of the factor loading and the degree of linear change. The combination of starting points and degrees of change yielded 4 scenarios: (i) $\theta_0 = .7, \theta_1 = -.6$, (ii) $\theta_0 = .7, \theta_1 = -.3$, (iii) $\theta_0 = .1, \theta_1 = .6$, and (iv) $\theta_0 = .4, \theta_1 = .3$. The first two scenarios represent different magnitudes of degrees from the same higher starting point while the third and fourth scenarios represent an increase to the same value (.7) from two different change magnitudes and starting points. The measurement noise variances,
process noise variances, autoregressive parameters, and number of simulation replications were similar to simulation 2.
Table 1.1

*Simulation 1 loading value conditions*

<table>
<thead>
<tr>
<th>Condition</th>
<th>Loading values [a,c,e]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[.8, .5, .2]</td>
</tr>
<tr>
<td>2</td>
<td>[.8, .2, .5]</td>
</tr>
<tr>
<td>3</td>
<td>[.5, .8, .2]</td>
</tr>
<tr>
<td>4</td>
<td>[.5, .2, .8]</td>
</tr>
<tr>
<td>5</td>
<td>[.2, .8, .5]</td>
</tr>
<tr>
<td>6</td>
<td>[.2, .5, .8]</td>
</tr>
</tbody>
</table>

These loading values were simulated in a larger factor loading with dimensions 2x6. These values appear in the first 3 elements in row 1 and the last 3 elements in row 2.
<table>
<thead>
<tr>
<th>Observed variables</th>
<th>Twin 1 ACE factors</th>
<th>Twin 2 ACE factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_{1,t}$</td>
<td>$C_{1,t}$</td>
</tr>
<tr>
<td>$y_{1,t}$</td>
<td>.7*</td>
<td>.5</td>
</tr>
<tr>
<td>$y_{2,t}$</td>
<td>.5</td>
<td>.5</td>
</tr>
<tr>
<td>$y_{3,t}$</td>
<td>.4</td>
<td>0</td>
</tr>
<tr>
<td>$y_{1,t}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$y_{2,t}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$y_{3,t}$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$y_1$-$y_3$ represent the different observed phenotypes. The first subscript indicates the twin within the dyad while the second subscript indicates the time point. The first element (indicated with a *) was manipulated in simulation 3.
1.4: Results

Simulation 1

There appear to be trends in estimation bias associated with both simulation design conditions in simulation 1. The results of this simulation are displayed in Table 1.3. First, it appears as if the direction of bias is consistent based on which parameter is being examined. Both the additive genetic ($a$) and common environment ($c$) loadings appear to be consistently negative in bias conditions while the unique environment ($e$) loadings tend to be consistently positive; this suggests that both the $a$ and $c$ loadings tend to be underestimated while the $e$ loadings tend to be overestimated. An exception to this is the last factor loading pattern (pattern 6 corresponds to $a=.2, c=.5, e=.8$), where the $a$ loadings are slightly positive biased and the $e$ loadings are slightly negatively biased.

There appear to be consistent effects related to the genetic correlation bias conditions that occur across all of the loading patterns. Increasing the simulated bias in the genetic correlation appears to increase the negative bias in both the $a$ and $c$ loadings and increase the positive bias in the $e$ loadings. Since these three types of loadings contribute to the total variance of an observed phenotype variable, it appears as if the underestimation of both the $a$ and $c$ loadings are absorbed by an inflated $e$ loading.

The differing loading patterns also seem to produce various effects on estimation bias of the loadings. For the $a$ loading, loading pattern conditions with larger simulated $a$ values (i.e., patterns 1 and 2) produced larger estimation bias of the $a$ loading parameter while the loading patterns with smaller simulated $a$ values (i.e., patterns 5 and 6) produced small negative bias and even positive bias in pattern 6 as previously mentioned. A similar trend is seen with the $c$ loading, where patterns with smaller simulated $c$ values (i.e., patterns 2 and 4) had smaller
negative bias than the patterns with larger simulated $c$ values (i.e., patterns 3 and 5). For the $e$ loading, it appears as if the positive bias for this parameter is larger in conditions where this loading is simulated to be smaller (i.e., patterns 1 and 3).

**Simulation 2**

Simulation 2 assesses the accuracy of the Kalman filter in recovering the intercept and slope of a linearly changing genetic correlation within a twin time series ACE model. Here the slope parameter, $\hat{\theta}_1$, is scaled according to equation 1.4 and actually corresponds to the total decrease of the genetic correlation across the time series. Across simulation conditions, it appears as if the intercept parameters, $\hat{\theta}_0$, are consistently negatively biased, thus tend to be underestimated. An exception to this is some of the conditions where the simulated intercept is 0.5. In interpreting the bias of the slope parameter, the simulated values are always negative (i.e., either -.25 or -.5) so positive bias values indicate that the magnitude of decrease is being underestimated. It appears as if the slope bias is consistently positive across conditions, indicating that the magnitude of genetic correlation decrease is consistently underestimated.

There are some clear trends related to both the simulated intercept and bias conditions. Conditions where the simulated intercept is set to 1.0 produces larger negative bias in estimating the intercept parameter. In conditions where the simulated intercept is 0.5 and the sample sizes are larger, this parameter is slightly positively biased, as previously indicated. The intercept conditions also appear to affect recovery of the slope parameter; the slope parameter has stronger positive bias in conditions where the intercept is simulated at the larger value. The simulated slope seems to have little effect on bias of either parameter except for the case of the slope
parameter in the smallest sample size condition; in this sample size, larger simulated decreases produced larger positive bias in the slopes.

The sample size conditions appear to have a drastic effect on accuracy of both types of parameters. Bias for both parameter types seem to decrease sharply as the length of the time series increases. This suggests that relatively long time series lengths are needed in order to accurately recover a changing genetic correlation.

**Simulation 3**

Simulation 3 assesses the accuracy of the Kalman filter in recovering the intercept and slope of a linearly changing genetic factor loading within a twin time series ACE model. Unlike the first two simulations, it does not appear as if there is consistent positive or negative bias in results, although most of the bias appears to be positive. Again, the slope parameter, $\hat{\theta}_1$, is scaled according to equation 1.4 and actually corresponds to the total decrease of the factor loading across the time series. Unlike simulation 2, the factor loading change design factor included conditions where the parameter would increase. When interpreting the bias, positive or negative bias correspond to either overestimation or underestimation depending on whether the factor loading; for example, positive bias in a decreasing loading condition would correspond to underestimating the magnitude of decrease while positive bias in an increasing loading condition would correspond to an overestimation of the magnitude of increase.

There are several notable trends in bias related to the simulated intercept and slope conditions. It appears as if the larger intercept conditions produced smaller bias and RMSD for estimating the corresponding intercept parameter. The recovery of the slope parameter also appears to be better in these larger simulated intercept conditions, although this effect does not
seem as pronounced as it is for the recovery of the intercept parameter. The magnitude of change in the simulated slope appears to also have an effect on estimation accuracy of both parameter types. Larger simulated slopes, regardless of direction, appear to decrease the estimation accuracy of both the intercept and slope.

Similar to what was found in simulation 2, sample size seems to be an important design factor. Again, larger time series length produced better accuracy in terms of bias and accuracy across simulated intercept and slope conditions. This improvement does not seem as drastic for recovering the factor loading, however, as estimation is fairly accurate at even lower sample sizes. In general, the bias and RMSD for these parameters appear to be smaller than those found in simulation 2 with the linear changing genetic correlation; this suggests that time-varying factor loadings are much easier to recover than time varying factor loadings.
Table 1.3

*Simulation 1 results*

<table>
<thead>
<tr>
<th>Loading pattern</th>
<th>ΔG</th>
<th>Bias a</th>
<th>Bias c</th>
<th>Bias e</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-.005</td>
<td>-.014</td>
<td>.003</td>
</tr>
<tr>
<td>1</td>
<td>.1</td>
<td>-.026</td>
<td>-.075</td>
<td>.123</td>
</tr>
<tr>
<td>1</td>
<td>.2</td>
<td>-.104</td>
<td>-.130</td>
<td>.245</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-.047</td>
<td>-.007</td>
<td>-.002</td>
</tr>
<tr>
<td>2</td>
<td>.1</td>
<td>-.096</td>
<td>.011</td>
<td>.074</td>
</tr>
<tr>
<td>2</td>
<td>.2</td>
<td>-.107</td>
<td>-.084</td>
<td>.123</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>-.011</td>
<td>-.010</td>
<td>.002</td>
</tr>
<tr>
<td>3</td>
<td>.1</td>
<td>-.012</td>
<td>-.092</td>
<td>.156</td>
</tr>
<tr>
<td>3</td>
<td>.2</td>
<td>.003</td>
<td>-.291</td>
<td>.197</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>-.097</td>
<td>.002</td>
<td>.005</td>
</tr>
<tr>
<td>4</td>
<td>.1</td>
<td>-.081</td>
<td>-.040</td>
<td>.017</td>
</tr>
<tr>
<td>4</td>
<td>.2</td>
<td>-.125</td>
<td>-.054</td>
<td>.025</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>-.080</td>
<td>-.012</td>
<td>.007</td>
</tr>
<tr>
<td>5</td>
<td>.1</td>
<td>-.070</td>
<td>-.100</td>
<td>.113</td>
</tr>
<tr>
<td>5</td>
<td>.2</td>
<td>-.081</td>
<td>-.136</td>
<td>.151</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>.042</td>
<td>-.064</td>
<td>-.020</td>
</tr>
<tr>
<td>6</td>
<td>.1</td>
<td>.047</td>
<td>-.086</td>
<td>-.015</td>
</tr>
<tr>
<td>6</td>
<td>.2</td>
<td>.006</td>
<td>-.086</td>
<td>-.001</td>
</tr>
</tbody>
</table>

The loading patterns 1-6 are depicted in Table 1.1. ΔG reflects the simulated bias (the constrained value – simulated value) in the genetic correlation.
### Table 1.4

*Simulation 2 results*

<table>
<thead>
<tr>
<th>Conditions</th>
<th>( T )</th>
<th>( \theta_0 )</th>
<th>( \theta_1 )</th>
<th>( \theta_0 ) Bias</th>
<th>( \theta_0 ) RMSD</th>
<th>( \theta_1 ) Bias</th>
<th>( \theta_1 ) RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
<td>1.0</td>
<td>-.25</td>
<td>-.22</td>
<td>.31</td>
<td>.19</td>
<td>.29</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.0</td>
<td>-.5</td>
<td>-.32</td>
<td>.31</td>
<td>.34</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>.5</td>
<td>-.25</td>
<td>-.08</td>
<td>.28</td>
<td>.10</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>.5</td>
<td>-.5</td>
<td>-.09</td>
<td>.30</td>
<td>.23</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1.0</td>
<td>-.25</td>
<td>-.18</td>
<td>.27</td>
<td>.12</td>
<td>.22</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1.0</td>
<td>-.5</td>
<td>-.19</td>
<td>.27</td>
<td>.12</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.5</td>
<td>-.25</td>
<td>.13</td>
<td>.20</td>
<td>-.01</td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.5</td>
<td>-.5</td>
<td>.05</td>
<td>.29</td>
<td>.01</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1.0</td>
<td>-.25</td>
<td>-.13</td>
<td>.23</td>
<td>.09</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1.0</td>
<td>-.5</td>
<td>-.15</td>
<td>.24</td>
<td>.10</td>
<td>.29</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>.5</td>
<td>-.25</td>
<td>.10</td>
<td>.17</td>
<td>.00</td>
<td>.11</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>.5</td>
<td>-.5</td>
<td>.04</td>
<td>.25</td>
<td>.01</td>
<td>.11</td>
</tr>
</tbody>
</table>
Table 1.5

*Simulation 3 results*

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$T$</th>
<th>$\theta_0$</th>
<th>$\theta_1$</th>
<th>$\hat{\theta}_0$ Bias</th>
<th>$\hat{\theta}_0$ RMSD</th>
<th>$\hat{\theta}_1$ Bias</th>
<th>$\hat{\theta}_1$ RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>.7</td>
<td>-.6</td>
<td>.004</td>
<td>.054</td>
<td>.125</td>
<td>.205</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>.7</td>
<td>-.3</td>
<td>.003</td>
<td>.025</td>
<td>.053</td>
<td>.131</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>.1</td>
<td>.6</td>
<td>.094</td>
<td>.199</td>
<td>-.080</td>
<td>.177</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>.4</td>
<td>.3</td>
<td>-.007</td>
<td>.064</td>
<td>.014</td>
<td>.014</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>.7</td>
<td>-.6</td>
<td>.002</td>
<td>.051</td>
<td>.119</td>
<td>.198</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>.7</td>
<td>-.3</td>
<td>.001</td>
<td>.023</td>
<td>.046</td>
<td>.130</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>.1</td>
<td>.6</td>
<td>.092</td>
<td>.189</td>
<td>-.069</td>
<td>.178</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>.4</td>
<td>.3</td>
<td>.002</td>
<td>.060</td>
<td>.013</td>
<td>.013</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>.7</td>
<td>-.6</td>
<td>.001</td>
<td>.049</td>
<td>.115</td>
<td>.193</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>.7</td>
<td>-.3</td>
<td>.001</td>
<td>.024</td>
<td>.045</td>
<td>.133</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>.1</td>
<td>.6</td>
<td>.090</td>
<td>.186</td>
<td>-.068</td>
<td>.175</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>.4</td>
<td>.3</td>
<td>-.001</td>
<td>.058</td>
<td>.013</td>
<td>.013</td>
<td></td>
</tr>
</tbody>
</table>
1.5: Discussion

Conventional interindividual ACE modeling in twin research has been a popular methodological technique for examining possible contributions of genetics and environment on psychological phenotypes, but there are several critiques from molecular genetics and person-specific methodology addressed in this dissertation. While the first simulation examines how violations of standard ACE model assumptions can affect their estimation, the second and third simulation test the accuracy of a novel model that attempts to address several of the concerns of the standard ACE model.

Although it has yet to be determined if somatic mosaicism is expressed within the brain, we would expect its effects in decreasing the genetic correlation of twins regardless of zygosity type; this would cause violations of the standard 1.0/0.5 genetic correlation assumptions of standard ACE models. Simulation 1 demonstrates that violations of this assumption can cause several problems. First, both the additive genetic and common environmental sources of variance may be underestimated. This effect appears to be more consistent for common environment factor loadings, as conditions with small simulated genetic factor loadings produced trivial negative bias and even positive bias. Second, the contribution of the unique environment may be overestimated during these situations of somatic mosaicism. It appears as if this variance component may be absorbing some of the effects of underestimating the other two source types. Although it is unknown if the simulated bias corresponds to the actual decrease in genetic correlation between twins, the relationship of increasing estimation bias over increasing genetic correlation change is quite informative. If molecular genetics advances and finds genetic evidence for mosaicism in human brains, the degree of change observed in this genetic evidence can give researchers an idea of the bias in their ACE model estimates.
Simulations 2 and 3 examine the accuracy of the novel model proposed in this study. As the novel feature of these models is a time-varying parameter that follows a linear trajectory, estimation recovery of the intercept and slope of these time-varying parameters were of primary interest. In attempting to recover a time-varying genetic correlation in simulation 2, it appears as if a large amount of observations is required for accurate estimation of this model. Recovering a time-varying factor loading within simulation 3 proved to be much easier, as estimation bias appeared to be small even in short time length conditions. As previously mentioned, since decreasing genetic factor loadings correspond to somatic mosaicism and changing genetic factor loadings may be a proxy for epigenetic changes, it appears as if this model is much better at detecting epigenetic effects than somatic mosaicism effects.

There were several limitations in the simulations of this study. Simulation 1 had few design factors and conditions per factor and provides limited information on the effects of somatic mosaicism on ACE estimates. Also, this simulation only examined a univariate phenotype model and may not generalize to the scenario of a multivariate phenotype model with more complicated loading pattern situations. As previously mentioned, it appeared as if mosaicism caused inflated unique environment components; it is quite possible that a multivariate phenotype model with measurement errors may behave differently and have inflated measurement errors instead of unique environment loadings. The degree of simulated bias in the genetic correlation was equally applied to both MZ and DZ twins, further research could attempt to examine differences in degree of change between twin types. Another limitation that future research could investigate is the role of sample size on these effects; perhaps larger sample sizes may attenuate the bias caused by this assumption violation.
Simulations 2 and 3 had several common limitations that could be addressed in future research. There was no variation in the factor loading pattern (with the exception of the one target time-varying parameter in simulation 3) and it is expected that the pattern of loadings will have a drastic effects on the model. Several candidate patterns were attempted in simulation pilot work before these larger simulations were conducted, and many of these candidate patterns would produce data sets that would cause extreme model fitting problems and non-convergence in estimation. Future work will have to investigate the properties of factor loading matrices that may make them suitable or problematic for this new modeling method. In addition to patterns within a particular loading matrices, future work should investigate the patterns of loadings across twins to see if homogeneity/heterogeneity in loadings across sibling loadings will affect these models. The simulated measurement errors and autoregressive parameters were constant across conditions and may need to be varied in future simulation work investigating this model; this could give a clearer picture of how the model performs in different signal-to-noise ratio conditions and also different degrees of factor stability.

An additional major limitation of the proposed model is that it is limited to only linear change in the time-varying parameter. Although this linear trend is a simple model for a time-varying parameter, it is important to assess the performance of this model in the most basic case as a starting point. Future work could examine more complicated trend structures like higher order polynomial trends. Modeling this time-varying parameter with non-trend models such as a random walk or an autoregressive parameter are also possible avenues for future research.

The long time series lengths needed for estimation accuracy of the time-varying genetic correlation demonstrated in simulation 2 may appear to be a daunting task for many twin researchers. Although these data demands may be easily met within physiological measures
such as fMRI or EEG studies, the process of decreasing genetic correlation between siblings will likely take a relatively longer span (i.e., years as opposed to minutes). Therefore, a practical next step for future research will be to develop a sample pooling method that can incorporate analysis of multiple twins in order to reduce the time series length demands. This will likely cause a major trade-off in the ability to estimate person or twin specific models, but it may be an important step to being able to empirically demonstrate somatic mosaicism from a behavior genetics perspective. Although this would examine group-level mosaicism with many of the potentially problematic assumptions that occur in interindividual analysis, this would still be potentially important discovery.
1.6: References


Paper 2: Developmental change in effective connectivity networks for decision-making processes

2.1: Abstract

Adaptive decision making involves both cognitive control and reward processes, yet few studies have examined how these processes integrate within a connectivity network. Furthermore, while the differential developmental trajectories of these processes have been well studied, there may be additional information gleaned from investigating the development of the connectivity structure for these processes. The current study examines age-related differences in individual connectivity networks using person-specific exploratory effective connectivity modeling. These modeling techniques were applied to fMRI measures from an incentivized antisaccade task.
2.2: Introduction

Integration of cognitive control and reward processes are essential in decision making (Ernst and Paulus, 2005). Cognitive control includes working memory for maintaining and updating internal representations of choices and goals as well as response inhibition for resisting responses goal-irrelevant information or stimuli. Reward processes enable an individual to evaluate available choices or actions based on preference or need in order to efficiently prioritize behavior. These processes undergo differential maturation trajectories through adolescence that may contribute to emergence of risk taking during this developmental period (Sommerville et al., 2010; Steinberg, 2010); these models describing asynchronous development of these control and reward process have been referred to as ‘dual process models’. The current paper examines how the connectivity pattern of regions associated to these processes develops across several age groups.

**Dual process models**

In the dual process model, adolescents experience heightened reward seeking due to earlier maturation of associated brain regions while simultaneously lacking compensatory cognitive control systems due to underdeveloped brain regions that have yet to fully develop. Brain regions of interest (ROIs) typically associated with reward seeking are the limbic and paralimbic areas of the brain, including the amygdala, ventral striatum, orbitofrontal cortex, medial prefrontal cortex while ROIs typically associated with cognitive control are the lateral prefrontal and parietal cortices as well as the anterior cingulate cortex. The reward seeking system is also referred to as the socioemotional system (Steinberg, 2008) and provides necessary incentivizing and rewarding processes related to dopaminergic activity that are usually
controlled, inhibited, or modulated by the cognitive control system. According to this model, reward seeking ROIs associated with dopaminergic activity have pronounced development following puberty and develop earlier relative to cognitive control system ROIs. The brain areas associated with cognitive control will develop later and at a slower rate due to synaptic pruning and the continued myelination of prefrontal brain regions. Therefore, adolescent risk-taking is due to a reward-control imbalance resulting from early pubertal onset of increased dopaminergic activity within the reward seeking system that precedes the structural maturation of the cognitive control system.

A primary source of evidence for the dual process model comes from functional magnetic resonance imaging (fMRI) studies that look at trajectories of ROI activation associated with reward seeking and cognitive control systems (van Leijenhorst et al., 2006; Steinberg, 2008). These types of designs can generally be considered localization methods that mainly look at differences across ROIs in blood oxygen level dependent (BOLD) activity. Typically, the general linear model (GLM) is implemented in order to provide analysis of variance (ANOVA) or other related mean-comparison models that examine differences in BOLD activity due to ROI, age, stimulus, or some other relevant covariate. In the case of the dual process model, changes in BOLD response across different age groups (i.e., childhood, adolescence, and adulthood) are used to infer differing levels of maturity of ROIs associated with reward seeking and cognitive control. In general, an emphasis is placed on imbalance of activation of reward seeking and cognitive control ROIs rather than the interdependence or connections between these systems. And as previously mentioned, emphasis is placed on contrasts between age groups and thus uses group based modeling procedures rather than individual models which can accommodate potential within-group heterogeneity.
The Role of Connectivity Research

Research on dual process models has focused on an imbalance of reward seeking and cognitive control during adolescence, but typically has paid little attention to the integration of these ROIs during development. It is possible that risk taking during adolescence is also due to underdeveloped connection and integration between the reward and control systems. While localization research focuses on mean differences of ROI activity across contrasts, connectivity research aims to investigate how ROIs may co-vary or exhibit a causal network. Connectivity can be broadly divided into 3 types: (i) structural or anatomical, (ii) functional, and (iii) effective. Structural connectivity pertains to investigating the actual anatomical connections between ROIs, such as diffusion tensor imaging (DTI), which maps the orientation of with matter tracts. Functional connectivity is simply the covariance of ROI BOLD signals and gives inferences on non-directional ROI connections. Effective connectivity provides a causal network of directed paths between ROIs and also operates on ROI BOLD signals. Friston et al. (2014) make a distinction between directed functional connectivity and effective connectivity, where the former involves statistical dependencies that preclude causality while the latter involves causal relations.

There have been several promising findings regarding the connectivity between reward and control systems. These findings from structural, functional, and effective connectivity suggest underdeveloped connections between reward and control systems during adolescence. Asato et al. (1999) in a DTI study found that adolescents had immature white matter connectivity relative to adults. This differential structural connectivity between adolescents and adults hinted that functional and effective connectivity analogues could also exist. A series of studies applying graph theory models to functional connectivity networks from resting state fMRI
provided evidence of development from local to distributed network organization (Fair et al., 2007; Fair et al., 2009). This developmental process is characterized by a greater number of connections between proximal ROIs during childhood that segregate in adulthood while distal but functionally associated ROIs, such as fronto-striatal connections, increase by adulthood. These findings are consistent with generally established neurodevelopmental processes of synaptic pruning, which may correspond to the segregation of early formed proximal connectivity, and myelination, which likewise may correspond to the formation of distal connectivity between associated ROIs. There has also been some evidence for the development of effective connectivity networks between reward and control systems. Hwang et al., (2010) applied vector autoregressive (VAR) modeling to different age groups and found that control to reward ROI paths increased in magnitude across age. These findings from a connectivity perspective suggest that risk taking in adolescence may in part be due to underdeveloped connectivity or “inefficient communication” from control to reward systems rather than just an imbalance of activity in these systems.

A limitation within the current effective connectivity research on adolescent risk taking is the lack of possible contemporaneous directed paths between reward and control ROIs. The VAR model utilized in Hwang et al. (2010) only includes lagged or autoregressive relationships between ROIs. The unified SEM (USEM; Kim et al., 2007) and extended unified SEM (EUSEM; Gates et al., 2011) are effective connectivity models that simultaneously estimate lagged and contemporaneous paths. An example lag-1 USEM can be represented as

$$\eta_t = A\eta_t + B\eta_{t-1} + \zeta_t$$  \hspace{1cm} (2.1)
where $\eta_t$ is a $q$-variate vector of ROIs at time $t$, $A$ is a $(q,q)$-dimensional matrix containing contemporaneous connectivity coefficients, $B$ is a $(q,q)$-dimensional matrix containing (or autoregressive or lagged connectivity coefficients, and $\zeta_t$ is a $q$-variate Gaussian process noise vector at time $t$ with a diagonal covariance matrix, $\Psi$. Similarly, an example lag-1 EUSEM for a univariate external input series can be represented as

$$
\eta_t = A\eta_t + B\eta_{t-1} + \gamma_0 u_t + \gamma_1 u_{t-1} + \tau_{11} \eta_{t-1} u_{t-1} + \zeta_t
$$

(2.2)

where $u_t$ is an external input series at time $t$, $\gamma_0$ is the contemporaneous direct effect of the external input, $\gamma_1$ is the lagged direct effect of the external input, and $\tau_{11}$ is a $(q,q)$-dimensional matrix containing the modulating or bilinear effects. Here, the direct effects give the relationship of the external stimuli to the ROI while the modulating effects describe how the external stimuli affect the connectivity coefficients.

While the USEM is generally useful in block designs, the EUSEM adds the ability to model how external stimuli can modulate various connection parameters in event related designs. Both of these models demonstrated via simulation work the potential bias of strictly lagged (VAR) and strictly contemporaneous (SEM) effective connectivity models. The EUSEM could be potentially useful in decision making research because of the flexibility of this model to handle external stimuli; decision making designs often employ stimuli with varying incentives that could be appropriately handled by the EUSEM.
Fig. 2.1. An example diagram of a EUSEM model with 2 ROIs. In this diagram, $\eta_1$ and $\eta_2$ represent two 2 ROIs and $u$ represents a univariate external input or stimulus. The parameters corresponding to the arrows in the diagram are described in equation 2.2. The $B$ parameters refer to autoregressive relationships while the $B^*$ parameter represents a cross-lagged parameter. The ellipses indicate that this structure would continue on to the subsequent time point, $t+1$. 
The evidence for underdeveloped control-reward connectivity as a cause for adolescent risk taking appears promising, but these studies have relied on conventional group modeling procedures. Covariance structure models such as the functional and effective connectivity models applied in the previously mentioned studies have problems with the ecological fallacy (inferring the individual from the aggregate) and fail to capture underlying heterogeneity in connectivity structure (Molenaar, 2004). Many of the connectivity models in fMRI data analysis, such as the VAR model, can be characterized as state space models and can be applied either to a group with homogeneity assumptions or separately to individual fMRI time series. In recent methodological developments, statistical tools have been constructed in order to build individual models while simultaneously examining shared or group based connections (Gates and Molenaar, 2012). This research found in simulation studies that conventional group-based connectivity modeling is incapable of detecting heterogeneity of connectivity patterns within the analyzed group and that individual based modeling methods are essential to detecting heterogeneity in connectivity.

**Exploratory modeling techniques**

Exploratory connectivity modeling in the framework of the EUSEM could be helpful to individual difference inferences in decision making research. Gates et al. (2010) proposed data-driven exploratory connectivity methods based on Lagrange multiplier (or modification index) tests (Sorbom, 1989). These methods are able to fit models that are qualitatively different across individuals rather than varying on some numeric quantity or magnitude. The Hwang et al. (2010) effective connectivity study on risk taking focused on confirmatory VAR models that test particular paths of interest, e.g., fronto-striatal paths. Even if such a confirmatory model was
allowed to be individually fit, it would only produce differences in magnitude of paths contained within the confirmatory model. Full exploratory models could allow for models where the pattern of paths, not just path magnitude or strength, could vary across individuals. It is possible that qualitatively different connectivity models could correspond to qualitatively different decision making strategies that relate to risk taking.

The Current Paper

The current paper applies exploratory connectivity modeling using the EUSEM to fMRI measures from an incentivized antisaccade task. Person-specific models were fit to data from different age groups and then compared across age to examine potential age-related differences in development of these decision making ROI networks. There were two main hypotheses of the current study. First, connections associated with cognitive control areas will be greater in adults in contrast to adolescents and children. Second, connections associated with reward and loss regions will be greater in adolescents compared to children and adults.
2.3: Method

Participants, divided into age groups, were given an incentivized antisaccade task. The sample consisted of 42 participants with 13 children (9 female, ages 10-12, mean age = 10.9), 14 adolescents (3 female, ages 13-17, mean age = 14.9), and 15 young adults (6 female, all age 18). In the task design, each trial began with the presentation of possible incentive cues displaying possible rewards or losses. A response preparation period would occur next, followed by a visual stimulus that the participants were instructed to avoid and instead look at a mirror location. Imaging data were acquired and processed into time series ROI data for subsequent exploratory connectivity modeling. A brief schematic of the incentivized antisaccade task is given in Figure 2.2. Further details of the incentivized antisaccade task and imaging data acquisition and processing are given in Padmanabhan et al. (2011).

Exploratory connectivity modeling will be conducted using EUSEM model using modification index automatic search procedures (Gates et al., 2010). The exploratory in the current study used empirically evaluated $\chi^2$ differences between candidate models as opposed to estimated $\chi^2$ differences in the method given by Sorbom (1989); this method involves brute-force fitting of all candidate parameters within separate models and calculating actual likelihood differences. Input contrasts were constructed by convolving task epochs with a canonical gamma function to model hemodynamic response functions (Sarty, 2007). Epochs of interest were onset times related to incentive (reward/loss cue) presentation with separate input series for each event type.

There were 7 ROIs that were used for exploratory modeling. The amygdala (AMY) and nucleus accumbens (NACC) were the primary loss and reward ROIs. Activation of the AMY is associated with avoidance of negative emotional valence, while activation of the NACC is
related to approaching positive emotional valence. The anterior cingulate cortex (ACC) was a region chosen for its function in cognitive control in attention tasks. The frontal eye fields (FEF; both the left and right were used) are ROIs important for visual awareness and saccadic eye movements. The posterior parietal cortex (PPC; both the left and right regions were used) is important for attention and control of eye movement.
Figure 2.2: Incentivized antisaccade task

Fig. 2.2. From Padmanabhan et al. (2011). A row of three dollar signs indicated that participant could win money contingent on their performance in the upcoming trial (reward trial). A row of three horizontal dashed lines indicated that no money could be won in the upcoming trial (neutral trial). Incentive cues were presented for 1.5 s. Following that, a red fixation cross appeared for 3 s. A peripheral light appeared for 1.5 s during which, participants were instructed to generate a saccade to its mirror location.
2.4: Results

After fitting individual exploratory connectivity networks to each individual of the sample, there appeared to be several connectivity paths that were chosen by the exploratory procedure at a relatively high proportion while many paths were not chosen for an individual. As expected there were common paths from the reward ROI, NACC, and the loss ROI, to ROIs associated with attention and saccades (i.e., FEF and PPC ROIs). In addition, the connections involving the NACC had common modulating paths associated with reward task cues. Similarly, connections involving the AMY had common modulating paths associated with loss task cues. A particularly troubling result is that the main ROI associated with cognitive control, the ACC, had very few connections with other ROIs in the present sample.

From examining commonly chosen paths, two networks were constructed in order to concisely present the network findings. Connections that were present in at least 10% of the sample are shown in these networks. The loss network, seen in Figure 2.3, shows a network of consisting of the AMY and the four task-related ROIs: FEF.L, FEF.R, PPC.L, and PPC.R (where L = left and R = right). The reward network, seen in Figure 2.4, shows a similar network with the NACC and the same four task-related ROIs. Table 2.1 gives more detailed results for the loss network, including the proportion of each age group having the chosen parameter, and the mean parameter value across those individuals for whom the parameter was chosen. Table 2.2 gives the same information for the reward network, while Table 2.3 gives the results for the commonly chosen connectivity parameters that were not associated with the AMY or NACC. All of these networks focus on the contemporaneous connections between ROIs, as these were the primary common parameters chosen by the exploratory algorithm. Unfortunately, there were a few scattered paths involving the ACC that did not meet the >10% threshold; there were
actually none of these paths that exceeded a stricter >5% threshold, which would be equal to the false positive rate set for the exploratory algorithm. Therefore, the ACC was not included in any of these networks.

There are several notable trends observed in the loss network results. First, the base connectivity parameters were of larger magnitude (range= .14 - .68) compared to the modulating parameters (range= .00 - .03). This could indicate that either (i) the loss cues were not impactful to the decision making networks or (ii) the salience of the loss cues lasted longer than response function modeled by the canonical gamma function. Second, there were only two paths where the adolescents had a greater magnitude relative to the other age groups (i.e., the base paths for b and c). Although these paths were higher for adolescents, the differences in age group on these paths were not statistically significant in follow-up ANOVA analysis. In fact, there were no statistically significant differences in parameter means (via ANOVA) or proportions (via contingency table $\chi^2$ tests); this failure to find statistically significant group differences is likely due to the low power and small sample size of the study.

There were similar findings in the reward network. Again, the base connectivity parameters were of larger magnitude (range= .02 - .32) compared to the modulating parameters (range= .00 - .04). This may be due to similar reasons that were previously mentioned for the loss network. Because of the small sample size and lower power of the study, there were no statistically significant group differences in parameter means or proportions. Although no statistically significant, adolescents were higher on base connections of paths e and h within this reward network.

The non-modulated network connectivity had smaller proportions of connections and smaller parameter means relative to both the loss and reward networks. As seen in both Figure
2.3 and Figure 2.4, these paths involve anatomically similar ROIs (i.e., right to left FEF and left to right PPC). These connections are likely related to the attention and motor processing of the task rather than the decision making processes involving inhibiting a response.
Fig. 2.2. The effective connectivity network associated with loss cues. The arrow labels correspond to the results displayed in Table 2.1.
Fig. 2.2. The effective connectivity network associated with reward cues. The arrow labels correspond to the results displayed in Table 2.1.
Table 2.1

*Loss network connectivity results*

<table>
<thead>
<tr>
<th>Path</th>
<th>Type</th>
<th>Children</th>
<th>Adolescents</th>
<th>Adults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Proportion</td>
<td>Mean</td>
</tr>
<tr>
<td>a</td>
<td>Base</td>
<td>.33</td>
<td>.38</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>.03</td>
<td>.62</td>
<td>.02</td>
</tr>
<tr>
<td>b</td>
<td>Base</td>
<td>.31</td>
<td>.62</td>
<td>.68</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>.02</td>
<td>.46</td>
<td>.02</td>
</tr>
<tr>
<td>c</td>
<td>Base</td>
<td>.15</td>
<td>.62</td>
<td>.33</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>.03</td>
<td>.46</td>
<td>.03</td>
</tr>
<tr>
<td>d</td>
<td>Base</td>
<td>.31</td>
<td>.54</td>
<td>.21</td>
</tr>
<tr>
<td></td>
<td>Mod.</td>
<td>.03</td>
<td>.46</td>
<td>.03</td>
</tr>
</tbody>
</table>

Connectivity parameter estimates. The paths correspond to Figure 2.2. The base connection refers to the connection without input while the mod. connection refers to how the connection was modulated by the loss incentive input contrast. The proportion gives the proportion of the group which the connection was chosen within the exploratory method, and the mean gives the mean parameter value of those that proportion with the connection chosen.
Table 2.2

*Reward network connectivity results*

<table>
<thead>
<tr>
<th>Path</th>
<th>Type</th>
<th>Children</th>
<th></th>
<th>Adolescents</th>
<th></th>
<th>Adults</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Proportion</td>
<td>Mean</td>
<td>Proportion</td>
<td>Mean</td>
<td>Proportion</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>.05</td>
<td>.46</td>
<td>.29</td>
<td>.36</td>
<td>.16</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td>Mod.</td>
<td>.02</td>
<td>.62</td>
<td>.03</td>
<td>.50</td>
<td>.03</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>.02</td>
<td>.23</td>
<td>.05</td>
<td>.07</td>
<td>.13</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>Mod.</td>
<td>.03</td>
<td>.62</td>
<td>.00</td>
<td>.21</td>
<td>.02</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>.32</td>
<td>.08</td>
<td>.08</td>
<td>.14</td>
<td>.20</td>
<td>.47</td>
<td></td>
</tr>
<tr>
<td>Mod.</td>
<td>.01</td>
<td>.54</td>
<td>.02</td>
<td>.50</td>
<td>.02</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>h</td>
<td>.13</td>
<td>.15</td>
<td>.39</td>
<td>.29</td>
<td>.13</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>Mod.</td>
<td>.02</td>
<td>.62</td>
<td>.02</td>
<td>.43</td>
<td>.04</td>
<td>.47</td>
<td></td>
</tr>
</tbody>
</table>

Connectivity parameter estimates. The paths correspond to Figure 2.3. The base connection refers to the connection without input while the mod. connection refers to how the connection was modulated by the reward incentive input contrast. The proportion gives the proportion of the group which the connection was chosen within the exploratory method, and the mean gives the mean parameter value of those that proportion with the connection chosen.
### Table 2.3

*Non-modulated network connectivity results*

<table>
<thead>
<tr>
<th>Path</th>
<th>Children</th>
<th></th>
<th></th>
<th>Adolescents</th>
<th></th>
<th></th>
<th>Adults</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Proportion</td>
<td>Mean</td>
<td>Proportion</td>
<td>Mean</td>
<td>Proportion</td>
<td>Mean</td>
<td>Proportion</td>
<td></td>
</tr>
<tr>
<td>i</td>
<td>.15</td>
<td>.38</td>
<td>.07</td>
<td>.14</td>
<td>.04</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>j</td>
<td>.09</td>
<td>.23</td>
<td>.12</td>
<td>.36</td>
<td>.10</td>
<td>.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>.17</td>
<td>.38</td>
<td>.04</td>
<td>.14</td>
<td>.02</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Connectivity parameter estimates. The paths correspond to Figure 2.2/2.3. The proportion gives the proportion of the group which the connection was chosen within the exploratory method, and the mean gives the mean parameter value of those that proportion with the connection chosen. No modulating paths were chosen by the exploratory algorithm for these parameters, so only base values are given.
2.5: Discussion

Both of the study hypotheses were unsupported by the results; however, there were several promising findings. For the first hypothesis, there was no evidence of connections associated with cognitive control areas being greater in adults in contrast to adolescents and children. Since there were too few connections chosen by the exploratory algorithm involving the main cognitive control ROI, the ACC, it was not possible to examine age group differences in connections associated with this ROI. For the second hypothesis, there were trending but not statistically significant findings that connections associated with reward and loss regions will be greater in adolescents compared to children and adults. This was likely due to low power and small sample size.

A promising finding of the current study is the emergence of the common loss and reward networks. The exploratory algorithm found common paths that involved the main reward and loss ROIs (i.e., AMY and NACC) influencing ROIs associated with the tasks (i.e., FEF and PPC) and also found modulating paths associated with either loss or reward cues linked to the corresponding connectivity paths. While Hwang et al. (2012) analyzed similar network structures from a confirmatory modeling perspective, the current study demonstrates how these networks can emerge from the exploratory algorithm being driven by the data rather than a-priori confirmatory structures.

There were several limitations of the current study that will need to be addressed in future research expanding on this topic. Most notably, the sample sizes were insufficient to have adequately powered between-group analysis. Although the within-person time series lengths were sufficient to do the individual time series modeling, post-analysis of group differences in these individual model parameters will require more participants. Other possible post-analysis
group modeling will also require larger sample sizes, such as cluster analysis of the individual connectivity network structures to examine qualitatively different groups of connectivity networks.

Another limitation of this study is how the reward and loss cues in the incentivized antisaccade task were modeled. As seen in both the loss and reward network results, the modulating paths associated with these cues were small in magnitude relative to the base connectivity parameters. This is likely due to salience of these loss and reward cues lasting longer than the gamma hemodynamic response linked to the presentation of the incentive stimulus. While other possible hemodynamic response functions could be attempted, a potentially promising future direction would be to implement a block-design rather than the event-related design conducted within the current study. A block design where separate blocks would be designated for either reward, loss, or neutral trials would still allow for examining contrasts between incentive types while avoiding within-trial timing problems associated with particular hemodynamic response functions.

Expanding the range of ROIs in future research could allow for several important possibilities. First, since there were few ACC connections found in the current study, it may be helpful to include other potential ROIs that are associated with cognitive control, such as regions within the prefrontal cortex. It may also be important to include other ROIs that are not related to decision-making or antisaccade tasks, but that are anatomically proximal to these regions. Exploratory modeling of these anatomically proximal regions may also be particularly relevant for theories from Fair et al. (2009) on the transition from local to distributed network organization. According to this theory, one would expect exploratory models for younger age groups to produce connections between proximal ROIs while adults would lack these proximal
connections in exchange for functionally related distal ROIs. In this situation, a data-driven exploratory approach would be ideal since this would allow younger age groups to have connections between functionally unrelated ROIs that would typically not be contained in a confirmatory model.

Although both of the hypotheses of the study were not supported, there are several straightforward steps to alleviate limitations of the current study that led to these inconclusive results. Regardless of the study hypotheses, it was still promising to find loss and reward connectivity networks emerge from an exploratory data driven approach that supports the existing theory and literature on these networks.
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Appendix

Kalman Filter Recursion

The recursion for the DKF consists of the prediction equations:

\[ \eta_{t|t-1} = B\eta_{t-1|t-1} \]
\[ P_{t|t-1} = BP_{t-1|t-1}B^T + \Psi \]  \hspace{1cm} (A1)

where \( \eta_{t|t-1} \) is the predicted state estimated at time current time \( t \) while \( \eta_{t-1|t-1} \) is the updated state estimated at the previous time point \( t - 1 \), and likewise \( P_{t|t-1} \) is the predicted state covariance matrix estimated at time current time \( t \) while \( P_{t-1|t-1} \) is the updated state covariance matrix estimated at the previous time point \( t - 1 \). The updating equations for the DKF recursion are:

\[ \epsilon_t = y_t - A\eta_{t|t-1} \]
\[ S_t = AP_{t|t-1}A^T + \Theta \]
\[ K_t = P_{t|t-1}A^TS_t^{-1} \]
\[ \eta_{t|t} = \eta_{t|t-1} + K_t\epsilon_t \]  \hspace{1cm} (A2)
\[ P_{t|t} = (I - K_tA)P_{t|t-1}(I - K_tA)^T + K_t\Theta K_t^T \]

where \( \epsilon_t \) is the residual at time \( t \), \( y_t \) is the observed data at time \( t \), and \( S_t \) is the residual covariance matrix at time \( t \), and \( K_t \) is the Kalman gain matrix at time \( t \).
Kalman Filter Maximum likelihood estimation

The recursion equations given in (A1-A4) only give state estimates with given model parameters \((B, \Psi, A, \theta)\). The recursion can be embedded in a likelihood function in order to yield maximum likelihood estimates by some numerical optimization scheme. The log-likelihood function for the KF takes the form:

\[
LL(\theta) = \frac{1}{2} \sum_{t=1}^{N} \left[ pln(2\pi) - ln|S_t| - \varepsilon_t^T S_t^{-1} \varepsilon_t \right]
\]

where \(p\) is the number of observed variables and \(N\) is the number of time points. Wald tests for the parameters can be obtained by the Hessian matrix evaluated at the ML parameter values. Standard errors for the Wald tests can be obtained from the following transformation of the Hessian:

\[
SE(\theta) = \{diag[H(\theta)^{-1}]\}^{1/2}
\]

where \(H(\theta)\) is the Hessian matrix evaluated at the ML parameter values. The Hessian matrix can be obtained numerically alongside most optimization routines; however, this numerical approximation may be unreliable and provide inadequate standard errors.
**Block-Toeplitz SEM**

The block-Toeplitz SEM method for fitting state space models involves modelling a covariance matrix that incorporates lags. An example lag-1 block-Toeplitz matrix can take the form:

**Block-toeplitz covariance matrix (Σ)**

<table>
<thead>
<tr>
<th></th>
<th>$x_{t-1}$</th>
<th>$x_t$</th>
<th>$u_{t-1}$</th>
<th>$u_t$</th>
<th>$x_{t-1}u_{t-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_{t-1}u_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where $x_t$ is a set of ROIs at time $t$, $x_{t-1}$ is the set of ROIs with a lag, $u$ is the input series with the corresponding time index, and the multiplicative terms $x_{t-1}u_{t-1}$ will be used for modeling modulation effects.

The structural relations matrix, commonly referred to as the Beta matrix in LISREL, will take the following form:
Structural relations matrix (\(\beta\))

<table>
<thead>
<tr>
<th></th>
<th>(X_{t-1})</th>
<th>(X_t)</th>
<th>(U_{t-1})</th>
<th>(U_t)</th>
<th>(X_{t-1}U_{t-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_{t-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_t)</td>
<td>(B)</td>
<td>(A)</td>
<td>(g_1)</td>
<td>(g_0)</td>
<td>(G)</td>
</tr>
<tr>
<td>(U_{t-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(U_t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_{t-1}U_{t-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here the \(B\) matrix gives the autoregressive and cross-lag parameters, \(A\) contains the contemporaneous connections (diagonals fixed to zero), \(g_1\) gives the lagged input effects, \(g_0\) gives the contemporaneous input effects, and \(G\) gives the modulating effects. The unshaded portions of this matrix are fixed to zero.

The last relevant matrix is the residual covariance matrix, commonly referred to as \(\Psi\) in LIREL. This matrix will take the following form:
Residual covariance matrix ($\Psi$)

<table>
<thead>
<tr>
<th></th>
<th>$x_{t-1}$</th>
<th>$x_t$</th>
<th>$u_{t-1}$</th>
<th>$u_t$</th>
<th>$x_{t-1}u_{t-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_{t-1}u_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here the shaded regions of the matrix are estimated and the unshaded regions are fixed to zero.

The exception to this is the diagonal components of the (2, 2) submatrix consisting of the residual covariances of the ($x_t$, $x_t$) components: these diagonal elements are freely estimated.

The block-Toeplitz covariance matrix can be modeled by the form:

$$\Sigma = (I-\beta)^{-1}\Psi (I-\beta)^{\top}$$  \hspace{1cm} (A6)
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