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ABSTRACT

Theobroma cacao, the source of cocoa and a cash crop of global economic importance,
suffers significant annual losses due to several pathogens. While study of the molecular
mechanisms of defense in cacao has been limited, the recent sequencing of two cacao genomes
has greatly expedited the ability to study genes and gene families with roles in defense. Here,
the pathogenesis-related (PR) gene families were bioinformatically identified, and family size
and gene organization were compared to other plant species, revealing significant conservation
throughout higher monocots and dicots. Expression of the PR families was also analyzed using a
whole genome microarray to measure transcriptomic regulation in leaves after treatment of
cacao seedlings with two pathogens, identifying the induced PR genes within each family. We
found significant overlap between the PR genes induced by the pathogens, and subsequent gRT-
PCR revealed up to 5000-fold induction of specific PR family members.

Next, the regulation of the defense response in cacao by salicylic acid, a major defense
hormone, was analyzed. The study focused on two genotypes, the broadly resistant Scavina 6
and the widely susceptible ICS1. First, treatment of leaves of two cacao genotypes with salicylic
acid was shown to enhance resistance of both. Moreover, overexpression of TcNPR1, a master
regulator of systemic acquired resistance, is also shown to enhance the defense response,
supporting the importance of salicylic acid and its downstream targets in cacao immunity.
Microarray analysis of the transcriptomic response to salicylic acid revealed genotype-specific
responses to hormone treatment. ICS1 appeared to show a more canonical response to salicylic
acid, with more PR genes induced, while Scavina 6 exhibited increased expression of
chloroplastic and mitochondrial genes. It was hypothesized that this induction was linked to
increased ROS production, and subsequent ROS staining experiments confirmed higher
concentration of superoxide in salicylic acid-treated Scavina 6 leaf tissue.

Third, a pilot study was performed to quantify genetic variability within defense genes.
Using DNA samples representing three populations of cacao — Peruvian, Ecuadorian, and French
Guianan — we amplified three genes involved in defense, two predicted to be more variable
(cysteine-rich repeat secretory peptide 38 and a polygalacturonase inhibitor) and one predicted
to harbor less polymorphism (pathogenesis-related 1). Population genetic analysis of variability
suggested that the gene predicted to be more variable may be under diversifying selection,
suggesting that they may directly interact with rapidly evolving pathogen proteins. The
experiment validated previously described observations about the populations, in particular that
the French Guianan population was less variable than the others. The study also supported the
predictions regarding gene variability, indicating that our strategy for identifying genes with
more variation appears to be applicable but will require further validation.

The Guiltinan-Maximova lab developed a protocol for transient transformation of cacao
leaf tissue, which has been applied to characterizing gene function in several published analyses.
Here the highly efficient protocol is presented in full, along with data collected in a series of



optimization experiments. We also use the protocol to demonstrate the effect of
overexpression of a cacao chitinase after subsequent infection with Phytophthora mycelia.

A preliminary study describing a strategy for selection of high-priority candidate genes
for functional characterization is described. Six genes were cloned and overexpressed using the
transient transformation protocol; and while the study showed the ability of our protocol to
significantly increase transcript abundance of the gene of interest, it did not validate the role of
any of the genes in defense by showing decreased susceptibility.

This dissertation contributes to the study of genomics and molecular mechanisms of
defense in four key ways: 1) 15 classes of defense genes are identified and their expression
dynamics are characterized, 2) genotype-specific differences in defense response are identified,
providing insight into different strategies for survival, 3) variability within defense genes is
discovered, differentiating populations of cacao and providing evidence for diversifying
selection, and 4) a rapid and efficient strategy for gene functional analysis, which will enhance
future genetic analyses in cacao, is presented.
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FOREWARD AND ACKNOWLEDGEMENTS
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philosophy. I love fiction, and even more, | love to think about why authors write what they do:
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developed a special fondness for a particular poem, “Ozymandias,” and over the years I've
considered it in a variety of contexts. Here’s the text:

| met a traveller from an antique land
Who said: "Two vast and trunkless legs of stone
Stand in the desert. Near them, on the sand,
Half sunk, a shattered visage lies, whose frown,
And wrinkled lip, and sneer of cold command,
Tell that its sculptor well those passions read
Which yet survive, stamped on these lifeless things,
The hand that mocked them and the heart that fed:
And on the pedestal these words appear:
'My name is Ozymandias, king of kings:
Look on my works, ye Mighty, and despair!'
Nothing beside remains. Round the decay
Of that colossal wreck, boundless and bare
The lone and level sands stretch far away."
- Percy Bysshe Shelley, 1817

As | near the completion of my dissertation, I've been considering the poem in the
context of one’s place in the world of science. The poem’s central themes are the titular ruler’s
monomaniacal pride and the naiveté of his thinking that his achievements will transcend time.
I’'m proud of my work, but | think that’s the extent of my similarity to Ozymandias. I’'m proud of
all I've learned, I’'m proud to have published my findings, and | hope that my work has an
impact. But in contrast, | think it is fun to remember that a scientist’s body of work is a product
of their time; he or she is limited by technology and resources and other ideas in that zeitgeist.
So, 400 years ago a compound microscope was amazing, 40 years ago molecular cloning was the
peak of ingenuity, now genome and transcriptome sequencing provide immense and
unanticipated quantities of data, and who knows what will become possible over the next
decades. But what is possible today doesn’t invalidate the effort and innovation of the past. It's
just a profound and wonderful thing to be a part of a legacy of people who are curious and who
care enough to try to answer life’s questions. So, | take a more forgiving view of Ozymandias
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than did Shelley’s traveller. To build, and to contribute, and to be a part of the community, is a
beautiful thing.

So with that, I'd like to thank the community that who taught me to build and
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To my advisors, Mark and Siela: Thank you for taking me into the lab. I’'m embarrassed
to think back to when we met because | had no training in plant biology or molecular biology.
It's hard to believe | would have made a good impression. Nonetheless, you welcomed me into
the group and fostered creativity and ‘working smart.” | also have you to thank for the gift of
clarity of thought. The hours in lab meeting rehashing the ‘big questions,” reconsidering how to
efficiently plan experiments, and laying out the perfect slides were time well spent.

To my committee: I'm grateful to my doctoral committee members, Jim Marden, Charlie
Anderson, and Majid Foolad, and Mark and Siela again, as well as my comprehensive and
candidacy exam committee members, Ross Hardison, Tim McNellis, Seogchan Kang, for your
time, consideration, and insight over the years. | appreciate the feedback | received within the
exams and on early drafts of manuscripts and proposals. | admire you all as scientists, and my
work is stronger thanks to your feedback. Just as importantly, I've enjoyed getting to know you
on a personal level. It was truly critical to my growth in academia to see that non-scientific
interests and hobbies, from sailing, to photography, to triathlons, balance scientific rigor and
provide a way to ‘recharge the batteries.” Thank you.

To the greatest lab manager, Lena: Thanks for keeping the ship afloat. I’'m sorry for
complaining about being nagged. Graduate students are, at times, lazy and petulant, but we
understand that your role is integral to our being successful. | don’t remember ever needing to
wait for reagents, and we could always rely on you to put our own needs before the stack of
items on your to-do list. Your tireless help is most genuinely appreciated.

To my lab friends: First, thanks to Stone and Yufan for showing me the ropes. |
remember watching you both carrying out all sorts of experiments when | joined the lab, and
thinking to myself “How am | ever going to learn all of this?” | did, thanks to you. Thanks also to
the others who've popped in along the way, Emily, Xiangling, Mariela, Monica, and Adriana, for
taking the time to share your passion and ideas with me. New guys, Kevin and Ben, I've been
enjoying getting to know you both, and I’'m thrilled that I'll be sticking around to continue to
work with you. Thanks also to a slew of undergrads I’'ve had the pleasure of working with: Adam,
Julia, Dan, Dominic, David, Cody, Brian, Grace, and Joe. Whether you were pruning trees, mixing
fertilizer, making media, or measuring leaf lesions, you were a huge help.

To our collaborators: | can’t believe how fortunate I've been to interact with so many
great scientists with such diverse interests. Claude dePamphilis, Brett Tyler, Brian Staskawicz,
Shawn O’Neil, Yinong Yang, Desire Pokou, Abu Dadzie, Dapeng Zhang, Luis Mejia, and Allen
Herre, your time, patience, and input is tremendously appreciated. It has been a sincere
pleasure to work with you, and | hope our paths continue to cross. Thanks also to Andy Clark.
However little | knew starting graduate school, | knew far, far less as an undergraduate, and |
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Spending two years as a part of your group was a revelatory and inspiring experience.
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enough for us all to meet! We've been a great support system to each other. I’'m thankful for
your friendship and your willingness to sit through practice talks. To my other pals in the
trenches, Thomas, Will, Nate, Matt, thanks for the support, best of luck to you all.

To my childhood friends, Mark, Nic, Austin, Ryan, Matt: Thanks for being there. It's
comforting that | can count on some links to imgur nonsense a few times a week for a quick
laugh. No, the transformed cacao trees aren’t my army of super-soldiers. It’s scary how poorly
you understand genetics. Thanks for keeping me level.

To my brother, Matt: If | didn’t have your model to follow, | certainly wouldn’t have
pushed myself as hard as | have. | remember you trying to teach me to code on weekends when
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Now:
Look on my works, ye Mighty, and despair!
(Just kidding, thanks for reading, hope you like it.)



Chapter 1 :
Literature Review

1.1. Theobroma cacao: Cultivation and biology

Production and horticulture

Theobroma cacao is the source of cocoa, the major raw ingredient used to make
chocolate, and thus is a crop of great economic importance around the globe. Cacao’s
commercial value — and popularity — derive from the seeds, which are sources of cocoa butter
and cocoa powder. In this dissertation, ‘cacao’ refers to the plant and cocoa refers to the dried
and fermented seeds and all products derived from them. More than five million metric tons of
cocoa are produced every year, creating a chocolate trade valued at around $80 billion (Ploetz,
2016). United States imports alone total more than $1.3 billion annually. This trade fuels a
chocolate industry that leads to the consumption of more than 7 million tons of chocolate
annually. Economic growth in Asia is leading to increased demand, particularly in China,

requiring new innovations to improve yield and losses to pathogens.

The T. cacao tree itself is native to the Amazon Basin; it is known to have been
propagated by indigenous peoples throughout Mexico and Central America before the
settlement of the New World by Europeans (Bergmann, 1969; Holliday, 1971), and it is now
grown in tropical regions around the world. Until the mid-1900’s, the majority of the cacao
production came from Central and South America; however, by the 1960’s, production in West
and Central Africa expanded to produce more than 70% of global production (Duguma et al.;

Wood and Lass, 2008).

By far the majority of cocoa is produced on small farms (Rice and Greenberg, 2000). In
Africa, smallholder farmers usually manage farms of less than five hectares. In contrast, Brazil

has many large (>1000 hectare) plantations, but smaller farms are more common making the
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Brazilian average about 28 hectares. Larger farms are common in Malaysia, where plantations of
more than 40 hectares account for nearly 90% of production (Rice and Greenberg, 2000). This
has been possible in Malaysia and a few other countries because of investment in plantations by
governments, as increasing the size of farms often comes with production costs that are
untenable for many farmers (Laird et al., 1996). On the contrary, small scale farming has been
shown to have lower production cost per unit output and higher yield per unit area, as farmers
are able to manage more intimately their land and thereby maximize pod production (Laird et

al., 1996; Rice and Greenberg, 2000).

Physiology and taxonomy

Cacao is a semi-deciduous tree, which grows to be 5-10 meters tall. New vegetative
growth appears in bursts called flushes, with leaves reaching mature lengths up to 40 cm.
Flowers develop from floral cushions along the truck and branches, and are naturally pollinated
by midges (Glendinning, 1972). These pollinators play a vital role in cacao reproduction as many
varieties exhibit self-incompatibility (Knight and Rogers, 1955). Young pods develop weeks after
pollination, and their development continues for 5-8 months until they reach maturity, at which
point they are generally oblong, vary in size and color, and on average weigh 400 g.
(Glendinning, 1972). Pods contain 20-50 seeds, which also range in color from off-white to dark
purple or brown, and which have a dried mass of about 40 g. Within the seeds, cotyledons can

be white or purple, depending on the genotype.

Theobroma cacao is one of 22 species in the Theobroma genus of the Malvaceae family,
all of which are native to the American tropics (Cuatrecasas, 1964). A hybridization barrier has
prevented interspecific crosses from being used to introduce new genetic material into cacao
breeding programs (Zhang et al., 2011), but biotechnological advances may offer a means of
overcoming the barrier (Silva et al., 2004). The majority of research on the genus, other than on
cacao, has focused on Theobroma grandiflorum (Alves et al., 2007; Zhang et al., 2011), also
known as cupuagu, which is also cultivated in Amazonian jungles and is used to make liquid

beverages from the sweet pulp found in its fruit.



Genetics and genomics

Until recently, cacao germplasm was described as belonging to one of several groups.
These included the Criollo group and the Forastero group (Cheeseman, 1944), believed to have
evolved in Central and South America (Cuatrecasas, 1964), respectively, and the Trinitario group,
which were hybrids of the former two (Cheeseman, 1944). Subgroups within the Forastero
varieties were studied, the most important of which was the Amelonado group, from which the
majority of germplasm was taken to establish the crop in Africa and Asia (Wood, 1991). The
Ecuadorian Nacional type was also considered a distinct variety (Lerceteau et al., 1997;
Motamayor et al., 2003). A more recent analysis of >1200 genotypes using >100 microsatellite
markers identified 10 genetic groups: Amelonado, Contamana, Criollo, Curaray, Guiana, lquitos,
Marafion, Nacional, Nanay, and Purus (Motamayor et al., 2008). The center of origin for all
cacao is now believed to be the Amazon Basin, and the various genetic groups are believed to

have diverged because of now eroded ridges in the Amazon region (Motamayor et al., 2008).

The genome of two cacao genotypes, a Criollo genotype (Argout et al., 2011) and an
Amelonado type, the widely-produced Matina 1-6 (Motamayor et al., 2013), were determined
by whole genome sequencing approaches, enabling a nearly full description of its content and
structure. The tree is diploid and has ten chromosomes made up of ~445 million bases. Both
genome size and predicted gene number are low to middling among dicots. Annotation of the
two genome sequences predicts ~29,000 genes, accounting for ~100 Mb of sequence. The
percentage of the Criollo genome (~35%) made up of transposable elements was significantly
lower than that of the Matina genome (42%), with Criollo being toward the low end of the
spectrum for sequenced plant genomes and Matina having a more typical value. Comparison of
the genomes revealed large syntenic regions, as expected comparing two individuals of the
same species; but differences were detected, such as 12 orthologous regions resembling
chromosomal translocations (Motamayor et al., 2013). Compared to other dicots, cacao has
average family sizes for a variety of defense genes, including receptor-like kinases, nucleotide-
binding leucine-rich repeats (Argout et al., 2011) and the PR families (discussed below and in

Chapter 3).



1.2. Pathogens of cacao

Populations of cacao around the world are host to a variety of pathogens, which
severely limit the productivity of plantations and smallholder farms. Losses reach 30-40% of
total yield, annually (Wood and Lass, 2008). The major diseases of cacao were recently reviewed

(Bailey and Meinhardt, 2016), and are described in brief below.

Phytophthora spp. — Black pod rot

Phytophthora is a genus of oomycete stramenopiles, best known for the family member
Phytophthora infestans, the causal agent of the Irish potato famine (Kroon et al., 2011). Several
species within the genus are pathogens of cacao, and annual losses to black pod rot lead to a
more than 30% reduction of pod yield and death of 10% of trees, globally (Guest, 2007; Hebbar,
2007). Symptoms of infection are formation of dark external lesions on pods as internal tissues,
including seeds, shrivel. The disease can also affect stems and leaves of young plants, causing
seedling blight, which can be devastating to cacao nurseries (Hebbar, 2007; Acebo-Guerrero et
al., 2012). Resistance to Phytophthora is uncommon in commercial cacao varieties, but QTL for
resistance have been identified using several genotypes (Risterucci et al., 2003; Guest, 2007;

Lanaud et al., 2009).

The majority of black pod rot is caused by four Phytophthora species. P. palmivora has a
global distribution and individually accounts for more than 20% yield loss (Erwin and Ribeiro,
1996; Guest, 2007). P. megakarya, which is only found in West and Central Africa, is the most
destructive pathogen affecting the small farms in these regions, occasionally destroying all pods
on a farm (Opoku et al., 2000; Guest, 2007). Two other common species P. capsici and P.
citrophthora are also geographically limited, but these to South America (Erwin and Ribeiro,
1996). P. capsici is a common pathogen of peppers and solanaceous plants, and proliferates in
warm wet seasons (Hausbeck and Lamour, 2004), while P. citrophthora, which commonly affects

citrus trees, grows in cooler conditions (Erwin and Ribeiro, 1996).



Moniliophthora roreri — Frosty pod rot

Frosty pod rot, caused by the basidiomycete fungus Moniliophthora roreri, accounts for
~5% of annual cocoa loss (Evans et al., 2003; Phillips-Mora and Wilkinson, 2007). Frosty pod and
witches broom are caused by related fungi with poorly understood life cycles, which led to
several taxonomic revisions (Aime and Phillips-Mora, 2005). Frosty pod is a recognizable disease,
with lesions growing characteristic white mycelia several days after infection, and as this occurs,
internal tissues degrade into a watery mass (Phillips-Mora and Wilkinson, 2007). The disease is
believed to have originally been pathogenic to only Theobroma gileri, and to have expanded
from its center of origin in Ecuador or Colombia in the 1950’s (Holliday, 1971). There are now
confirmed cases as far north as Mexico (Phillips-Mora et al., 2006) and the disease has caused
severe losses in Peru (Evans et al., 1998). Its windborne dispersal makes its continued spread a
source of concern, particularly if human activity carried spores to cocoa-producing countries in

Africa.

Moniliophthora perniciosa — Witches’ broom

Witches’ broom, caused by another basidiomycete, Moniliophthora perniciosa, is also
native to the Amazon basin and is believed to be the only specialized cacao pathogen to co-
evolve with its host (Grande et al., 1952). It is believed that this co-evolution produced cacao
varieties with genetic resistance to witches’ broom. Expeditions were carried out to collect and
establish lines of resistant germplasm, the most famous example being the Pound collection
(Pound, 1943), and these plants are widely used as parents in breeding programs (Purdy and
Schmidt, 1996). While the plant pathogen interaction is difficult to study in the lab, previous
work in the Guiltinan-Maximova Lab used Solanum lycopersicum as a model species to study the
mechanisms of infection, and this analysis established similar symptoms of infection in the two

plant species (Marelli, 2008).

M. perniciosa spores are spread by wind can penetrate and infect a variety of cacao

tissues, but most often affect new growth, particularly shoots (Purdy and Schmidt, 1996). Both
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witches’ broom and frosty pod rot exhibit hemibiotrophic pathogenesis strategies, with witches’
broom generally having a longer parasitic stage (Evans, 2016). Infection triggers loss of apical
dominance, after which the plant produces dense vegetative clusters, the characteristic
‘brooms’ (Griffith et al., 2003). Several weeks after infection, infected shoots necrose and act as
a source of new inoculum, causing rapid dispersal and a dramatic, up to 90% loss of productivity
in infected plantations (Griffith et al., 2003). Severe infections can lead to death of the tree. A
major outbreak of witches’ broom in the Bahia region of Brazil occurred in 1989, ultimately
causing Brazil to transition from the world’s third largest cacao producing nation to a net
importer (Meinhardt et al., 2008). An extensive phytosanitation program was carried out to
eradicate or prevent the spread of the disease (Pereira et al., 1996), but the fungus remains

prevalent throughout South and Central America.

Oncobasidium theobromae — Vascular streak dieback (VSD)

Oncobasidium theobromae, is a relatively recently described basidiomycete disease of
cacao (Talbot and Keane, 1971), affecting farms in plantations in Papua New Guinea, Indonesia,
Malaysia, and Southeast Asia (Samuels et al., 2012). As cacao was only relatively recently
introduced to the region, it is assumed that the pathogen has other native hosts, but they have
not been identified (Keane and Prior, 1991). As with the other basidiomycetes, spores are
produced in humid conditions which are then dispersed by wind. It tends to infect new growth
on mature trees and seedlings plants near mature trees (Guest and Keane, 2007). Symptoms of
infection do not develop for 3-5 months, during which time the pathogen spreads outward from
the site of infection through the xylem. Symptoms after the switch from parasitic stage to
necrotrophic stage include chlorosis and leaf abscission, with necrotic blotches being noted in
more recent surveys of infected tissue (Guest and Keane, 2007). Recent work has mapped QTL

and identified molecular markers linked to resistance to VSD (Epaina, 2014).



Cacao swollen shoot virus (CSSV)

CSSV is a double stranded DNA virus from the Badnavirus genus (Brunt, 1970; Muller et
al., 2008), and it is known to be transmitted by mealybugs (Dufour, 1991). The disease was first
described in 1940 (Posnette, 1940) after it was identified in farms in Ghana, but it can now be
found in Togo, Sierra Leone, Ivory Coast, and Nigeria (Dzahini-Obiatey et al., 2010). Symptoms of
infection include chlorosis and defoliation, with wilting of entire trees occurring in severe cases
(Dzahini-Obiatey et al., 2010). Extensive measures have been taken to eliminate the spread of
CSSV in Ghana, a program that at the time was described as the most costly initiative for
prevention of a viral plant epidemic (Thresh and Owusu, 1986). Its spread poses an increased
threat to cocoa production in West Africa, but breeding efforts are underway to improve

resistance of African varieties (Gutiérrez et al., 2016).

Improving resistance to pathogens

The Pound collection, defined on an expedition from the late 1930’s into the 1940’s
identified wild germplasm with broad spectrum resistance to a variety of cacao’s diseases
(Pound, 1943). Perhaps the most well-known of these genotypes is Scavina 6. Breeding
programs incorporated this germplasm, usually crossing the resistant individuals with other
trees with desirable quality traits to produce superior varieties (Lopes et al., 2011). A recent
survey of genetic diversity found that the Upper Amazon, through Ecuador, Peru, Colombia, and
Brazil, was highly diverse, likely poorly sampled on previous expeditions, and therefore
underrepresented in germplasm collections around the world (Thomas et al., 2012; Zhang and

Motilal, 2016).

Cacao breeding efforts have led to the development of QTL maps for resistance to some
of the most severe pathogens, including Moniliophthora perniciosa (Queiroz et al., 2003; Brown
et al., 2005; Faleiro et al., 2006), Phytophthora spp. (Clement et al., 2003; Risterucci et al., 2003;
Brown et al., 2007), and Moniliophthora roreri (frosty pod rot) (Brown et al., 2007). A

subsequent meta-analysis overlaid these QTL to combine them where multiple experiments



associated a trait with similar genomic loci (Lanaud et al., 2009). Most recently, a QTL mapping
experiment for identifying witches’ broom resistance associated regions was performed using a
higher density SNP-based genetic map. The identified QTL were then searched for putative
defense genes, and expression data from transcriptomic experiments were referenced to
identify genes responsive to witches’ broom which may be conferring resistance (Royaert et al.,
2016). In many cases, resistant haplotypes were found to have been derived from Scavina 6.
Problematically, the resistant parent (like Scavina 6) in many of these studies was characterized
as resistant more than 70 years ago, and recent field evaluation has shown decreased
effectiveness of the same germplasm against various diseases. New germplasm collections are
taking place, and it is imperative that these individuals be incorporated into breeding programs,
both to identify new genetic mechanisms of pathogen tolerance and to increase genetic

diversity on farms around the world (Zhang and Motilal, 2016).

Other strategies for preventing losses to cacao pathogens include chemical treatments
(Gockowski et al., 2010), biologic application (Ten Hoopen and Krauss, 2016), and
phytosanitation (Medeiros et al., 2010). While each can be helpful in reducing losses, labor
input, cost, and availability of chemicals often makes them untenable options for smallholder
farmers. A recent study showed the treatment of leaves with glycerol induced the defense
response and improved Phytophthora tolerance (Zhang et al., 2015). While identifying and
developing low cost chemical treatments that could reduce losses is a useful and promising
strategy, incorporating more genetic sources of resistance into breeding programs would be the
most reliable and sustainable means of improving yield and stabilizing the livelihood of cacao

farmers globally (Gutiérrez et al., 2016).

1.3. Plant-pathogen interactions and the defense response

Pathogen recognition overview

A plant’s ability to recognize pathogens, and to distinguish them from the thousands of

other microbes in its environment, is essential to its survival. The current model is based on the



ongoing evolutionary arms-race in which pathogens evolve to avoid and suppress plant
immunity, and plants adapt, enabling recognition (Jones and Dangl, 2006; Pieterse and Van
Wees, 2015). In the current model, extracellular pattern-recognition receptors (PRRs) evolved in
plants and recognize microbial proteins and other extracellular structures called pathogen- or
microbe-associated molecular patterns (PAMPs and MAMPs). The molecular events triggered by
these interactions are called pattern-triggered immunity (PTI). The molecules on both the plant
and pathogen sides of this process are often highly conserved (Dodds and Rathjen, 2010).
Successful pathogens, often those that have co-evolved with their host, are by definition
capable of suppressing the defense response triggered by PTI using effector proteins which are
secreted into the plant cell (Jones and Dangl, 2006; Bigeard et al., 2015). Plants, however, have
evolved sets of intracellular proteins, Resistance (R) genes, which recognize pathogen effects
and lead to activation of a second wave of defense termed effector triggered immunity (ETI).
Pathogen effectors and plant R genes are highly diverse within and between species (Dodds and
Rathjen, 2010). This secondary burst of defenses is generally stronger than that triggered by PTI.
Mutations can introduce variation that prevents plants from detecting pathogen effects, so
diversifying selection can favor existence of multiple forms of R genes within populations,

increasing the likelihood of plants recognizing effector variants (Jones and Dangl, 2006).

PAMP triggered immunity — Basal, broad spectrum defense

Broadly, PTl is considered to be a general defense response against non-adapted plant
pathogens (Dodds and Rathjen, 2010). While the downstream molecular events triggered by PTI
are less dramatic than those triggered by ETI, suppression of PTI has been shown to make plants
susceptible to normally nonpathogenic strains of microbes (Li et al., 2005; Zipfel, 2009).
Therefore, the induced activities appear to be sufficient for preventing colonization by the

majority of microbes interacting with a plant.

Plant PTI has similarities to innate immunity in animals; both kingdoms rely on a set of
genetically encoded factors for initial perception of potential invaders (Boller and Felix, 2009;

Spoel and Dong, 2012). In fact, animals and plants are capable of detecting some of the same
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microbial structures, like Flagellin, albeit through recognition of different parts of those
structures (Gémez-Gomez and Boller, 2000; Hayashi et al., 2001). In plants, PRRs are often
members of the receptor-like Serine/Threonine kinase family, which has more than 600
members in Arabidopsis, accounting for more than 2% of Arabidopsis’ genes (Shiu and Bleecker,
2003). RLKs, like FLS2 and its orthologs, which are known to detect Flagellin (Gémez-Gémez and
Boller, 2000), generally have extracellular protein-protein interaction domains, a
transmembrane region, and an intracellular structure that acts in signal transduction (Dardick
and Ronald, 2006). In the case of FLS2, the extracellular region is a highly conserved leucine-rich
repeat, a structure known to allow interaction with a variety of ligands (Kobe and Kajava, 2001).
In Arabidopsis, FLS2 was expressed in all tested tissues (leaves, flowers, stems, and roots) and
was not induced by Flagellin treatment, suggesting its role and those of other PRRs are a
constitutive, basal element in defense (Gémez-Gémez and Boller, 2000). Recognition of the
ligand triggers activity of the kinase domain, beginning signal transduction, often through
MAPKs (Niihse et al., 2000), and ion flux and oxidative burst are also often detected (Apel and
Hirt, 2004; Boller and Felix, 2009).

As a result of PTI being triggered, signal transduction through a MAPK cascade achieves
several functions. Production of ethylene, a well-studied plant defense hormone (Xu et al., 1994;
Yang et al., 2015), begins within minutes of ligand binding by the PRR (Spanu et al., 1994). WRKY
proteins, a family of plant-specific, stress-related transcription factors (Eulgem et al., 2000;
Pandey and Somssich, 2009), are induced and trigger further gene induction (Asai et al., 2002).
Ultimately, PTI activation led to induction of ~1000 genes in Arabidopsis, including R genes,

genes encoding peptides with direct anti-microbial activities, and more RLKs (Zipfel et al., 2004).

Effector proteins suppress basal defenses

Effector proteins have been the subject of much research in bacteria (Alfano and
Collmer, 2004; Deslandes and Rivas, 2012), fungi (Stergiopoulos and Wit, 2009; Rafiqi et al.,
2012), and oomycetes (Wawra et al., 2012; Petre and Kamoun, 2014). Bacterial pathogens use

type three secretions systems to inject their effector proteins into the plant cell (Cornelis and
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Gijsegem, 2000). The first 15 amino acids of the effector protein itself usually contains a
targeting motif recognized by the type three secretion system, which has expedited
bioinformatic prediction of bacterial effectors (Anderson et al., 1999; Cornelis and Gijsegem,
2000). Fungal effectors are secreted to the interface of the pathogen and host through an
endoplasmic reticulum-based secretory system (Koeck et al., 2011). However, while conserved
motifs have been found in fungal effectors, like poly-cysteine repeats in poplar leaf rust
(Hacquard et al., 2011), no definitive targeting signal has been identified (Rafiqgi et al., 2012). In
contrast, oomycete effectors are known to have short N-terminal targeting sequences of known
motifs, including RXLR, LFLAK, and CHXC (Whisson et al., 2007; Jiang et al., 2008). These
effectors are believed to enter the plant cell by interacting with phosphatidyl-inositol 3
phosphate lipid rafts, followed by endocytosis of the complex (Kale and Tyler, 2011). Genomes
of various pathogens have been found to encode hundreds to over a thousand predicted
effector proteins (Jiang et al., 2008; Deslandes and Rivas, 2012; Rafiqi et al., 2012). Effector
proteins target a wide variety of proteins related to the PTI process (Macho and Zipfel, 2015):
some have been identified that target PRRs directly (Gohre et al., 2008), others that target
components necessary for PRR production (Fu et al., 2007), some that target proteins that
interact with RLKs (Zhang et al., 2010), and still others that target the downstream MAPK

signaling cascade (Zhang et al., 2007).

Effector triggered immunity — Adapted defenses for co-evolved pathogens

ETI, as mentioned above, is triggered by recognition of a pathogen effector protein,
which is usually capable of suppressing PTI, by plant R proteins. The intracellular detection of
effector proteins is carried out by the nucleotide-binding/leucine-rich repeat (NLR) superfamily
of proteins, which begin local and systemic responses (Jones and Dangl, 2006). Both direct and
indirect interactions of NLRs and effectors have been described. In the direct model, the LRR
domain of the NLR has been shown using in vitro assays to specifically bind to certain effector
structures, and specificity of the LRR sequence was shown to be critical for binding (Krasileva et
al., 2010; Ravensdale et al., 2012). In the indirect model, effector proteins interact with a plant

molecule that is ‘guarded’ by an NLR. The N terminal domain (a Toll/Interleukin Repeat (in dicots
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only) or a Coiled-Coil (Jacob et al., 2013)) of the NLR directly binds the guarded plant molecule,
and thereby it is able to detect pathogen manipulation (Mackey et al., 2003). Adoption of the
indirect sensing strategy has been suggested to be evolutionarily beneficial as it requires the
plant to bind only its own proteins, rather than more rapidly evolving pathogen effector proteins
(Mukhtar et al., 2011). Cases have also been described where NLRs act in homo- (Bernoux et al.,
2011) or hetero- (Sohn et al., 2014) dimers to successfully bind effectors and trigger

downstream signaling.

After perception of effectors by NLRs, signal transduction can be carried out through a
variety of mechanisms (Cui et al., 2015). There are a variety of cases where NLRs translocate
from the cytoplasm to the nucleus to activate downstream targets (Heidrich et al., 2012). These
interact directly with transcription factors including WRKY family members and Myb family
members, in some cases activating nucleotide binding capacity of transcription factors and in
others and de-repressing their inhibitory capacity (Shen et al., 2007; Chang et al., 2013;
Padmanabhan et al., 2013). Other NLRs have never been detected inside the nucleus, and the
way they trigger downstream signaling is not clear. Some are believed to recruit transcription
factors to the plasma membrane (Holt lll et al., 2002), and others are believed to interact with
MAPKs, triggering signal transduction beginning at the membrane (Li et al., 2012). Most
commonly, NLRs interact with one of two well-known signaling components, depending on their
structure. Coiled-coil NLRs interact with Non-race-specific Disease Resistance 1 (NDR1), which
while membrane bound interacts with other transcription factors to trigger signaling (Kim et al.,
2005). In contract, Toll/Interleukin Repeat NLRs often interact with Enhanced Disease
Susceptibility 1 (EDS1) which can move between the nucleus and cytoplasm, and forms signaling
complexes with other proteins (Feys et al., 2005; Rietz et al., 2011). However, there are
exceptions, as EDS1 has also been shown to interact with some coiled-coil NLRs (Venugopal et
al., 2009). Ultimately the various signaling mechanisms trigger local and systemic reactions to

combat infection.
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Hypersensitive response

At the site of infection, signaling cascades lead to an upregulation of defense proteins
and a reactive oxygen species (ROS) burst that leads to cell death, preventing spread of the
pathogen. Types of ROS include superoxide, hydrogen peroxide, and hydroxide molecules
(Torres, 2010). What was first described as ‘hypersensitiveness’ (Stakman, 1915) is now called
the Hypersensitive Response (HR), and is defined as resistance-associated cell death appearing
at the site of infection (Coll et al., 2011). ROS production by chloroplasts and mitochondria (Van
Aken and Van Breusegem, 2015) and NADPH oxidases (Marino et al., 2012) plays a vital role in
establishing HR. Forward genetic screens identified Lesion Simulating Disease Resistance 1, a
negative regulator of cell death (Jabs et al., 1996), which has several interacting partners
believed to be environmental sensors (Li et al., 2013). Interactions with light-sensing, hypoxia-

sensing, and cold-sensing machinery make LSD1 a major regulator of cellular ROS response.

Early models of gene-for-gene resistance suggested that HR was a conserved response
after recognition of an effector by an R gene (Jia et al., 2000). While induction of hypersensitive
response (HR) is often taken as the indicator of ETI, there are a number of mechanisms by which
the two processes can become decoupled (Gassmann, 2005; Coll et al., 2010). This may be
because induction of cell death requires a greater accumulation of signaling output (Cui et al.,

2015).

Phytohormones and the systemic response

The signaling cascade in ETl involves activation of plant hormone signaling pathways, which
propagate the signal systemically. Table 1.1 summarizes some of the components and functions

of five defense-related hormone signaling pathways.



Table 1.1. Summary of phytohormones, their regulation, and their role in resistance.
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control shifts

Phytohormone | Synthesis and Receptor(s) Defense- Homeostasis References
Structure and Related and
Interactors Targets Regulation
Salicylic Acid Phenolic. NPR3 and NPR4 | PR genes, WRKY | NPR1 stability (Vlot et al.,
(SA) Synthesized from | bind SA, TFs, MAPK regulated by SA- | 2009; Fu et al.,
shikimate activate NPR1, a | signaling, ROS mediated 2012; Pieterse
intermediate, master production. interactions etal., 2012; Fu
chorismate. transcriptional Inhibits JA with NPR3 and and Dong,
Produced in co-regulator, signaling. NPR4 to 2013)
chloroplasts. which interacts modulate
with TGA TFs. defense.
Jasmonic Acid Lipid-derived. Bound by COI1, PDF family, PR Transcription (Memelink,
(JA) Generated as part of an genes factor feedback | 2009; Pieterse
through oxylipin SCF E3 ligase associated with | loop regulates etal., 2012;
pathway after complex, binds necrotroph JAZ expression, Song et al.,
release of JA, and de- defense, toxins down-regulating | 2014; Yang et
membrane a- represses TFs and anti- the pathway. al., 2015)
linolenic acid. by inactivating nutritive
JAZ. compounds
active against
herbivores.
Inhibits SA
signaling.
Ethylene Hydrocarbon. Bound by Coordinates EIN3 stability (Guo and
(ET) Synthesized from | several with JA regulated by Ecker, 2003,
methionine membrane- signaling, proteasome, 2004; Bari and
through Yang bound activating feedback loops Jones, 2009;
cycle. receptors that wound and inactivate ET McManus,
have His kinase necrotroph and JA 2012; Zipfel,
activity. Trigger | defenses. production. 2013)
activation of Also regulates Also the
EIN2 and EIN3, ROS production | ripening
activating TFs. through PTI hormone.
feedback.

Brassinoster- Polyhydroxylated | Bound by the Negative Concentrations (Zullo and
oids diterpenoids. RLK BRI1, de- feedback on regulated Adam, 2002;
(BRs) Synthesized by repressing PTI. through Tanaka et al.,

terpenoid signaling Increase ROS feedback 2005; Robert-
pathway in pathway and and antioxidant | regulation of BR | Seilaniantz et
plastids. activating TFs production, and sterol al., 2011; De
BES1 and BZR1. | activate WRKY synthesis and Bruyne et al.,
TFs. Enhance SA | degradation. 2014)
signals, inhibit
JA signals.

Abscisic Acid Isoprenoid, 15-C Bound by Primarily Catabolized to (Anderson et

(ABA) weak acid. soluble PYR/PYL | controls leaf phaseic acids al., 2004;
Synthesized proteins, de- abscission. when Asselbergh et
through the MEP | represses SNF1- | Negative concentrationis | al., 2008; Fan
pathway. related kinases. | transcriptional too high. et al., 2009;
Originally Signal regulation of Negative Robert-
thought to be transduction SA, JA, and ROS | feedback from Seilaniantz et
leaf specific, now | leads to production. SA and JA al., 2011;
known to be activation of Believed to pathways Finkelstein,

2013)
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produced in all ABI3, ABI4, ABI5 | between SA and
tissues. TFs. JA pathway
activation.
Gibberellic Acid | Tetracyclic Bound by GID1, Primarily Enzymatic (Tanaka et al.,
(GA) diterpenoids. which degrades | involved in control of 2006; Yang et
Synthesized by DELLAs, growth bioactive GAs. al., 2008; Bari
terpenoid negative promotion. But, | Feedback and Jones,
pathway in regulators of DELLA proteins inhibition of GA | 2009; Robert-
plastids. growth. interact with SA | synthesis. Seilaniantz et
and JA al., 2011; De
pathways, and Bruyne et al.,
activate ROS 2014)
detoxification
pathways.
Cytokinins Adenine Bound by AHK2- | Have early and Enzymatic (Bari and
(CKs) derivatives and 4, triggers late responses, control of Jones, 2009;
phenylurea transduction initially bioactive CKs. Frébort et al.,
compounds. cascade enhancing then | Feedback 2011; Robert-
activating ARR suppressing SA inhibition of CK Seilaniantz et
which interacts pathway. synthesis. al., 2011;
with TGA TFs. Also Naseem et al.,
differentially 2015)
synergize and
antagonize
auxin pathway,
affecting
growth.
Can suppress
PTl and ETI.

The two most studied defense hormones are salicylic acid (SA) and jasmonic acid (JA).
SA is considered the master regulatory hormone of systemic acquired resistance and defense
against biotrophs and hemibiotrophs (Vlot et al., 2009), whereas jasmonic acid (in coordination
with ethylene) regulates defense against necrotrophic pathogens and herbivores (Browse,
2009). Signal transduction of each of the two hormones’ pathways are known to have
antagonistic action on the other (Beckers and Spoel, 2006; Yang et al., 2015). One trend
between regulation of homeostasis in SA, JA, and ET pathways has been linked to SCF E3
Ubiquitin Ligase-mediated degradation of members of hormone receptor complexes (Guo and
Ecker, 2003; Fu et al., 2012), and consideration of JA and ET receptor models motivated
discovery of the SA receptors, NPR3 and NPR4. Several other hormones play roles in defense,
modulating action of SA and JA pathways and participating in feedback regulation of PTI and ETI
(Bari and Jones, 2009; Robert-Seilaniantz et al., 2011; Yang et al., 2015). Because the hormones
themselves or modified version of them are soluble molecules or transport machinery exists, the

hormones serve to prime defenses in distal tissues, promoting immunity beyond the site of
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infection (Bari and Jones, 2009). The pathways lead to activation of transcription factors that
regulate production of a variety of antimicrobial and anti-herbivore proteins, as well as
increased callose deposition and lignification of cell walls, and increased ROS production (Bari

and Jones, 2009; Pieterse et al., 2012).

Induced defenses against microbes

The signaling cascades described above lead to induction of a wide variety of chemicals
and proteins with anti-microbial functions. One broad category of these genes are the
Pathogenesis-Related (PR) genes, which are 17 families of genes encoding proteins with
functions related to degradation of pathogen cell walls and membranes, protein inhibition and
degradation, direct chemical toxicity, and regulation of cellular redox (van Loon and van Strien,
1999; van Loon et al., 2006). Individual PR genes are often used as markers for defense
induction of the SA and JA signaling pathways. These families are discussed in detail in Chapter

3.

Other classes of genes have direct or indirect anti-microbial activity, but are not among
the canonical PR gene families. One of these families is the polygalacturonase inhibiting protein
(PGIPs). Plant pathogens secrete enzymes, including polygalacturonases (ldnurm and Howlett,
2001), to cleave plant cell wall components, and accordingly, plants produce PGIPs to inhibit this
activity (De Lorenzo and Ferrari, 2002; Howell and Davis, 2005). A wide variety of small secreted
peptides also have direct antimicrobial action (Tavormina et al., 2015). Many of these are

formed by post-translational modification of inactive precursors.

Another group of molecules known to be induced by biotic stress are flavonoids,
polyphenolic secondary metabolites that contribute pigmentation to plant tissue (Falcone
Ferreyra et al., 2012). They often act as chemical signals in repelling or attracting insects and
pathogens. They can play a protective mechanism, as they are able to scavenge ROS and bind
and chelate ROS producing enzymes (Williams et al., 2004; Agati et al., 2012). Infection in
soybean resulted in increased transcription of specific branches of flavonoid synthesis, including

isoflavones and isoflavonones, and decreased transcription of anthocyanin synthesis pathway
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members (Zou et al., 2005). It is assumed that this differential response prioritizes production of
ROS scavenging flavonoids over those with strict roles in pigmentation and photosynthesis
during infections (Samac and Graham, 2007). Increased phenylpropanoid synthesis was also
linked to specific R-gene dependent resistance mechanisms (Torregrosa et al., 2004;

Subramanian et al., 2005).

Durability of defense and immune memory

ETI and hormone signaling can activate the defense response for days to weeks,
depending on severity of pathogen stress and its persistence in the environment (Pieterse et al.,
2012; Fu and Dong, 2013). After biotic stress, changes in methylation of regions of the genome
containing defense genes have been detected, which likely represses or de-represses branches
of immunity more important in fending off the pathogen’s reappearance (Dowen et al., 2012).
For example, treatment with pathogen and an SA analog led to accumulation of histone
modifications in promoters of WRKY transcription factors in distal tissues, and these were
associated with altered expression after subsequent stress (Jaskiewicz et al., 2011). In the
absence of pathogen challenge, chromatin remodeling proteins and DNA repair machinery have
also been linked to decreased expression of PR genes, likely recruited to promoters through
interaction with transcription factors and subsequently affecting local epigenetic tags (Song et
al., 2011). DNA methylation and histone modifications can be heritable in plants, leading to
heritable changes in defense gene expression (Heard and Martienssen, 2014). Evidence
suggests that transgenerational modifications have similar effects as those caused by histone
modifications within generations, leading to enhanced basal expression of defense genes and
more rapid induction when pathogens are detected (Slaughter et al., 2012; Balmer et al., 2015).
While extremely important, the study of immune memory in plants is a relatively new field.
Further elucidation of processes at the intersection of epigenetics, defense, and heritability will

be vital to improving plant breeding programs.
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Cacao and molecular studies of defense

While plant defense is an extremely active area of study in many model and crop plants,
studies investigating molecular interactions of plants and pathogens in cacao are sparse. Several
studies have focused on functions of endogenous cacao defense genes. Stable overexpression of
a class | chitinase was shown to inhibit growth of the fungus Colletotrichum gloeosporioides
(Maximova et al., 2006), and transient overexpression of the same gene in leaves inhibited
growth of Phytophthora tropicalis (Fister et al., 2016). Cacao NPR1 was characterized, it was
shown to complement Arabidopsis nprl mutants (Shi et al., 2010), and its transient
overexpression of cacao NPR1 was also shown to enhance resistance to Phytophthora infection
(Fister et al., 2015). A purified recombinant B-1,3-1,4 glucanase (Britto et al., 2013) and a
purified recombinant PR-4 family chitinase (Pereira Menezes et al., 2014), both encoded by
cacao, were both shown to have antifungal activity. Other studies have explored expression of
exogenous proteins in cacao tissue. Stable overexpression of synthetic antimicrobial peptides
also reduced disease symptoms after inoculation of leaves with two Phytophthora species
(Mejia et al., 2012). Stable and transient expression of non-plant PI3P binding proteins in cacao
improved resistance to fungal and oomycete pathogens, likely by blocking effector entry into
cells (Helliwell et al., 2016). Several large transcriptomic experiments have been carried out to
study cacao’s defense pathways. Measuring the effect of salicylic acid treatment on two cacao
varieties revealed genotype specificity in their responses (Fister et al., 2015). Transcriptomic
changes resulting from treatment of cacao with endophytic fungi have been studied to improve
understanding of how application of biologics regulates defense (Mejia et al., 2014). Gene
regulation in response to witches’ broom (Teixeira et al., 2014), Phytophthora palmivora, and
Colletotrichum theobromicola have also been examined. While these large experiments have
described trends in gene regulation, and a few genes’ functions have been validated, little is
known about specific protein interaction mechanisms in cacao. For example, young cacao plants
infected with witches’ broom showed increased expression of RLKs and NLRs (Teixeira et al.,
2014), but no direct interaction of a cacao R gene with an effector from any of its pathogens has
been described. Accordingly, the conclusions created from studies in model species motivate

the molecular research performed in cacao.
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1.4. Evolution and plant defense mechanisms

Plant genomes and their evolution

Understanding plant genome structure and organization is integral for developing
strategies to study defense processes. The ability to sequence genomes and transcriptomes
provided a new means of studying structural and functional genetics. Strategies for sequencing
plant genomes have themselves evolved over the past two decades, as have the goals for
performing genome sequencing (Bolger et al., 2014). Next Generation Sequencing strategies
dramatically reduced the cost and time required to sequence a genome, allowing resequencing
projects which focus on sequencing of hundreds to thousands of individuals from a species. The
data produced allow higher resolution QTL mapping as the sequencing projects identify
thousands of SNPs. Genome resequencing in crops has allowed for novel insights into loci
controlling the defense response (Whiteman and Jander, 2010), abiotic stresses (Huang et al.,
2009), plant maturation and flowering (Xia et al., 2012), all of which can greatly benefit

productivity.

The availability of genome sequence data has revolutionized approaches for plant
evolutionary and comparative —omics analyses, and the new data have emphasized the role of
duplication events in plant evolutionary history. Phylogenetic data indicate that at least two
whole genome polyploidization events occurred in early in land plant evolution, one predating
seed plant divergence and another predating the divergence of monocots and dicots (Jiao et al.,
2011), with more duplications occurring in specific lineages of monocots (Tang et al., 2010) and
dicots (Barker et al., 2009). These large scale duplications not only increase genome size, but
also enable functional diversification of gene families by relieving selective constraints (Lynch
and Conery, 2000). While plant genome size ranges from ~63MB to nearly 150GB, evolutionary
trends have been detected that explain gene and regulatory conservation across the plant

kingdom (Dodsworth et al., 2015).

The vast differences in genome size are largely accounted for by transposable elements

and other repetitive sequences; however, there remains a roughly two-fold range in the number
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of predicted genes in sequenced plant species (Salse, 2012). Some of the variability in gene
count is attributed to generation time (Sterck et al., 2007). With Arabidopsis, which has one of
the lowest numbers of annotated genes, being an annual, a plant contributes gametes only to
its generation, where longer-lived species may retain additional copies of genes because older,
but still reproductively viable, individuals act as reservoirs for genetic redundancy (Van de Peer
et al., 2009). However, this model does not explain variation in gene count among trees.
Speciation events, which can involve dramatic changes in gene content, and lineage-specific
segmental duplications, often driven by transposable elements, polymerase slippage, or unequal
crossing-over (Freeling, 2009), also contribute to differences in gene count (Rabinowicz et al.,
2005; Wendel et al., 2016). Immediately after duplications, the presence of two copies of a gene
can allow mutations to occur for one copy without the same detrimental phenotypic effects
seen after mutation of the parent sequence. Molecular evolutionary theory and in silico models
built from the data of more than a dozen sequenced genomes have shed light on two processes
controlling ‘diploidization’ of paleopolyploid genomes; sub-genome dominance and
neofunctionalization (Barker et al., 2012; Salse, 2012; Wendel et al., 2016). Sub-genome
dominance describes the tendency of one genome in a polyploid to retain functional versions of
genes while the other accumulates mutations and is deleted, occasionally in large blocks
(Schnable et al., 2011). Neofunctionalization is the process of mutations affecting the structure
of a duplicated gene’s regulatory sequences or coding sequence, thereby altering the protein’s
direct functionality or the gene’s expression dynamics (Barker et al., 2012). Often this allows one
paralog to retain the ancestral function while the other develops a new specialization. Another
possibility is that one paralog simply accumulates mutations, making it a non-functional
pseudogene. Certain classes of genes have been shown to tolerate the different types of
duplication events with differential success. Genes associated with environmental responses,
including biotic defense, often have more members occurring in locally duplicated blocks, while
genes in metabolic pathways and those involved in regulatory processes often have more
members surviving whole genome duplications (Rizzon et al., 2006). Therefore, stress response
genes are often found to be physically linked. However, different genes encoding proteins in
metabolic pathways have been shown, through an unknown mechanism, to physically cluster
and become co-regulated (Chae et al., 2014). The genomic dynamics governing these processes

remain an active area of study.
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Plant-pathogen coevolution

The gene dosage theory describes the model whereby duplication of genes producing
molecules which act in precise stoichiometry with other molecules would be deleterious, as
disruption of the stoichiometry may inhibit the process (Birchler and Veitia, 2007). This model
has been invoked to explain why certain functional classes of genes are more likely to persist
after expansion by whole genome duplication or by local, segmental duplication (Sterck et al.,
2007). Interestingly, abiotic and biotic stress response genes often have high retention rates
after any duplication, implying that expansion of these families is favored to allow adaptation to
a changing environment (Casneuf et al., 2006). R genes, PR family members, and other defense
genes were also shown to frequently persist in tandem arrays, indicating continued evolutionary

tolerance for expansion of the families (Cannon et al., 2004).

R genes in particular have been the focus of a great deal of evolutionary analyses, and
are found to be extremely variable both in that they have many single nucleotide
polymorphisms and expression dynamics often vary between individuals (Karasov et al., 2014). R
genes often exist in clusters with other related genes. The repetitive nature of these regions
makes polymerases more prone to slippage and increases the likelihood of recombination, both
of which increase the likelihood of mutations altering sequences (Michelmore and Meyers,
1998; Wicker et al., 2007). This positive feedback creates more variation, which becomes
beneficial as it increases the likelihood of a new variant being created that will be able to
recognize effectors, which are also encoded in gene clusters, making their genomic regions also
hypermutagenic (Raffaele and Kamoun, 2012). Consequently, R genes and other defense genes
often show signatures of diversifying selection, whereby multiple haplotypes are favored in
populations as this increases the likelihood of members of the population being able to bind
variants of a fungal effector protein (McDowell et al., 1998). While variability is favored in both
the plant and the pathogen populations, there is evidence that the possible amount of
variability is limited. R genes from multiple species, when transformed into rice, were able to
confer resistance to rice blast (Yang et al., 2013). This led to the proposal of a model describing

‘constrained divergence,’ according to which only a limited set of evolutionary pathways are
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available for effectors and R genes. Application of biotechnological approaches therefore

enables trans-specific conferral of resistance in transgenic plants.

R genes and effectors are not the only interacting molecules affected by co-evolution of
the host and pathogen. Enzymes with direct roles in degradation of the other individual are also
affected. For example, pathogenic plant cell wall-degrading enzymes show signatures of both
diversifying and purifying selection (Brunner et al., 2013). The authors suggest that gene under
purifying selection have highly constrained structures that allow optimized activity on cell wall
substrates, whereas those under diversifying selection are detected by plant proteins. Similarly,
plant chitinases show positive and negative selection in their chitin binding sites, likely
enhancing substrate specificity and avoiding detection by pathogenic inhibitory proteins,
respectively (Bishop et al., 2000). Consequently, these inhibitory proteins, like
polygalacturonase inhibitors, show signatures of diversifying selection, allowing recognition of

variability in wall-degrading enzymes (Misas-Villamil and van der Hoorn, 2008).

Several models have been proposed through which genetic variation, particularly in
defense genes, can be maintained within a species. One model, frequency dependent selection,
describes a scenario where the strength of selection for a given allele is inversely proportional to
the frequency of the allele, so that over time, the allele’s frequency oscillates (Tellier and Brown,
2007). Local adaptation can lead to different alleles dominating in sub-populations of a species
in cases where the sub-populations are responding to different pressures (North et al., 2011).
Finally, heterozygote advantage can be beneficial, for instance allowing one individual to harbor
two R gene haplotypes capable of recognizing two different effector variants (Sellis et al., 2011).
Determining which, if any, of these patterns is occurring is difficult and can be further muddied

by population structure (Moeller et al., 2007).

1.5 Dissertation Overview

The plant defense response has been an intensively researched field for several
decades. Every subheading of this literature review has been the subject of at least one review

article or textbook. Nonetheless the surface has only been scratched, especially with regard to
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applying the canon to improving crop species. Integration of the wealth of knowledge already
created is essential for designing new experiments and breeding programs to improve crops like

cacao.

The core question this dissertation attempts to answer is a deceptively simple one: what
genes are most important in cacao’s defense response? The breadth of this literature review
belies the underlying complexity of this problem. The defense response is highly nuanced, with
differentially responsive genes acting against a variety of pathogen. Further, the distribution of
cacao germplasm around the world is heterogeneous, and as a consequence, only certain
genotypes interact with certain pathogens. The history of these interactions likely altered the
response within some populations, which may or may not have been incorporated into breeding
programs. To make the problem manageable, the chapters focus on sub-questions that address

several of the most important points for understanding defense in cacao.

One challenge within exploring cacao’s defense response is definitional: what
components does cacao have in terms of gene family size and activity of members, and how do
these components compare to other species. While the publication of the Criollo genome
presented an overview of cacao R genes, the induced defenses, including the PR families, were
not explicitly defined. Chapter 2 is a bioinformatic identification of PR gene family members in
cacao, and it includes a structural comparison of these gene families to those of several
monocots and dicots. Within we also describe the transcriptomic response of the gene families
to two cacao pathogens in order to identify which members of these gene families are

responsive in leaf tissue.

Genotype specificity of the defense response is also a challenge for studying a crop
plant. Chapter 3 focuses on this question and presents another transcriptomic analysis, the
effect of treatment of two genotypes with salicylic acid, an important defense hormone. It
focuses on two widely studied genotypes, a model disease-tolerant variety, Scavina 6 (Scab),
and a model highly susceptible variety, Imperial College Selection 1 (ICS1). Both are often used
in breeding programs, Scab to introduce resistance alleles, and ICS1 to improve flavor quality

traits.
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While studying differential defense induction in two genotypes is useful, it defines only
two possible reactions, and without sequence data, the underlying genetic mechanisms remain
obscure. Consideration of processes at a finer resolution will be required to identify key defense
components in cacao; for while a given gene may be important in defense, there may be
haplotypes of that gene with significant effects in pathogen recognition, while other haplotypes
may be non-functional. Therefore, it is essential to explore the genetic diversity within
candidate defense genes in entire populations of cacao to explore the extent of variation that
exists. Chapter 4 is an evaluation of genetic diversity using three defense genes and cacao plants
representing three geographically distinct cacao populations. This type of analysis can identify
loci under selection, thereby indicating which defense genes are likely to interact directly with

cacao’s pathogens.

Integral to functional analysis of defense genes is having a protocol for screening the
effect of gene overexpression or knockdown. The Guiltinan-Maximova Lab has developed a
protocol for transient transformation of cacao leaf tissue and subsequent pathogen inoculation
for this purpose. While the technique is applied within Chapter 3, Chapter 5 presents our highly
optimized protocol in full, exploring variable transformation success in a wide array of
genotypes and different tissue stages. Chapter 5 also describes our detached leaf pathogen
inoculation assay and presents preliminary data showing variability in basal defense between

genotypes.

One goal of this dissertation is to review the literature on cacao, plant defense, and crop
improvement methods in order to define a strategy for defense gene prioritization and
functional analysis in cacao. This strategy is described in Appendix A. Genome and
transcriptome sequencing, leveraged with QTL maps and comparative genomics, offer a wealth
of data that can be used to prioritize genes for further study. While the scheme is only one route
for defense gene prioritization, it is a mean of filtering the thousands of genes involved in

defense to choose several candidates which may be critical for cacao immunity.

Finally, Chapter 7 offers a retrospective on promising aspects and shortcomings of the
methods applied and considers future experiments that are vital to furthering the improvement

of cacao. Crop plants like cacao are increasingly amenable to genomic and transcriptomic
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analyses. Possible directions for future experiments probing cacao’s defense response are

discussed.
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