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ABSTRACT 
 

The continued advancement of silicon-based electronics has transformed peopleôs 

lives around the world.  However, silicon is not best suited for all types of devices or all 

applications; thus, researchers will need to continue investigating and developing new 

materials, processing techniques, and devices.  Silicon carbide (SiC) is a wide bandgap 

semiconductor of great interest for high-temperature and high-power devices.  

Developing ohmic contacts and diffusion barriers for SiC is critically important to 

achieving high-temperature electronics and sensors.  On the other hand, indium nitride 

(InN) is a narrow bandgap semiconductor with promise for optoelctronics, including 

photovoltaics.  Both SiC and InN are non-centrosymmetric crystal structures, resulting in 

polar {0001} faces.  Polarity has been shown to influence various properties such as 

growth and etching without clear trend amongst all polar materials.  The influence of 

polarity on metalïsemiconductor interfaces must be understood for understanding and 

optimizing electrical contacts.   

Ohmic contacts to p- and n-type 4H-SiC using alloyed tungstenïnickel (W:Ni) 

refractory thin films were investigated.  Transfer length measurement test structures on p-

type 4H-SiC (NA= 3 × 10
20

 cm
ī3

) epitaxial layers revealed ohmic contacts with specific 

contact resistances, ɟc, of ~10
ī6
ï10

ī5
 ɋcm

2
 after 0.5 h annealing in argon at temperatures 

of 1000 °C, 1100 °C, 1150 °C, and 1200 °C.  Contacts fabricated on n-type 4H-SiC (ND = 

2 × 10
19

 cm
ī3

) by similar methods were shown to have similar specific contact resistance 

values after annealing at 1000ï1150 °C.  Together, these findings demonstrated 

simultaneous ohmic contact formation for W:Ni alloys on 4H-SiC.  The lowest ɟc values 
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were (7.3 ± 0.9) × 10
ī6

 ɋcm
2
 for p-SiC and (6.8 ± 0.9) × 10

ī6
 ɋcm

2
 for n-SiC after 

annealing at 1150 °C.  X-ray diffraction showed a cubic tungstenïnickelïcarbide phase in 

the ohmic contacts after annealing as well as tungsten carbide after annealing at the 

higher temperatures.  Auger electron spectroscopy depth profiles revealed a relatively 

homogeneous contact after annealing at 1000 °C.  In samples annealed at 1100 °C or 

higher, depth profiles suggested the presence of distinct metal carbide regions (with some 

dissolved Si) above a nickel- and silicon-rich region at the interface with SiC.  X-ray 

energy dispersive spectroscopy mapping also showed phase segregation into tungsten-

rich and nickel-rich regions after annealing at 1100 °C and above.  Scanning electron 

microscopy of cross-sectioned W:Ni/SiC indicated the ɟc values could be up to 20% 

lower for p-SiC and up to 10% lower for n-SiC based on the depth of reaction into the 

epilayers.  W:Ni alloys have shown promise as simultaneous ohmic contacts to p- and n-

SiC, offering low and comparable ɟc values that surpass those of other simultaneous 

ohmic contacts.   

Further aging of the ohmic contacts was explored for both 1000 °C+ and 600 °C.  

At the higher temperatures, significant degradation in ohmic contacts was seen for all 

temperatures after an additional 0.5 h at peak temperature except for 1000 °C.  Thermal 

stability was also seen for 1000 °C out to 2 h for both contacts to n-SiC and contacts to 

more lightly-doped p-SiC (NA= 1 × 10
20 cm

ī3
) with higher ɟc values.  All  samples 

annealed at 1000 °C for 1 h total were then aged for 100 h at 600 °C in Ar with only 

moderate increases in ɟc for contacts to SiC with the highest doping, and small decreases 

in ɟc for contacts to more lightly-doped p-SiC.  Diffusion barriers of co-sputtered 
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platinum (Pt) and carbon (C) with tantalum disilicide (TaSi2) were explored.  While the 

ohmic contact layer was preserved for short times at 600 °C+ and 700 °C, no immediate 

benefit could be identified over previously reported Pt/TaSi2 barriers.  

MetalïInN interfaces were characterized in a side-by-side study on the polar 

{ 0001}  faces.  The Ni films on (0001) and (000ρ) InN exhibited different reaction 

kinetics upon annealing at 400 °C.  Structural and chemical analysis using grazing 

incidence X-ray diffraction, transmission electron microscopy, and X-ray energy 

dispersive spectrometry indicated that an interfacial reaction did not occur between the Ni 

film and the In-face (0001) InN layer.  However, the N-face InN reacted with Ni to form 

a Ni3InNx ternary phase with an anti-perovskite structure.  The Ni contacts on the In-face 

remained unreacted over 4 h of annealing at 400 °C while the Ni continued to react on the 

N-face.  This same behavior was seen after 1 h annealing at 400 °C; however, oxidation 

of the InN and Ni became increasingly problematic.  The difference in reactivity for Ni 

on In-face and N-face InN indicated that polarity altered the reaction and may also affect 

other metalïpolar semiconductor interfaces. 
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Chapter 1  
 

Introduction  

This chapter serves to describe the motivation, theory, and materials studied in 

this work.  The aim is to provide sufficient background to understand the chapters that 

follow. 

1.1 Motivation 

Since before the written word, humans have desired to share information and to 

improve their lives.  In the 19
th
 and 20

th
 centuries, electricity transformed from a research 

curiosity to become a ubiquitous part of everyday life in the Western world.  Electronics 

for research, military, and even the consumer resulted in a multitude of technological 

developments.  With the invention of the transistor in 1947, however, the age of modern 

microelectronics started to take root in the Western world.  The creation of metal oxide 

semiconductor field effect transistors (MOSFETs) and their use in integrated circuits 

(ICs) started the continued advancement of computer chip performance all the way into 

the 21
st
 century: Mooreôs Law.  The saying óMooreôs Lawô came out of a 1965 paper [1] 

by the co-founder of Intel acknowledging the number of transistors on a chip was 

doubling every year and would likely continue.  Gordon Moore further predicted that 

scaling would bring about home computers, and personal electronics for the masses [1].  

The rate of scaling has been revised to a doubling of chip density every two years, 
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leading to transistors-per-chip numbering in the multi-billions today.  This sustained 

advancement in computing power has placed personal electronics and computing power 

into the hands of billions.  The valued devices have shifted over time, with home desktop 

computers and portable tape/CD players giving way to laptops, cell phones, mp3 players, 

tablets, and wearable computers.  Sharing information has never been easier with the rise 

of computers and the internet; and many cherish the improvement in their professional 

and personal lives.  These advances have been possible because semiconductor 

electronics researchers and manufacturers have taken Mooreôs Law as their mantrað

smaller electronic devices, higher power density, faster computing power, and cheaper by 

the (mass-produced) billions.   

For decades, the continued development of IC technology relied heavily on 

silicon-based electronics.  Along the way, the danger of discontinuing Mooreôs law has 

stimulated study and development of such technologies as silicon-on-insulator (SOI), 

high-k dielectrics, and nonplanar transistors (e.g., FinFETs).  In the same time frame, 

other semiconductor materials have been researched and utilized for specialized areas 

such as light-emitting diodes (LEDs), lasers, and photovoltaics.  The continued 

advancement of semiconductor technology will require further development in both new 

semiconductor materials and novel usage of already studied materials.   

One of the many sectors stimulating the development of new materials is 

spaceflight.  Expanding exploration remains the collective dream of both government 

agencies such as NASA as well as private enterprises around the world.  As spacecraft 

operation lifetimes and distances from earth increase, an area of increased demand is 

sensors and controls.  Specifically, real-time sensor feedback at elevated temperatures has 
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particular interest for monitoring onboard power generation, launch, and reentry 

systemsðwith heightened necessity for high-temperature destinations such as Venus.  

Previous lander spacecraft to Venus have survived less than two hours, in part due to the 

average surface temperature of 460 °C [2].  The interest in high-temperature electronics 

extends beyond spaceflight, including the automotive, aeronautics, and terrestrial power 

generation sectors.  Monitoring turbine engines, propulsion systems, and geothermal 

drilling calls for dependable, high-temperature electronics up to 600 °C [3], [4].  

Meanwhile, future-looking hypersonic flight even has interest in sensor operation at 

1000 °C for short durations [5].  Yet, silicon and SOI technologies can only operate up to 

200ï250 °C [3], [4], [6].  In order to achieve high-temperature operation, semiconductor 

research has focused on replacements to silicon using wide bandgap semiconductors such 

as silicon carbide (SiC).  SiC sensors could detect many properties including pressure, 

temperature, and the presence of gases [7], [8] with the additional benefit of SiC being a 

radiation-resistant material well-equipped for high temperatures.  High-temperature, 

radiation-resistant SiC ICs would also be needed to communicate between sensors and 

the spacecraft.  Before SiC can become more widely adopted in high-temperature 

devices, microfabrication and packaging techniques must be developed further [3], [8].  

Electrical contact materials for metallization and diffusion barriers at elevated 

temperatures must also be improved for reliable device operation. 

Ohmic contacts are essential for delivering electrical signals with minimal energy 

loss; consequently, numerous research efforts have investigated metal contacts to both n-

type and p-type SiC [9]ï[13].  The optimum ohmic contact material will have a low 

contact resistance for a long period of operation, representing ease of carrier transport 
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over a small barrier or through a thin barrier [13], [14].  Research into contacts to n-type 

SiC has generally resulted in lower specific contact resistance values than those from p-

type SiC [9], [10], [13].  While long-term thermal stability of ohmic contacts to n-type 

SiC has shown promising results, even in air [15]ï[18], ohmic contacts to p-type SiC 

have not been as successful.  As ohmic contacts to both n-type and p-type SiC are 

required for many SiC devices, research has turned more attention to reliable ohmic 

contacts to p-type SiC.   

In this dissertation, ohmic contacts to SiC have been investigated using tungstenï

nickel (W:Ni) alloys.  After focusing on the ohmic contact formation to p-type SiC, these 

alloys have also been studied on n-type SiC.  Simultaneous ohmic contacts to both 

conductivity types of SiC using the same material and processing steps are desired for 

fabrication simplicity and reliability.  As a non-centrosymmetric, hexagonal form of SiC 

was studied, the anisotropic structure exhibits polarity along the c-axis.  Lattice polarity 

has been shown to have a strong influence on various aspects of semiconductors in terms 

of stability and performance.  The availability, however, of 4H-SiC epilayers oriented 

along the less-studied C-face continues to be limited.  Thus, a study of polar metalï

semiconductor interfaces for indium nitride (InN) will be presented instead in this 

dissertation.  As another material whose performance does not suffer with radiation 

exposure [19], InN has great promise for both solar cells and gas sensors in space.   

From personal electronics to high-temperature sensors, the world demand for 

advancement is a question of when, not if.  Materials such as SiC and properties such as 

polarity are part of the many directions for research opportunities.  Electronics have 
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become an indispensable way of life for most; and the future of research and 

development certainly must deliver on some of these expectations. 

1.2 MetalïSemiconductor Theory 

1.2.1 Semiconductors 

As already stated, semiconductors are the basis of modern electronics.  When 

many atoms bond together, the electron orbital energy levels join together into energy 

bands.  The energy band structure is material specific, with generalizations based on 

material type.  Metals have overlapping energy bands that allow free movement of the 

óseasô of electrons.  Insulators have a large range of forbidden energy statesðthe 

bandgap (Eg)ðbetween the lower, filled valence band (Ev) and the upper, empty 

conduction band (Ec) [20].  Bandgaps in semiconductors have smaller, finite values in the 

few (< 5) eV range.  Incident photons or thermal energy can enable sufficiently excited 

electrons to surmount the bandgap into the conduction band.  When electrons are boosted 

into the conduction band, they leave behind positive carriers (óholesô) in the valence 

band, as seen in Figure 1ï1.  With the band structure in mind, semiconductors have 

conductivity (and resistance) in between those of metals and insulators.  The energy of 

semiconductor bands is often plotted against momentum wave vectors in reciprocal space 

[20].  Direct bandgap semiconductors have their conduction band minima and valence 

band maxima aligned at the same momentum vector.  Thus, recombination of electronï

hole pairs or absorption of a photon occurs without a change in momentum.  These 
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semiconductors have promising uses for optical applications.  Indirect bandgap 

semiconductors do not have the minima/maxima aligned; thus, electrons must undergo 

simultaneous momentum and energy shifts, reducing the efficiency of this transition.   

 

Figure 1ï1. An electron can be elevated from the valence band to the conduction band of 

a semiconductor, leaving behind a hole in the valence band.  Adapted from [14], [20].   

 

Intrinsic semiconductors have electrons and holes in equal numbers.  Additional 

charge carriers can be introduced into semiconductors by doping.  Dopant atoms 

substitute into the existing semiconductor structure without the same number of valence 

electrons as the atoms in the structure.  If a dopant material adds electrons (n), the ionized 

donor atoms (ND) make the n-type semiconductor overall electrically neutral; and 

negative charge carriers are found in the conduction band.  In kind, ionized acceptor 

atoms (NA) capture electrons and create a p-type semiconductor with positive holes (p) in 

the valence band.  Between the ionized atoms and the charge carriers, charge neutrality 

remains.  A way to quantify the charge carriers in semiconductors involves the Fermi 

energy (EF).  The EF level is defined from FermiïDirac statistics as the energy above 

which the energy levels are most likely empty and below which they are most likely 

filled.  The probability of an electron existing at EF is ½ [20].  The extrinsic charge 
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carriers from dopants often dominate any intrinsic carriers except at high temperatures.  

The number of carriers along with temperature has important impacts on mobility (µ)ða 

measure of how quickly charge carriers move [20].  Semiconductor resistivity (ɟ) 

depends on the mobility and the number of charge carriers for both electrons and holes, 

as seen in Eq. 1ï1, where q is the fundamental charge.   

” Ñὲ‘ Ñὴ‘      (1ï1) 

1.2.2 Metalïsemiconductor contacts 

Electrical contacts are required for all electronic and optoelectronic devices.  They 

can be understood by considering what happens at metalïsemiconductor interfaces.  The 

physical conjoining of two materials involves the rearrangement of charge carriers, which 

can be understood by referring to the energy bands of the material.  The metal work 

function (ūM) is the energy required for an electron to escape from EF into vacuum (Evac), 

as seen in Figure 1ï2(a).  Similarly, the definition is the same for the semiconductor work 

function (ūS).  The electron affinity (ɢS) between Ec and vacuum now also adds to any 

energy above EF inside Eg, (Ec ī EF), in determining ūS.  As seen in Figure 1ï2(b) and 

(c), a p-type semiconductor has a much larger ūS than an n-type semiconductor.   
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Figure 1ï2. Energy band models with Fermi-levels and work functions for (a) a metal, 

(b) an n-type semiconductor, and (c) a p-type semiconductor.  Adapted from [14], [20].   

 

When two materials are brought into physical contact, their Fermi-levels must be 

aligned and continuous in equilibrium.  The remaining energy bands will shift and bend 

in order to keep EF constant.  This creates a barrier between the metal and semiconductor 

for charge carriers.  The Schottky barrier (ūB) inhibits electron transfer from an n-type 

semiconductor (ūM > ūS) and hole transfer from a p-type semiconductor (ūM < ūS), as 

seen in Figure 1ï3(a) and (b), respectively.  For the relative work function relationships 

opposite to those mentioned, the barrier curves down towards EF, encouraging carrier 

flow.  The region within the curved bands has a built-in voltage (Vbi) and electric field 

from the band bending, leaving the ionized dopants without any mobile charge carriers in 

this region.   
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Figure 1ï3. Energy band models for Schottky barriers formed with a metal and (a) an n-

type semiconductor as well as (b) a p-type semiconductor from the energy band 

conditions presented in Figure 1ï2.  Adapted from [14], [20].   

 

Charge carriers can pass over the Schottky barrier when they have enough kinetic 

energy to do so.  An applied voltage that diminishes the barrier eases the passage of 

charge carriers, but an opposite bias would inhibit charge carriers with the enhanced 

barrier [20].  This kind of metalïsemiconductor interface is described as a rectifying 

Schottky contact.  Metalïsemiconductor interfaces can also form ohmic contacts, where 

charge carriers move easily independent of the bias direction.  Remembering current (I) 

as the movement of charge carriers, ohmic contacts obey linear IïV relationships.  The 

creation of ohmic contacts can come about from several band alignments.  Ohmic 

contacts exist when no barrier exists at the metalïsemiconductor interface.  Similarly, if 

the barrier is small enough and/or the electrons have sufficient energy to be transported 

over the barrier, thermionic emission (TE) results in an ohmic contact, as seen in Figure 

1ï4(a).  When the doping is high enough, the barrier will have a narrow enough width 

that charge carriers can tunnel through during field emission (FE) seen in Figure 1ï4(c).  

Thermionic field emission (TFE) seen in Figure 1ï4(b) exists at doping levels in between 
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TE and FE as energetic charge carriers tunnel through a narrowing energy barrier above 

the flat conduction band level. 

 

Figure 1ï4. Three methods of conduction exist in ohmic contacts with increasing doping 

from (a) thermionic emission to (b) thermionic field emission to (c) field emission.  

Adapted from [14].   

 

The size of ūB, along with the doping concentration, influences the specific 

contact resistance (ɟc) with various degrees of impact depending on the conduction 

method [21].  However, predicting ūB has been a matter of great complexity.  The 

SchottkyïMott relationship shown in Eq. 1ï2 between the metal work function, electron 

affinity, and barrier height, does not generally apply to many semiconductorsðincluding 

SiC.  In fact, many semiconductors are described by óFermi-level pinningô, when ūB is 

nearly independent of the ūM for the contact.  The Bardeen model attributes this behavior 

to interface states in the semiconductor [9], [11].  The degree of Fermi-level pinning, 

often discussed as dūB/dūM, remains modest for SiC [11].  Meanwhile the Fermi-level 

pinning for InN is strong, placing the Fermi-level inside the conduction band [19].  With 

neither Fermi-level pinning nor the SchottkyïMott relationship fully describing ohmic 
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contact formation to SiC, the exploration of ohmic contacts to SiC has been studied on 

more of a ótrial-and-errorô basis [12].   

ɮ ɮ Ñʔ      (1ï2) 

1.3 Materials of Interest 

1.3.1 Silicon Carbide 

Silicon carbide (SiC) is a wide bandgap semiconductor with properties well-suited 

for high-temperature and high-power devices.  The structure of SiC can be any of the 

more than 200 polytypes, but the composition of SiC always has equal quantities of Si 

and C.  The Si and C atoms each exhibit short bond lengths to their four nearest 

neighbors (1.89 Å), resulting in high hardness (Mohs hardness = 9) and near constant 

density [7].  The differences between SiC polytypes come from the stacking sequences to 

form repeating unit cells.  Most SiC research has been directed towards the 3C (cubic), 

4H (hexagonal), and 6H (hexagonal) polytypes shown in Figure 1ï5.  The stacking 

sequences are that 3C repeats as ABC, 4H as ABCB, and 6H as ABCACB.  The 4H and 

6H polytypes belongs to space group 186, with P63mc symmetry; while 3C-SiC belongs 

to space group 216, with Fτ3m symmetry.  3C-SiC is also known as ɓ-SiC, while all 

other polytypes are referred to as Ŭ-SiC.  Towards the end of the 19
th
 century, mixed 

polytype platelets for use as abrasives were produced by the Acheson process of heating 

petroleum coke, silica, and graphite for days [7].  While SiC is still used as an abrasive 

today, SiC as a semiconductor became of interest in 1955 with the Lely process of 
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sublimating Si and C onto platelets from the Acheson process [7].  Small yields and 

limited control over orientation and polytype made SiC a very specialized research area.  

Significant research interest in semiconductor SiC only truly blossomed with the 

availability of single crystal SiC wafers in the 1980s [7].   

(a)   (b)   (c)  

Figure 1ï5. The most common SiC polytypes are (a) 3C, (b) 4H, and (c) 6H.  The larger 

circles are Si atoms, and the smaller circles are C atoms.  Made in PowderCell [22].   

 

While these SiC polytypes exhibit indirect wide bandgaps, the bandgap and 

electronic properties vary considerably with polytype, as seen in Table 1ï1.  Forming SiC 

by a melt process can introduce defects that alter the polytype; therefore, single crystal 

SiC is frequently formed by seeded sublimation growth [7].  Homoepitaxial layers are 

then grown on the single crystal substrate, commonly by chemical vapor deposition 

(CVD) [4], [7], [11].  The formation of high quality, single crystal SiC is necessary for 

electronics research in order to have consistent behavior.  Dopants can also be introduced 

during growth of the substrate or epitaxial layers as desired.  For ohmic contacts to SiC, 

high doping levels have been very important.  Being composed of Group IV elements, 

SiC has similar dopants to Si: namely, B and Al for p-type as well as P and N for n-type.  
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Ion implantation can also be performed for SiC.  SiC growth is still very slow and time-

consuming, resulting in a high expense for the semiconductor wafer alone.  SiC wafers 

can now be produced commercially with diameters up to 6 in.  

Table 1ï1. Properties of Si and SiC. 

All Si properties from [7].   

Properties Si 3C-SiC 4H-SiC 6H-SiC SiC Source 

Lattice Constant a (Å) 5.43 4.3596 3.0730 3.08063 [23] 

Lattice Constant c (Å) ibid ibid 10.053 15.1173 [23] 

Bandgap (eV) 1.12 2.39 3.263 3.023 [23] 

Critical Electric Field 

(MV/cm) 
0.25 2.5 2.2 2.5 [7] 

Electron Mobility in n-

type SiC (cm
2
/Vs) 

1350 ~800 ~880 ~400 
*SiC basal plane 

[24], [25] 

Hole Mobility in p-type 

SiC (cm
2
/Vs) 

480 ~40 ~120 ~100 
*SiC basal plane, 3C 

[7] 4H/6H [24], [25] 

Thermal Conductivity 

(W/cm K) 
1.5 5 5 5 [7] 

 

Only the 3C polytype has isotropic properties, as well as high mobility [7]; 

however, stacking faults can easily shift growth into another polytype with new 

properties.  While 3C-SiC is very difficult to grow as a single crystal, polycrystalline 3C-

SiC has become of great interest for micro-electrical-mechanical system (MEMS) devices 

[4].  Many electrical studies [9]ï[12] were performed on the 6H polytype with a larger 

Eg; however, the anisotropy of properties including mobility is quite large.  Due to a 

similar Eg but only ~10% anisotropy in mobility, 4H-SiC wafers have become the 

preferred polytype for most electronics research since they became available [4].  The 
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{0001} wafers are commonly sliced off-axis to limit defects during epitaxial growth [7], 

with 8° towards (11ς0) being common for 4H-SiC.   

SiC has a low number of intrinsic carriers (ni) compared to Si due to the high Eg, 

as seen in Eq. 1ï3 where kB is the Boltzmann constant.  When atom vibrations from 

increasing temperature (T) create electronïhole pairs, the number of intrinsic carriers 

increases in the semiconductor.  These carriers can dominate even in a doped 

semiconductor at high enough temperatures, which can eliminate any pïn junctions 

present [7].  The wide bandgap offers a high intrinsic temperature limit for SiC near 

1000 °C.  The wide bandgap also increases the impact ionization energy for SiC, 

allowing a much larger electrical field before device breakdown [7].  The high thermal 

conductivity favors high-temperature operation before thermal-mechanical related failure.   

ὲ θ Ὡ Ⱦ       (1ï3) 

 

SiC is quite chemically inert, rendering most wet etchants beyond molten salts 

ineffective [4], [7].  Microfabrication of SiC devices commonly involves dry etching with 

fluorine-containing species, such as SF6.  The F atoms attack the Si and C atoms to form 

gaseous species that diffuse away.  SiC has been attractive due its native oxide (SiO2) 

being identical to that of Si; however, the oxide grows very slowly on SiCðless than 

0.1 µm even after 10 h.  This chemical inertness of SiC, however, does help extend 

device viability in harsh environments.   
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1.3.2 Indium Nitride 

Indium nitride (InN) is another semiconductor that exhibits multiple polytypes.  

The stable polytype also has a hexagonal, non-centrosymmetric crystal structure in space 

group 186, with the P63mc structure.  The structure can be seen in Figure 1ï6.  As other 

Group IIIïnitride (IIIïN) semiconductors have wide bandgaps, the Eg for InN was 

erroneously reported for years as being of similar range at 1.9 eV [19], [26].  In truth, the 

supposed bandgap was attributed to an impurity absorption level; the actual InN bandgap 

is quite narrow, known to be ~0.64 eV since 2003 [19].  This Eg makes InN sensitive to 

infrared wavelengths.  InN can still be combined with other IIIïN semiconductors, GaN 

and AlN, to tailor the Eg to many different wavelengths.  The narrow Eg of InN actually 

expands the tunable bandgap range for compound IIIïN semiconductors to a near match 

for the solar spectrum [19].   

 

Figure 1ï6. The hexagonal structure of InN.  The larger circles are In atoms, and the 

smaller circles are N atoms.  Made in PowderCell [22].   

 

Undoped InN is an n-type semiconductor with EF pinned above Ec [19].  This 

behavior results in all metalïsemiconductor interfaces being ohmic contacts rather than 

Schottky contacts [19].  The availability of p-type InN is restricted due to the Fermi-level 
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pinning; however, possible p-type conductivity has been detected in Mg-doped bulk InN 

below the n-type surface [27].  Both vacancies and other gaseous impurities such as H2 

[19] have been proposed as completely compensating the p-type dopants.   

Epitaxial InN films have been grown by metal organic CVD (MOCVD) and by 

molecular beam epitaxy (MBE) [26].  Crystal quality and orientation are directly 

influenced by the choice of substrate (commonly alumina) and the presence of any buffer 

layers such as GaN.  The bulk electron mobility of MBE-grown InN can be 

> 2000 cm
2
/Vs for both polarities [28], [29] at various temperatures, providing 

exceptionally fast carrier transport even with the large number of electrons.   

While some research has focused on the semipolar and nonpolar faces [30], the 

polar faces of InN are the (0001) In-face and the (000ρ) N-face, as seen in Figure 1ï7.  A 

polarization vector forms along the c-axis, causing an intrinsic electric field.  Some of the 

properties affected by the polarity along the <0001> directions will be discussed later.  

From an applications point of view, N-face InN is considered more promising due to the 

higher growth temperature, which suggests a higher thermal stability than In-face InN 

[28].   
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Figure 1ï7. The polar faces of InN, as seen from a (1ς10) projection.  The larger circles 

are In atoms, and the smaller circles are N atoms.  Made in PowderCell [22].   

 

InN is not as chemically or thermally robust as SiC.  Decomposition of InN starts 

around 500 °C, limiting its reliable use to lower temperatures [26].  InN can be both dry-

etched and wet-etched using more commonplace chemicals, including hydrochloric acid 

(HCl).  From the aforementioned sensitivity, though, InN is thought to have promise for 

H2 gas sensors, as well as optoelectronic applications such as photovoltaics, fiber optics, 

and LEDs.   
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Chapter 2  
 

Methods and Techniques 

This chapter serves to describe the theory, background, and methodology for 

fabrication and characterization equipment.  Specific work and materials details will be 

further discussed in subsequent chapters as they relate to the results.  As a fellow in the 

NASA Space Technology Research Fellowship (NSTRF) program, part of this research 

was carried out at NASA Glenn Research Center (GRC).  Indication will be made in 

describing specific systems as to their location at PSU or GRC.   

2.1 Sample Fabrication Techniques 

2.1.1 Physical vapor deposition 

The heart of this dissertation is an exploration of metalïsemiconductor interfaces.  

While the semiconductor substrates and epilayers were obtained commercially or from 

other researchers, the formation of thin films on SiC and InN was an integral part of this 

work.  All thin films were deposited using physical vapor deposition (PVD) techniques.  

The source materials for the films are small pellets or target disks of the desired 

materials.  These solid materials are temporarily transformed into gaseous species 

without chemical reaction in order to transport the material to the surfaceðhence, the 

name physical vapor deposition.  Evaporation and sputtering are two PVD techniques 
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which are performed inside vacuum systems.  Samples underwent appropriate surface 

preparation to remove surface contaminants that would alter the interface formed in 

deposition, such as organic particles, trace metals, and oxides.  After appropriate surface 

treatment, the samples are placed inside a vacuum chamber.  These chambers can then be 

pumped down from atmospheric pressure to high vacuum using two stages of pumping.  

The base pressure inside the chamber is ~10
ī8
ï10

ī6
 Torr before deposition.  At this low 

pressure, the length atoms can travel before a collision is very long.  This mean free path 

(ɚmfp) allows atoms from the source material to travel to the sample surface.  The 

evaporated or sputtered atoms then adhere to the surface as well as the parts and walls 

inside the chamber [31].   

Metal thin films can be evaporated from pellets or chunks of the target materials 

placed inside a crucible.  Samples are screwed onto an inverted plate suspended from the 

top of the vacuum chamber.  The water-cooled crucibles reside lower in the chamber.  

Electrons are produced from heating a filament, and then the electrons are steered using a 

magnetic field to arc up into the crucible.  The electron beam then causes local melting of 

the metal, which evaporates into a gas.  These atoms then spread out within the chamber, 

coating the sample and other items within line of sight from the source.  The low 

chamber pressure limits reactions with any residual gases present [31], [32].  

Refractory materials, alloys, and nonmetals are all more complicated to melt; 

hence, these materials are not commonly deposited by evaporation.  Instead, the 

technique of sputtering utilizes a plasma to remove atoms from circular targets for 

depositing thin films.  The sputtering targets are disks with diameters of 2, 3, or 6 in, 

providing an abundance of source material.  In magnetron sputtering systems, these disks 
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are placed up against water-cooled sputtering guns with circular magnets in place to 

improve deposition rates.  The material will be sputtered away from the target, but 

wearing will be preferential in a ring adjacent to the location of the magnet.   

After reaching the desired base pressure, the vacuum system is backfilled with 

argon (Ar) gas to reach the desired operating pressureðtypically in the mTorr range.  A 

negative bias is applied to the target through the sputtering gun.  The magnet keeps the 

electrons in proximity to the target, which in turn sustain the ions (Ar
+
) in the plasma that 

are attracted to the negative target bias.  The physical collisions of the ions send energetic 

atoms out of the target to cover the sample and chamber.  In DC sputtering, the negative 

bias results in suitable yield for metals.  For nonmetals, the less conductive nature of the 

target can cause charge build-up.  An AC bias oscillating at radio frequencies (RF) helps 

dissipate the charge in RF sputtering, resulting in no net current through the target [31], 

[33].  Sputtering results in better conformal coverage than evaporation, as collisions with 

the Ar gas result in atoms depositing from random directions on the substrate [32].  

2.1.2 Preparation of Indium Nitride samples 

The indium nitride (InN) samples used in this dissertation were provided by the 

U. S. Army Research Laboratory (E. D. Readinger and M. Wraback).  The indium nitride 

films were grown by plasma-assisted molecular beam epitaxy (PA-MBE) on gallium 

nitride (GaN) template layers upon sapphire (Al2O3) substrates.  The GaN templates were 

grown 2 µm thick by metal organic chemical vapor deposition (MOCVD) for the In-face 

(0001) samples.  The GaN templates for the N-face (000ρ) samples were grown 0.5ï
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1 µm thick by PA-MBE on low-temperature GaN buffer layers [34].  The GaN templates 

were solvent cleaned with acetone, methanol, isopropanol, and deionized (DI) water.  The 

templates were dipped in dilute 1:1 hydrochloric acid (HCl) prior to loading into the 

reactor.  Prior to the In-face growth, the GaN surface was cleaned in-situ with a 2-min Ga 

flash.   

The received InN surfaces were degreased before metal deposition for 5 min in 

acetone, 1 min in isopropanol, and 5 min in DI water.  The samples were then soaked for 

2 min in dilute HCl, mixed by volume to be 1:10 ratio of HCl to water.  This 

concentration had been shown not to significantly etch away or roughen the surface of 

InN.  The samples were then rinsed for 2 min in DI water before being blown dry with 

nitrogen (N2) gas.  The samples were loaded into an Edwards Auto 306 Vacuum System 

at PSU seen in Figure 2ï1(a) for electron beam (e-beam) evaporation.  Nickel (Ni) films 

were deposited at a rate of 1 Å/s after reaching a base pressure of ~10
ī6

 Torr.  Additional 

Ni films for higher temperatures and longer durations were deposited at PSU in a Denton 

502-A DC Magnetron Sputtering System seen in Figure 2ï1(b).  These films were 

sputtered at 5.5 mTorr at 1.2 Å/s after reaching a base pressure < 10
ī7

 Torr.   
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Figure 2ï1. (a) The interior of the e-beam evaporation system for evaporating metals 

from the crucibles at the bottom to the samples on top (behind the shutter).  (b) The 

interior of the sputtering system for depositing metals from the targets up top (behind the 

shutters) to the sample stage below.   

2.1.3 Preparation of Silicon Carbide samples 

Four p-type 4H-SiC epilayers with different doping levels were fabricated into 

transfer length measurement (TLM) structures with varying W:Ni alloys according to the 

following methods at GRC.  Variations are included at the end for n-type samples as well 

as additional p-type samples that were fabricated with only ohmic alloy compositions.  

All samples consisted of doped epilayers grown on semi-insulating (SI) SiC substrates 

obtained commercially from Cree, Inc.   

 

2.1.3.1 Mesa formation 

Quarter wafers were diced into squares ~1 cm
2
 using a water-cooled dicing saw.  

Due to the transparent nature of SiC, currentïvoltage tests were performed on the 

surfaces of the diced pieces to confirm the doped epilayer location.  These samples were 
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cleaned in acetone and isopropanol before being blown dry with N2.  The samples were 

then loaded into a 6-in sputtering system seen in Figure 2ï2 built from Materials 

Research Corporation parts.  The 6-in targets allow for large uniformity in the films 

deposited over many small samples at once.  After reaching a base pressure of ~10
ī7
ï < 2 

× 10
ī6

 Torr, the system was used to deposit 3 µm of aluminum (Al) as a sacrificial layer.  

The operating pressure was ~8 mTorr, sputtering at 100 W over ~5 h. 

 

Figure 2ï2. A Materials Research Corporation 6-in sputtering system was used for 

depositing sacrificial Al films.   

 

Each Al-coated piece was placed on a photoresist spinner and covered in 1ï

2 drops of hexamethyldisilane (HMDS) as an adhesion promoter.  These samples were 

then spun at 3000 rpm for ~20 s.  The samples were then covered in 2ï4 drops of Shipley 

S1813 positive photoresist before being spun at 3000 rpm for 40 s.  The samples were 

then placed in a Petri dish and hard baked at 90 °C for 5 min in a N2 oven.  The resist was 

then patterned using contact photolithography.  The mask for the mesa layers was placed 

in the Karl Süss MJB3 Aligner seen in Figure 2ï3.  This mask was aligned to each 

sample on a vacuum chuck before being exposed in contact for 12 s at 8 mWcm
ī2

.  The 
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exposed samples were all placed in MF-319 developer for 2 min before a 5-min DI water 

rinse and being blown dry with N2 gas.   

 

Figure 2ï3. A Karl Süss MJB3 Aligner was used for patterning and exposing photoresist.   

 

A beaker of phosphoric acid (H3PO4) was placed on top of Teflon bubbling balls 

in a water bath.  The phosphoric acid was heated in this arrangement to 50 °C, with the 

temperature regulated by the thermocouple seen in Figure 2ï4(a) plugged into the hot 

plate.  The hardened photoresist acted as a mask for etching the Al sacrificial layer.  The 

samples were each etched in the H3PO4 for 5ï9 min until the hydrogen gas bubbles 

ceased forming around the sample.  The solution was only used while the temperature 

was stable, between 48ï54 °C, in order to not vary the etch rate significantly.  All pieces 

were rinsed in DI water and blown dry with N2 gas.  The photoresist was examined in a 

filtered optical microscope to ensure fidelity of the lithographic transfer.  The photoresist 

was then stripped in acetone.   

The samples were then loaded into the reactive ion etcher (RIE) seen in Figure 2ï

4(b) and (c).  This system is pumped out to a vacuum of Ò 10
ī5

 Torr.  The process gas of 

25 sccm Ar and 15 sccm SF6 at 25 mTorr was then introduced into the chamber.  A RF 

power supply formed a plasma within the chamber from the processing gas.  The ionized 
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gas is even more reactive in etching the Al and SiC.  The showerhead formation seen in 

Figure 2ï4(c) causes the gas to be highly directional into the samples, and minimizes the 

side etching of the SiC areas protected by the Al.  RIE etching was conducted at 400 WRF 

for ~1 h to etch mesas ~3 µm into the SiC.  Currentïvoltage probes applied to adjacent 

mesas proved the junction isolation by the lack of measurable current flow.  The 

remaining Al sacrificial layer was then etched in another hot H3PO4 bath until all 

hydrogen bubble formation had ceased.   

(a)   (b)   (c)  

Figure 2ï4. (a) A H3PO4 solution in a water bath was heated on a hot plate for wet 

etching the Al layers.  The RIE chamber (b) exterior and (c) interior was used for 

directional dry etching of SiC and the metal layers.   

 

2.1.3.2 Contact formation 

The SiC surfaces were once again degreased with acetone and isopropanol before 

being blown dry with N2 gas.  These surfaces then underwent a ópiranha cleanô to remove 

organic contaminants.  The piranha solution used here consisted of a 1:1 volume ratio of 

sulfuric acid (95ï98% H2SO4) and 30% hydrogen peroxide (H2O2).  The steps below 

were used to prepare ~150 mL of piranha solution, sufficient for most small pieces.  

Appropriate personal protective equipment for all acid work included Trionic® gloves, 

an acid apron, and face shield.  The arrangement shown in Figure 2ï5(a) for piranha 

( (

c) 
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solution limits any lab damage from the exothermic reaction as well as reduces the 

difficulty in retrieving the samples.   

 

1. Pour 75 mL of H2O2 into a 400 mL beaker.  Rest the beaker on top of an inverted 

Petri dish in the acid hood so the exothermic reaction does not damage the hood 

surface. 

2. Pour 75 mL of H2SO4 into a second 400 mL beaker. 

3. Place the SiC sample(s) in a Teflon basket. 

4. Pour the H2SO4 into the H2O2 beaker.  Then rinse the empty acid beaker. 

5. Lower the Teflon basket into the piranha solution for 15 min.  Use Teflon 

tweezers, if necessary, to help prevent samples from floating. 

6. Lift the Teflon basket into the DI water tub rinse with active water flow for 

10+ min after piranha clean.  Blow the samples dry with N2 gas.   

7. Allow the piranha solution to be fully spent before collecting the waste in a bottle 

with a perforated cap for off-gassing. 

 

(a)   (b)  

Figure 2ï5. (a) A Teflon sample basket in a beaker of 1:1 piranha solution on top of a 

Petri dish.  (b) A Teflon sample basket in a beaker of 2:1 aqua regia on top of a Petri dish.   

(

b) 
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The dried samples then underwent a 30ï60 s dip in 49% hydrofluoric acid (HF) in 

a Teflon beaker.  The HF etched away any silicon dioxide (SiO2) formed on the surface 

of the SiC.  The samples then underwent a 10+ min DI tub rinse.  After being blown dry 

with N2 gas, the samples were then loaded into a sputtering system.   

A custom two-chamber óGeminiô RF/DC magnetron sputtering system (3-in 

targets) was used for contact metallization.  The two-chamber system was pumped to a 

base pressure of ~10
ī8
ï10

ī7
 Torr.  The system then underwent a 1 h bake-out at 300 °C 

before cooling for another hour.  Titanium (Ti) was DC-sputtered in the right hand 

chamber of the system seen in Figure 2ï6 as an active getter of oxygen from the gas in 

the chamber.  The isolation valve between the two chambers was half-closed during 

deposition to limit the movement of Ti atoms.  The left-hand chamber in Figure 2ï6 has 

two guns oriented opposite one another, with the mount for the sample in between the 

guns in place of a shutter.  After 5 min of Ti sputtering, the W or W:Ni target was pre-

sputtered for 5 min at 10.2 mTorr.  This pressure was selected to minimize film stress 

from analysis done during process development.  The RF sputtering power and time were 

kept constant between all the W/W:Ni metal targets at 200 WRF and ~18 min 5 s.  The 

resultant film thicknesses were closer to 1600ï1800 Å rather than the goal of 2000 Å, as 

measured from both etch-back samples and along the cross-section of a wafer.  The 

powerïtime conditions were maintained for consistency in all deposited samples.  After 

extinguishing the plasma around the metal target and igniting the other RF gun, the 

sample mount was reoriented to deposit Si.  A thin Si cap (~70 Å) was deposited for 

1 min 42 s at 200 WRF and 4.5 mTorr.  The chamber was allowed to cool to room 

temperature before extracting the samples. 
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Figure 2ï6. The two-chamber sputtering system was used for depositing Si/W:Ni layers 

in the left hand chamber, and sputtering Ti as an oxygen getter in the right hand chamber.   

 

Another layer of 3 µm of Al was deposited in the 6-in sputtering system upon the 

metallized mesas.  This sacrificial layer was patterned according to the same 

photolithography procedure as the mesas.  The contact mask was aligned to the marks 

from the mesa layer before exposure.  After development, another hot H3PO4 bath etched 

the Al layer; and the photoresist was then stripped.  The RIE plasma consisted of 

140 sccm Ar and 5 sccm SF6 with a chamber pressure of 25 mTorr powered at 300 WRF.  

This combination etched the Si/W:Ni layers without considerable etching of the SiC over 

times varying from 27ï37 min.  The RIE etch was performed incrementally until the 

areas between the mesas and those between the contacts were cleared of metals.  After an 

isolation check, the Al was stripped in a final hot H3PO4 bath.  The samples of SiC 

(~1 cm
2
) were then diced into smaller pieces for annealing.   

 

2.1.3.3 Variations for the n-type samples 

The n-type samples and some p-type samples (NA = 1 × 10
20

 cm
ī3

) underwent a 

piranha clean, followed by a deliberate oxidation before initial dicing to protect the 
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surface from the adhesive and metal contaminants.  These samples were first thermally 

oxidized in a tube furnace for 3 h at 1150 °C.  However, the chemical robustness of SiC 

creates only a very thin SiO2 film, around 40 nm.  Further SiO2 was deposited by using 

tetraethyl orthosilicate (TEOS), which self-decomposes into SiO2 without additional 

consumption of the SiC layer.  The TEOS procedure is an automated process resulting in 

growth of ~1 µm from a full day run.  After dicing, the SiO2 was then stripped for 30 min 

in 6:1 buffered oxide etchant (BOE).   

These surfaces were cleaned with a piranha clean, an óaqua regiaô clean, and an 

HF dip before Al deposition for mesa formation.  The red aqua regia clean seen in Figure 

2ï5(b) was performed to remove any trace metal contaminants.  The aqua regia was 

mixed as a 2:1 solution of hydrochloric and nitric acids, HCl:HNO3.  The HNO3 was 

added to the HCl, and the samples were lowered in the Teflon basket for 10ï15 min.  The 

samples were rinsed in the DI tub rinse for 10+ min before the HF dip.  The aqua regia 

solution was allowed to be fully spent before collecting the waste in a bottle with a 

perforated cap for off-gassing. 

The photolithography spinner was replaced, with the new spin settings at 

6000 rpm for 60 s after application of the HMDS, followed by a 4 min bake at 90 °C in 

air.  The photoresist was spun at 3000 rpm for 60 s before being baked at 90 °C.  After 

mesa formation, these samples underwent another piranha clean and HF dip before a dry 

oxidation for 1.5 h at 1150 °C to clean the surface.  This dry oxide was stripped before 

loading the two-chamber sputtering system for contact metallization.   
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2.1.4 Annealing 

After fabrication, all samples underwent annealing for ohmic contact formation 

(SiC) and/or thermal stability (SiC and InN).  Annealing for ohmic contact formation on 

SiC occurred in a dedicated Thermcraft, Inc., three-stage tube furnace at GRC seen in 

Figure 2ï7(a).  The SiC samples were placed on a carrier sled in the center of Stage 2.  

Samples were loaded at 150 °C under 5 slpm of ultra-high purity Ar gas.  Ti slugs on 

separate boat(s) were upstream of the samples for additional oxygen gettering of the Ar 

gas.  Reaching peak annealing temperatures of 1000 °C, 1100 °C, 1150 °C, and 1200 °C 

consisted of 0.75ï1 h of ramp time before 0.5 h at peak temperature.  The samples were 

extracted from the furnace at 150 °C after cooling for several hours, with a cross-over to 

N2 gas below 600 °C.   

(a)   (b)  

Figure 2ï7. (a) The three-stage tube furnace was used for ohmic contact formation on 

SiC, and (b) the tube furnace with the gettering furnace (on left) was used for aging InN 

and SiC samples.   

 

The InN and SiC samples were aged in a Lindberg tube furnace at PSU seen in 

Figure 2ï7(b).  This tube furnace has a gettering furnace upstream of the samples to 
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remove oxygen from the ultra-high purity Ar or N2 gas.  For the shorter runs aging the 

InN samples, the tube was loaded into the furnace after reaching peak temperature and 

extracted upon completion.  The longer runs aging the SiC samples began and ended with 

the tube already inside the furnace. 

Additional layers on SiC were studied using an AS-One rapid thermal annealing 

(RTA) system at GRC shown in Figure 2ï8.  Samples are placed on a carrier SiC wafer.  

This system has a roughing pump attached to achieve a vacuum in the mTorr range 

before a gas purge with N2 or Ar.  The system can them ramp to temperature in minutes 

with the heating lamps.  This computer-controlled system has temperature feedback from 

the system pyrometer as well as monitoring of the gas flow and pressure.  The system is 

both water- and gas-cooled to return to room temperature.   

 

Figure 2ï8. The AS-One rapid thermal annealing system with heating lamps above the 

carrier wafer was used in the diffusion barrier study.   

2.2 Electrical Characterization 

While many electrical measurements can be made, the simultaneous ohmic 

contact study was focused specifically on the specific contact resistance.  Forming ohmic 
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contacts to SiC has been a difficult proposition as, quite often, metals form rectifying 

contacts [9], [10].   

2.2.1 Transfer length measurement structure 

Linear transfer length measurement (TLM) test structures were used to evaluate 

the electrical properties of the ohmic contacts to SiC.  The TLM electrical structure 

consisted of six rectangular pads placed at different distances apart, as seen in Figure 2ï9.  

These contacts reside on a raised mesa of the doped epilayer; and the mesas are 

electrically isolated from each other.  The TLM mask had three different sets of 

dimensions for contact spacing and length, with five mesas in each set on the mask.  The 

first gap (d12) in the TLM patterns had nominal spacing of 35, 30, and 25 ɛm, with 

subsequent gaps spaced at 2 ×, 3 ×, 4 ×, and 5 × d12.  The nominal contact lengths (L) 

were 50, 45, and 40 ɛm, along with nominal widths (Z) of 100 ɛm.  These values are 

summarized in Table 2ï1 for the three dimensions.  After completed samples were diced, 

an ideal sample had 15 TLM mesasðfive of each size set.  The actual number of TLM 

structures on pieces utilized for characterization varied from 8ï21.  The gap spacings and 

contact dimensions were measured in field-emission scanning electron microscopes 

(FESEMs) to ensure accurate fits, even with process variations.  At least three 

measurements for each dimension per sample were collected and then averaged.   
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Figure 2ï9. The TLM structures consisted of six contacts on top of a raised mesa.  

Dimensions are marked with their labels: mesa width (W), contact width (Z), contact 

length (L), and gap spacings (d).  Adapted from [14].   

 

Table 2ï1. Nominal dimensions of the TLM gap 

spacings for constant width of Z = 100 µm.   

 L = 40 µm L = 45 µm L = 50 µm 

d12 35 µm 30 µm 25 µm 

d23 70 µm 60 µm 50 µm 

d34 105 µm 90 µm 75 µm 

d45 140 µm 120 µm 100 µm 

d56 175 µm 150 µm 125 µm 

 

Currentïvoltage measurements were obtained between two consecutive contacts 

in order to obtain the resistance (RT), per Ohmôs law (Eq. 2ï1).  These measurements 

were collected using a four-probe configuration, with the current sourcing conditions 

limited to ± 0.01 A.  In order to minimize any artifacts due to the metal sheet resistance 

[35], the probes were placed as close to collinear as possible.  The voltage probes were 

closest to the gap, and the current probes were placed at the far ends of the contact 

lengths, as seen in the idealized schematic of Figure 2ï10(a).  Nonlinear measurements 

were not strictly rectifying, but exhibited curvature in both current directions, as seen in 
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Figure 2ï10(b).  These nonlinear measurements have not been quantified in this 

dissertation or any journal.  Resistances were obtained only from linear measurements 

with good fits (R
2
 > 0.99), as seen in Figure 2ï10(c).  For currentïvoltage measurements 

from the p-SiC samples, the currentïvoltage measurements showed minor deviations 

from linearity, especially at higher currents.  These deviations can come from artifacts 

and vibrations in the measurement set-up.  For these conditions, the RT values were 

extracted from ± 0.002 A within the full currentïvoltage range with strict adherence to 

good fits.  

Ὑ ὠȾὍ       (2ï1) 

 

 

Figure 2ï10. (a) The ideal configuration of four probes for currentïvoltage 

measurements in order to extract the specific contact resistance values.  Currentïvoltage 

measurements to W50:Ni50/n-SiC were (b) nonlinear as-deposited and (c) ohmic after 

annealing at 1150 °C.   
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2.2.2 Specific contact resistance extraction 

The resistance values were plotted against gap spacing (RT vs. d) as seen in Figure 

2ï11.  A linear fit (R
2
 > 0.99) resulted in the extraction of the transfer length (LT) and 

sheet resistance (Rsh) according to Eq. 2ï2; and from these parameters and Eq. 2ï3, the 

specific contact resistance (ɟc) was calculated [14].  The semiconductor sheet resistance 

Rsh, or resistivity divided by thickness, was extracted from the slope.  The size-dependent 

value of the contact resistance (Rc) was extracted from the y-axis intercept.  The transfer 

length LT, or length through the contact where the current flows between the metal and 

the semiconductor, was extracted from the x-axis intercept [14].  The ɟc is a size-

independent measure of the contact resistance, which is important for comparing values 

from different test structures and studies.   

Ὑ  Ὠ ςὙ Ὠ ςὒ      (2ï2) 

”  Ὑ  ὒ        (2ï3) 

 

 

Figure 2ï11. The schematic model of a TLM fit for RT vs. d as shown in Eqs. 2ï2 and 2ï

3.  Adapted from [14].   
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These equations are valid as long as the length of the contacts is much greater 

than the transfer length (L Ó 1.5 LT).  When the L is not much greater than LT, the ɟc 

calculated by Eq. 2ï3 must be multiplied by tanh(L/LT) to account for the length ratio no 

longer resulting in the hyperbolic tangent being near unity.  The lowest detectable ɟc 

according to the linear TLM method is detailed by Eq. 2ï4, being limited by the 

thickness (t) of the epilayer and the sheet resistance (e.g., doping) of said layer [14].   

” πȢς Ὑ  ὸ        (2ï4) 

 

Any linear fits with R
2
 < 0.99 were not included in the reported data.  Some fits 

and ɟc extractions were performed with only four points instead of five due to damage, 

debris, and strong visible displacement from linearity.  Another irregular situation 

occurred when LT values were very close to or below zero, even for data that exhibited a 

good linear fit (R
2
 > 0.99).  The quantity LT cannot physically be negative, nor can ɟc.  In 

these cases, the linear fitting parameters used in the regressions modeled in Figure 2ï11 

were used with their uncertainties to obtain the maximum ɟc value.  Linear regression is 

strongest with the more known variable as the dependent variable; hence, the data were 

re-plotted as d vs. RT.  The uncertainty (sm and sb) in the least squares fitting parameters 

from Eq. 2ï5 was obtained from the LINEST extraction in Microsoft Excel.  The 

uncertainties were subtracted from the fit parameters (e.g., m ī sm) to find the maximum 

ɟc that could be confidently reported from the measurements with a positive LT, even if 

the actual ɟc was lower.   

ά  ÁÎÄ ὦ       (2ï5) 
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2.3 Materials Characterization Techniques 

The materials characterization techniques used in these studies provide a variety 

of information in different ways.  The methods and their benefits (and limitations) will be 

discussed in the context of the information they provide: structure, morphology, and 

composition.   

2.3.1 X-ray diffraction  

X-ray diffraction (XRD) is a nondestructive technique used for phase 

identification based on crystal structure.  Crystals have a repeating arrangement of atoms 

(a unit cell) in three-dimensional space.  This long-range order can be defined not only by 

the geometrical shape (the lattice) use to define the unit cell but also the symmetry found 

in the arrangement of atoms.  The lattice parameters include the lengths of the unit cell 

vectors (a, b, and c) as well as the angular relationship between the three vectors (Ŭ, ɓ, 

and ɔ).  The various two-dimensional sheets of atoms inside the lattice are termed crystal 

planes.  Miller indices (hkl) are used to name each crystal plane by the reciprocals of the 

plane/cell vector intersections.  A specific plane is named (hkl), while the family of 

planes that are integer permutations and negatives of each other is termed {hkl}.  The 

interplanar spacing, or distance between each plane in a family, is termed d (dhkl).  XRD 

detects the peak locations in d* -space corresponding to X-rays diffracting off crystal 

planes according to the symmetry of the structure [36].  The dhkl can be calculated from 
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the lattice parameters, e.g., using Eqs. 2ï6 and 2ï7 for orthorhombic and hexagonal 

structures, respectively.  

orthorhombic       (2ï6) 

hexagonal       (2ï7) 

 

The fundamental principle of XRD comes from Braggôs law (Eq. 2ï8).  Incident 

X-rays (1 and 2) interact with planes of atoms, resulting in diffracted X-rays (1ᾳ and 2ᾳ) at 

the same angle relative to each plane of atoms, as seen in Figure 2ï12.  The parallel 

planes belonging to the same family { hkl} result in the X-rays in position 2 traveling 

further than those in position 1, with a path spacing of 2dsin(ɗ) as shown by the line of 

blue squares.  Constructive interference between the diffracted X-rays occurs when 

2dsin(ɗ) is equal to an integer number of wavelengths (nɚ).  The integer wavelength 

condition results in a diffraction peak or óreflectionô in the XRD pattern.  XRD patterns 

are commonly plotted with 2ɗ on the x-axis, based on the receiving geometry angle being 

2ɗ from the incident direction as seen in Figure 2ï13.  The intensity of a peak for 

randomly oriented samples is related to the square of the structure factor Fhkl, which is 

calculated in Eq. 2ï9 from the position of each atom in the unit cell (uvw) [36]. 

ὲ‗ ςὨ ÓÉÎ—       (2ï8) 

Ὂ В Ὢ Ὡ ᶻ     (2ï9) 
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Figure 2ï12. A visual depiction of Braggôs law: Crystal planes parallel to the surface are 

spaced at dhkl and have a surface normal bisecting the X-ray path (shown as the dash-dot 

red vector).  X-rays incident (1 and 2) at the Bragg angle ɗ are diffracted (1ᾳ and 2ᾳ) from 

these crystal planes at the same angle ɗ.  The path difference between the X-rays is the 

line of square dots, equal to 2dsin(ɗ).  Adapted From [36], [37].   

 

 

Figure 2ï13. Visual depiction of the ɗï2ɗ symmetry of the incident and diffracted X-

rays.  Adapted from [36].   

 

For all experiments performed here, the X-rays were generated from a copper 

source.  The detectors are sensitive to X-ray collection for both angular position (2ɗ) and 

intensity (I) data collection.  Researchers have expanded the available types and 

configurations of sources, optics, and detectors used in XRD for different sample types 
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and the information acquired.  Three configurations of XRD available at PSU are 

discussed below. 

 

2.3.1.1 BraggïBrentano X-ray diffraction 

Conventional powder XRD uses the BraggïBrentano geometry, modeled after 

Braggôs law pictured in Figure 2ï12.  The X-rays exit the Cu source and pass through 

Soller slits, which are thin parallel foils spaced at 0.04 rad to help limit the spread of the 

beam.  The X-rays then pass through the programmable divergent slit (PDS), the beam 

mask (5 or 10 mm), and the fixed anti-scattering slit (0.5° or 1°).  The Soller slits and 

beam mask limit the axial divergence of the beam on the sample.  The PDS and the anti-

scatter slit limit the beam spread on the sample in the direction perpendicular to the beam 

axis.  The X-rays are then incident upon the sample at an incident angle (ɗ) and reflected 

at the same angle (ɗ).  The receiving angle between the sample and the detector is ɗ, but 

the angle between the incident X-ray and the detector is 2ɗ, as seen in Figure 2ï13.  The 

diffracted X-rays pass through receiving optics consisting of a programmable anti-scatter 

slit, a second set of 0.04 rad Soller slits, and a 0.02 mm Ni filter before entering a linear 

PIXcel 1D detector [38].  The Ni filter minimizes the intensities of any Cu Kɓ reflections 

before the detector digitally records the intensities of the diffracted X-rays.   

For BraggïBrentano geometry, a PANalytical XôPert Pro Multi-Purpose 

Diffractometer (MPD) was used (Figure 2ï14(a)).  The generator settings used for the Cu 

radiation are 45 kV and 40 mA.  The MPD generator emits Cu KŬ1 and KŬ2 lines, with 

wavelengths of 1.54059 Å and 1.54443 Å, respectively.  In this thetaïtheta (ɗïɗ) system, 

the incident beam (and optics) moves upward along a fixed arc, the goniometer circle.  
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Consequently, the detector (and receiving optics) also moves along the goniometer circle 

at the same speed and ɗ angles to collect any diffracted X-rays from the incident angles.  

The goniometer circle remains fixed in size; however, the ófocusing circleô between the 

source, sample, and detector does decrease in size at increasing ɗ angles.  The thin film 

samples were placed on a single-crystal quartz (6° off the c-axis) low-background holder 

(~1 in
2
), which does not significantly contribute further to the pattern.  The height of the 

sample (and stage) must be precisely adjusted with a dial gauge before an XRD scan in 

order to fulfill  the geometrical requirements of XRD.   

(a)  (b)  

Figure 2ï14. The PANalytical XôPert Pro MPD ɗïɗ system can be used in (a) Braggï

Brentano configuration and (b) grazing incidence configuration (GIXRD).   

 

2.3.1.2 Grazing incidence X-ray diffraction 

Thin film specimens often allow for X-ray penetration deep into the sample, 

which results in the substrate peaks being much larger than those from a thin film.  

BraggïBrentano geometry also only allows for the detection of planes which are parallel 

to the sample surface [37], [38].  In a powder sample, one expects >10
6
 particles for 

random orientation and signals [38].  In thin films, often with preferred orientation, not 

enough grains have planes oriented parallel to the surface for detection; but an 

(

b) 
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asymmetric diffraction arrangement can detect these planes [39].  The same MPD system 

also has optics seen in Figure 2ï14(b) which can be used for Grazing Incidence X-ray 

Diffraction (GIXRD).  As seen in Figure 2ï15, GIXRD allows for diffraction from planes 

not oriented parallel to the surface.  In GIXRD geometry, the generated X-rays are 

diffracted by a parabolic mirror with multilayer graded coatings.  The mirror and a 0.5° 

divergence slit shape the X-rays into nearly parallel beams incident upon the sample at a 

fixed, incident angle (ɤ).  The shallow (< 5°) ɤ angles allow the X-rays to pass laterally 

through the film(s) for longer distances, resulting in smaller penetration depths into the 

sample.  A 0.27 mm parallel plate collimator (PPC) is placed before the PIXcel 1D 

detector, and this configuration can then be swept through the 2ɗ collection arc to record 

X-ray intensities from a variety of planes.  The sample height upon the low-background 

holder must still be set precisely in GIXRD in order to fulfill the necessary geometry.   

 

Figure 2ï15. GIXRD orientation: The incident X-ray enters at a fixed angle ɤ, and 

diffracted X-rays from off-axis planes are detected at their 2ɗ angles.  The red dot-dash 

vectors represent the plane normals, which are bisectors of the incident and diffracted 

beams.  Adapted from [39].   
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2.3.1.3 Microdiffraction 

Another XRD configuration is microdiffraction, performed in this study with the 

Rigaku DMAX-Rapid II microdiffractometer seen in Figure 2ï16(a).  The 

microdiffractometer generator conditions for Cu radiation are 50 kV and 40 mA.  The X-

rays emitted from the Cu source pass through a monochromator and a collimator before 

reaching the sample.  The resultant X-rays from the Rigaku are considered to have a 

wavelength averaged between KŬ1 and KŬ2 (1.5418 Å).  The X-rays, collimated to a 

small spot size (0.3 mm), are thus focused on a small area of the sample.  Thin film 

samples are mounted on a Si low-background holder dotted with dish soap.  The sample 

holder forms a fixed ɢg angle of 45° between the vertical axis of the cylindrical image 

plate and the normal of the sample/holder.  During an XRD scan, the sample can be 

fixed, rotated around its own axis (ű), or rocked left and right around the vertical (ɤ) axis 

past the collimated beam [40].  The angle configuration can be seen in Figure 2ï16(b).   

Using a camera, the sample position is adjusted relative to the collimator to set the 

sample to the detector distance before an XRD scan.  The adjustments result in the 

convergence of the sample, the ɤ rotation axis, the ű rotation axis, and the beam to avoid 

large sample movements during angular rotation (a eucentric point) [41].  Using ɤ 

angular oscillation, the sampling statistics can be improved for very small samples by 

increasing the area exposed to the beam [40].  The SiC samples were typically oscillated 

on the ɤ-axis through 8ï10° with a fixed ű for 10 min.  The experimentally determined 

outer bounds for ɤ oscillation were 12° and 37°, with typically two scans collected 

within these limits.  A faster scan was collected at ű = 90° from the initial mounting to 

confirm that no phase was missed due to geometry limitations.   
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(a)  (b)  (c)  

Figure 2ï16. (a) The Rigaku DMAX-Rapid II microdiffractometer is shown with 

schematics of (b) the angle configurations relative to the area detector and (c) the 

Cartesian/polar coordinates of the detector. (b) and (c) adapted from [40].   

  

The detector for the DMAX Rapid II consists of a curved image plate forming 

210° of a vertical cylinder, as seen in Figure 2ï16(a) and (b) [42].  Linear detectors in 

most diffractometers only collect a thin slice of the diffracted Debye cone of X-rays.  The 

large-area detector on the microdiffractometer allows for collecting arcs or complete 

rings by intersecting the whole Debye cone [40], [41].  The rings may appear as brief arcs 

for low intensity reflections, an insufficient number of sampled grains, or preferred 

orientation [37], [39].  The mentioned cases all enhance the value of the large area 

detector.  The X-rays reaching the detector interact with the BaFBr:Eu phosphor coating, 

and the intensity detection from the whole plate is read out in a rastering pattern by a 

laser at the end of the scan [40], [43].  A beam stop is in place during the scan to limit the 

direct X-ray beam permanently imprinting on the detector.  

Points on the flat óunrolledô image from the detector can be indexed to (x, y) 

positions or (2ɗ, ɢ) in polar coordinates as seen in Figure 2ï16(c).  The reflection arc 

intensities can then be integrated [40], [44] from 2ɗ max/min to ɢ max/min angles on the 

(

b) 

(

c) 
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plate to obtain I vs. 2ɗ plots.  The AreaMax 2.0 software limits areas from the reflection 

geometry, and a 0.02° step size is used.  The reflection geometry with the cylindrical 

detector undergoes a defocusing effect which can cause a loss in resolution at higher 2ɗ 

angles [40].  

Phase identification from all XRD I vs. 2ɗ patterns was performed using 

Jade2010 Analysis software by MDI of Livermore, CA, as well as the International 

Centre for Diffraction Data (ICDD) PDF 4+ database and the Inorganic Crystal Structure 

Database (ICSD).  Additional diffraction patterns and crystal variations were also 

explored using Powder Cell for Windows v. 2.4 [22].   

2.3.2 Electron microscopy 

Electron microscopy involves probing a sample with high-energy electrons and 

collecting the perturbed electrons that have interacted with the sample.  This interaction 

can take place over exposed surfaces, as in scanning electron microscopy; or by passing 

through a thinned sample, as in transmission electron microscopy.   

 

2.3.2.1 Scanning electron microscopy 

With the ever diminishing size of samples and their features, use of a scanning 

electron microscope (SEM) has become imperative for imaging.  Imaging using an SEM 

is a nondestructive technique, but the sample must be vacuum compatible.  Inside the 

SEM, electrons are emitted from a source and then accelerated to high voltages (~1ï

10 kV) under high vacuums.  These electrons are strongly collimated and shifted with 
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magnetic lenses before reaching the sample surface.  With the long lmfp, the electrons 

will not have other interactions before reaching the sample and being collected by the 

detector.  Secondary electrons are emitted strictly from the surface, less than 50 nm in 

depth [14].  Images formed by secondary electrons provide good resolution of the 

morphology and for measuring features.  Backscattered electrons originate from deeper 

into the surface of the sample but provide a visual contrast from different elements.  Both 

SEMs used at PSU have field-emission (FE) sources for excellent resolution.  Thin film 

samples are mounted in the SEM under copper tape or upon carbon tape for the LEO 

1530 FESEM and the FEI Nova NanoSEM 630, respectively.  The LEO has automatic 

beam deceleration, whereas this feature can be manually employed on the NanoSEM xT 

microscope control software when necessary.  The NanoSEM seen in Figure 2ï17 can 

also be backfilled with water vapor to a low-vacuum mode to help prevent drift from 

charging samples. 

   

Figure 2ï17. (a) The exterior of the FEI NanoSEM 630 used for imaging with the X-ray 

energy dispersive spectroscopy attachment on the far left; and (b) the interior of the same.   
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2.3.2.2 X-ray energy dispersive spectroscopy 

The NanoSEM can also be used for X-ray energy dispersive spectroscopy 

(XEDS) using AZtec Software.  XEDS involves accelerated electrons ejecting core 

electrons.  In order to relax, another electron from a higher energy level drops into place 

and a characteristic X-ray is emitted.  The transition shown in Figure 2ï18 resulted in a 

Ka X-ray due to the energy transition between the L and K energy levels.  The dominant 

transition studied varies with the elements (Kb and La X-rays and so forth).  The 

accelerated electrons must have enough energy to excite the atom and cause the 

characteristic X-ray emissionðe.g., the electrons have higher energies than the 

characteristic X-rays.  From these X-rays, the elemental composition present can be 

determined in a qualitative manner or a more quantitative manner with prepared 

standards.  For some compositions, the X-rays spectral lines from the elements will 

overlap, making an accurate (semi-)quantification of their presence impossible.  The X-

rays originate from depths up to microns inside the sample, depending on the incident 

energy and the sample material; thus, XEDS is not a surface-sensitive technique.  XEDS 

can be performed in point or area mode, as well as elemental mapping.  XEDS can also 

be performed in a transmission electron microscope, with greater spatial certainty [14]. 
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Figure 2ï18. Emission of a Ka X-ray for XEDS: After the K electron is displaced, the L2 

electron replaces the K electron, leaving the energy difference for the emission of a Ka 

X-ray.  Adapted from [14].   

 

2.3.2.3 Transmission electron microscopy 

A transmission electron microscope (TEM) can provide information about 

structure, composition, and morphology for thin, electron-transparent cross-sections of 

samples.  Preparing samples for the TEM is unfortunately both destructive and often 

time-consuming as the samples must be prepared by mechanical polishing and/or using a 

focused ion beam (FIB) in order to be sufficiently thin (< 100 nm).  In mechanical 

polishing, two thin pieces are cut from the sample using a diamond saw.  These slices are 

then mated together (or one specimen piece to a slice of Si) and adhered with silver 

epoxy.  After the epoxy has cured, the samples are mounted on a polishing tripod or disk 

apparatus with wax.  These samples are then polished on a rotating wheel with diamond 

papers (South Bay Technology) of varying grit sizes.  Starting with the roughest papers, 

material is removed from the sample in a lapping motion.  The diamond papers used 

ranged from 30 to 0.5 µm.  Polishing progresses from higher to lower grit specifications 

as the sample thins, thus producing a well-polished sample surface.  The sample is then 
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attached with epoxy to a TEM grid, 3 mm in diameter.  The grids are made of Mo to 

avoid stray Cu peaks in XEDS.  The sample and grid are reattached to the tripod with 

wax for polishing the other side to a small thickness (~1 µm) with a smooth surface.  The 

very thin sample and grid can then be placed in an ion mill.  The samples are then chilled 

and bombarded with Ar ions to produce a small finite hole.  In the area around the hole, 

the sample will be electron transparent for study in the TEM.   

Alternatively, when site specific cross-sections are desired, the cross-section can 

be obtained using a FIB, such as the FEI Quanta 200 3D Dual Beam at PSU.  A 

protective material (C or Pt) is deposited over the area of interest.  The ion beam 

(normally Ga) is then used to sputter away the material around the area of interest.  

Ultimately, the sample is tilted to cut out the thinned cross-section with the ion beam.  An 

Omniprobe can then be used to lift the cross-section and attach it to a TEM grid with the 

Pt.  Whether mechanical polishing or using the FIB, one must be aware of the damage 

being caused to the exact sample under examination.  Mechanical polishing with 

progressively finer papers can remove much of the damage caused by rougher papers; 

however, the ion beam damage from the FIB is harder to remove and may cause 

amorphization or other undesired effects in samples. 

After sample preparation, the TEM grid is loaded into the TEM in stages in order 

to not disrupt the ultra-high vacuum level.  Similar to an SEM, the ultra-high vacuum 

offers freedom from contamination and a long lmfp for electrons to interact with the 

sample.  The TEM used in this work was the JEOL 2010F at PSU shown in Figure 2ï19, 

with a minimum resolution of 2 Å.  Electrons from a field-emission gun are accelerated 

through 200 kV before encountering multiple magnetic lenses and apertures.  The beam 
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must be focused on the electron transparent part of the sample with the sample height 

adjusted to find the eucentric point.  Aligning the electrons to form a parallel beam 

produces images with diffraction contrast and selected area electron diffraction (SAD) 

patterns.  Through the use of various apertures and lens strength, the direct beam that 

passed through the sample with minimal interaction and the other electrons diffracted 

from the sample form a SAD pattern in reciprocal space.  In imaging mode, an aperture 

selects one of the beams from the SAD pattern.  Selecting the direct beam forms a bright-

field (BF) image, while selecting one of the diffracted beams forms a dark-field (DF) 

image [45].  

 

Figure 2ï19. The JEOL 2010F TEM was used for examining InN samples.  Used with 

permission from Debangshu Mukherjee.   

 

The beam can also be tilted while still parallel to the optic axis in order to use 

scanning transmission electron microscopy (STEM) mode.  Images collected in STEM 

mode can be more sensitive to Z-contrast (elemental) alone using high-angle annular 

dark-field (HAADF) mode.  The scanning nature of STEM also provides the best 

possibility for atomic resolution.  As previously stated, XEDS can also be used in a TEM; 

specifically, in STEM mode, XEDS can be collected at a specific point or through a 
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scanning line on imaged areas with a smaller beam size.  The 2010F TEM automatically 

corrects for drift with a reference image during the XEDS scans.  The 2010F has a 

minimum nominal probe size of 1 nm for STEM mode.  As samples are both extremely 

thin and being probed in cross-section, the question of origin depth for XEDS signals can 

be eliminated in a TEM. 

2.3.3 Auger electron spectroscopy  

Auger electron spectroscopy (AES) is a destructive, surface-sensitive technique 

used to study atomic composition.  AES involves bombarding a sample with an electron 

beam that displaces core-shell electrons in the sample up to 1 µm deep.  Each resulting 

core-shell hole is then filled by the transition of another electron to a lower band; and the 

atom emits a third (Auger) electron from a higher energy level with the energy difference 

(Figure 2ï20).  The transitions are named according to the energy shells of the three 

electrons involved (the displaced electron, the replacement electron, and the Auger 

electron), such as KLL or LMM.  The quantifiable kinetic energy of the emitted Auger 

electrons can be linked to specific elements.  The incident electrons also allow for 

imaging the sample by secondary electrons in order to find an area of interest.  The Auger 

electrons come strictly from the surface (~5 nm) of the sample, since only the electrons 

that can escape without energy loss or inelastic scattering can be measured [14], [46].  
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Figure 2ï20. Emission of a KLL Auger electron: After the K electron is displaced, the L2 

electron replaces the K electron, leaving the energy difference for the emission of the 

Auger electron.  Adapted from [14].   

 

Once loaded into the chamber, the samples are tilted 30° towards the Ar ion gun.  

The incident accelerated electrons and the analyzer are both located vertically above the 

sample.  After locating the area of interest on the sample using a low beam voltage, the 

electron beam voltage is then increased depending on what elemental energies need to be 

detected.  Sample current is then used to determine the area of analysis; a lower sample 

current results in a smaller beam size, but also the need for more data collection scans.  A 

survey scan can provide indication of the elements present, scanning from 30ï2030 eV 

with increments of 0.5 eV/step.  An electron energy analyzer collects the Auger electrons 

according to the intensity signal (N(E)) at each kinetic energy.  Since Auger peaks are 

small peaks superimposed on a large background of other energy transitions, the spectra 

are usually differentiated to show the prominent Auger peaks as Ed(N(E))/dE vs. E.  

AES was performed with the RBD Instruments, Inc., refurbished PHI 660 

scanning Auger microprobe at GRC seen in Figure 2ï21(a).  The area of interest was 
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placed underneath the sunburst holder shown in Figure 2ï21(b).  For the TLM samples, a 

finger of the sunburst must be in contact with the TLM mesa which will be investigated 

by AES, as seen in Figure 2ï21(b).  After the samples have been grounded and mounted, 

they were placed in a load lock before insertion into the ultra-high vacuum chamber 

(~10
ī9

 Torr).   

(a)  (b)  

Figure 2ï21. (a) The PHI 660 scanning Auger microprobe used for AES analysis along 

with (b) the sunburst sample holder which must ground the area of interest (inset).   

 

Alternating between electron collection and surface sputtering with an ion beam, 

depth profiles of the atomic compositions are constructed.  For the PHI system, the 

samples were sputtered using a 3-keV Ar beam for 60 s at a constant rate, corresponding 

to ~100 Å being removed for each cycle.  The incident electrons (10 keV) from a LaB6 

filament then displace core-shell electrons to create Auger electrons.  During depth 

profiles, only the elemental regions of interest are analyzed.  Combining the peak-to-peak 

signal of the differentiated peaks (d(N(E))/dE) as well as the sensitivity factor of the 

elements can provide the elemental concentrations of the sample.  For some elements, the 

shape or shift of the peaks can be used to describe the character of the chemical bonding, 

such as for the C (KLL) peaks seen in Figure 2ï22.  Auger analysis involves trade-offs 

(

c) 
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between time, accuracy, area, and intensity.  Thus, AES is best used as a semi-

quantitative technique due to preferential sputtering and the mixing of various elements 

[46], [47].  The software used for control and analysis consisted of AugerScan and 

AugerMap, both from RBD Instruments.  

  

Figure 2ï22. Differentiated AES scans of the C (KLL) peak show the distinct peak 

shapes that reflect the difference in bonding between (a) a metal carbide and (b) non-

carbidic C.   

 

In addition to pure W as a control, three metal combinations were chosen from 

Ni-rich W:Ni compositions.  The W90:Ni10 and W50:Ni50 targets had been previously 

obtained from Kurt J. Lesker Company.  The W51:Ni49 target previously obtained from 

Angstrom Sciences was originally believed to be W75:Ni25.  This unintentional mistake 

can be attributed to multiple confusions, including various targets ordered in the same 

time frame as well as repackaging of all targets for cleanroom cleanliness.  Realizing the 

correct compositions came later in the experimental process.  Thin films were sent for 

independent characterization by X-ray energy dispersive spectroscopy (XEDS) and 

Rutherford Backscattering Spectroscopy (RBS).  RBS involves destructive analysis by 
































































































































































































