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ABSTRACT 

 This paper attempts to recognize patterns and outliers in the data stream from 

huge search engine transaction files incorporating tensor analysis. The aim is to analyze 

the correlation between different attributes of data recorded in a search engine transaction 

file. From this, one can study the trends in variation of attributes over a period among a 

set of selected search engine in order to summarize the online search activity. This thesis 

presents a proof-of-concept that tensor analysis is a valid methodology for mining search 

engine logs to study correlation of characteristics, identify patterns, and isolate outliers. 

One of the main challenges involved in analyzing search engine transaction logs is the 

huge volume of data that is continuously evolving with time, which tensor analysis 

resolves. 

 The experimental design consisted of two main scenarios aimed at studying trends 

and attribute correlation in five log files from well-known search engines. The trend 

analysis presents the variation of a set of attributes over a period of 24 hours. The 

correlation analysis detects two kinds of patterns occurring over this 24-hour period. One 

of these patterns is recognized as the normal or main trend, while the other as an 

abnormal trend that is deviating from this main trend. The results show that three of the 

four search attributes (Search Pattern, Number of Queries and Query length) are 

positively correlated with each other and anti-correlated with the fourth attribute (User 

Intent) in the main trend analysis. In the abnormal trend, first and third attributes (Search 

Pattern and Query length) are anti-correlated with other two attributes. This type of 

analysis allows us to identify the outliers as those log entries that contribute towards 
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occurrence of an abnormal pattern. A time window of high search engine usage was 

identified during a 24-hour period. 
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Chapter 1 

 

Introduction and Problem Motivation 

Information retrieval (IR) deals with the representation, storage, organization of, 

and access to information items. The representation and organization of the information 

items should provide the user with easy access to the information in which the user is 

interested. IR has changed considerably with the expansion of the Web (World Wide 

Web) and the advent of modern and inexpensive graphical user interfaces and mass 

storage devices. There are several definitions of IR but the one that pertains more to 

academic pursuits is by Christopher, Prabhakar and Hinrich [1].They defines IR as, 

 

 ” finding materials (usually documents) of an unstructured nature 

(usually text) that satisfy information need from within large collections 

(usually stored on computers)”  
 
  

 Past few decades witnessed a rapid pile up of databases in response to 

inexpensive and efficient storage devices. Hence, the process of retrieving relevant 

materials involves significant effort [2]. In general, most IR systems adopt either Boolean 

matching or probabilistic methods, with most Web systems using some version of page 

ranking techniques 
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.  

1.1 Search Engine as Web IR System  

The Web is a dominate information source as the primary target for informational 

and other needs [3] [4]. According to Nielsen Media, Web search engines are extensively 

used to access information on Web. It is evident from Nielsen Media data that 71 percent 
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Figure 1-1:  Pictorial representation of a typical search engine 
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of the Web users select search engines to access Websites of their interest [5] (Commerce 

Net/Nielsen Media, 1997). An outline of a typical search engine structure is as shown in 

Figure 1-1. 

The major components of a typical search engine are Interface, Query Engine, 

Index, Indexer and Crawler. The functionalities of these components are listed below: 

1. The Interface component, as the name suggests, provides an interface between the 

user and the search engine. The input to the Interface component is a query string 

(search terms). The output comprises of the retrieved documents in response to an 

entered query.  

2. Query Engine takes the query string entered by the user and parses it and passes it on 

to the indexer. The top documents are matched corresponding to the query entered.  

3. Index generated by the indexer is changed depending on the algorithm incorporated 

for matching documents corresponding to the query entered by the user.  

4. Indexer automatically generates the index for the documents collected by the Web 

crawler.  

5. Crawler is the dynamic part of the search engine, which browses the Web, collecting 

URLs on its path. It indexes the keywords and text of each Web page it encounters. It 

is sometimes referred to as a spider or a robot. 
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1.2 Importance of Search Engine Transaction Logs 

The widespread use of search engines has made the search engine logs a valuable 

resource for providing insights into the interaction between users and systems. These log 

files are build incrementally and continuously, with new interactions recorded at every 

clock tick on almost every single search engine server. Modeling and analyzing this 

temporal search data requires novel methods to extract patterns of user search behavior or 

identify possible outliers or abnormal behavior. Transaction log analysis (TLA), as it is 

popularly known in the field of information retrieval, leads to better understanding of 

Web search behavior and redesigning the existing engines to suit user’s need [6]. 

1.3 Nature of Search Engine Transaction Logs 

Search engine log data is multi-aspect in that each data entered has multiple 

attributes. On a broad scenario, at every instant someone out there is using a search 

engine for his/her informational need. Thus, a record can be logged onto the search 

engine server that maintains attributes of the search in a systematic way. Each interaction 

with a search engine creates a record in the log file.. A single log file from a search 

engine server itself is two dimensional in nature, with list of attributes forming one 

dimension and time as the other. Figure 1-2  provides a snapshot of a typical search 

engine transaction log. 
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Figure 1-2:  Snapshot of a typical Search Engine log 
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Another important aspect of search engine log data is that a user might interact 

several times with a search engine until his/her need is satisfied. This episode of 

continuous interactions termed as a session shows gradual evolution or changes in the 

attributes of search [7]. This also explains the temporal dependence or influence of 

previous search attributes on the current and future interactions. Studies have been done 

for such single file temporal data [8].  

However, a challenge is to analyze multiple such log files from several search 

engines to determine the trends in various attributes and their interactions. From this 

analysis, one can determine trends across the entire user population. The number of 

search engines of interest adds the third dimension to this interesting problem in the 

temporal analysis of search engine logs.  

Therefore, for effective and efficient analysis, methods are needed that can handle 

search engine logs that are (1) huge, (2) multi-dimensional, and (3) temporal.  

1.4 Overview of Methodology and Experiments  

In this study, we apply tensor analysis as a tool to identify significant temporal 

patterns in the time-evolving data stream of Web search engine logs.  Tensor analysis 

presents a suitable way of modeling and analyzing the huge data stream with equal justice 

to each attribute and dimension under consideration. This is evident by the working of 

tensor decompositions, as explained later in the methodology section. Tensor analysis is 

also extensible, in that, it can be extended to any number of dimensions that are of 

interest and is not restricted to the three dimensional descriptions as explained in section 
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The widespread use of search engines has made the search engine logs a valuable 

resource for providing insights into the interaction between users and systems. These log 

files are build incrementally and continuously, with new interactions recorded at every 

clock tick on almost every single search engine server. Modeling and analyzing this 

temporal search data requires novel methods to extract patterns of user search behavior or 

identify possible outliers or abnormal behavior. Transaction log analysis (TLA), as it is 

popularly known in the field of information retrieval, leads to better understanding of 

Web search behavior and redesigning the existing engines to suit user’s need [6]. 

1.3. Since the application of tensors is relatively unexplored in the field of search 

engine log analysis, basics of tensor analysis methods are briefly presented. This study 

also explains how search engine log data are preprocessed before application of tensor 

analysis methods. 

 

1.5 Scope 

This study implements tensor analysis on five transaction logs from four different 

search engines. Results of the tensor decomposition show that, few attributes are 

positively correlated and few others are anti-correlated with one another. There is a peak 

usage time of search engines at particular part of the 24-hour period. Findings also show 

that tensor decomposition is a new and novel way to model and analyze search engine log 

data. In conclusion, this research discusses the implication of these findings and avenues 

for future research using the tensor methodology. 
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The remaining sections of this thesis are organized as follows: In Chapter 2, a 

brief overview of the related work in this field is presented. Chapter 3 outlines the scope 

of this work and poses the research questions. Chapter 4 describes the methodology used 

for data analysis in detail. Chapter 5 discusses the results of tensor analysis and its 

implications. Chapter 6 states the conclusions derived from this transaction log analysis 

study. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Chapter 2 

 

Related Work 

Search engine logs or transaction logs are storehouses of wide variety of 

information related to human computer information interaction. Transaction log analysis 

forms one of the major subsets of research interests in area of Information retrieval (IR). 

Peters defines transaction log analysis in simple terms as “...the study of electronically 

recorded interactions between on-line information retrieval systems and the persons who 

search for the information found in those systems”[6]. The retrieval systems of interest in 

this work are search engines. Traditionally the information-search process has five 

elements associated with it, and TLA deals with the fourth element which is the search 

user’s actions [10] [11]. Thus, transaction log analysis has its own limitations [12] [13]. 

A good knowledge of these issues help in making the most out of available information 

through these electronic recordings. Sandore (1993) has reviewed methods of applying 

results of TLA [14]. Banks (2000) discusses the usefulness of TLA [15]. 

There are several classes of studies that use transaction logs, few to name are:  

1. Studies related to performance of retrieval systems in terms of 

precision and recall metrics, 

2. Studies dealing with understanding of online user-intent and user-

behavior, and 
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3. Those focused on temporal variations of various user-search attributes 

and statistical summarization of the search engine transaction logs 

[16] [17]. 

There are experiments to investigate relevance using the click-through data [20]. 

Personalization is another aspect that has been explored for increasing the relevance of 

system results [21]. Ma has examined the concept of object level search [22]. Joachims 

has utilized click-through data to evaluate the performance of the retrieval systems in an 

automated way without using manual relevance judgments that are by far slower. 

 Identification of informational needs of the search engine user forms an 

important aspect of TLA. The user’s intent is not limited to informational but can be 

navigational or transactional in nature [24]. There are several studies experimenting on 

different ways of identifying a user’s intent [25] [26]. Several efforts have been carried 

out to better understand the user’s behavior during an online searching [29]. Qiu and Cho 

attempted to automate the process of recognizing the user interest during an online 

activity [30]. 

 Trend analysis studies use either server side logs or client side logs 

depending on the research goals and needs [31][32]. Kammenhuber, Feldmann and 

Weikum have used client side logs for their trend analysis and have incorporated finite 

state Markov models [33]. The Markov model was used to identify the navigation of a 

user through different Web pages in terms of state definitions. Fenstermacher and 

Ginsburg and Fenstermacher  have used script-based client side monitoring methodology 

that is more comprehensive than a Web-browser [34]. 
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Park, Bae and Lee has dealt with both client side and server side transaction logs. 

Their study focused on session length, query length, query complexity, and content 

viewed on the Korean Web search engine [57]. There are studies done to model the 

relationship between certain search attributes. Research by Heckerman and Horvitz is 

such an example. They incorporated Bayesian approach to model the relationship 

between words in a user’s query for assistance and the informational goals of the user. 

They proposed several extensions that centre on integrating additional distinctions and 

structure about language usage and user goals into Bayesian models [58]. 

Beitzel, Jensen, Chowdhury, Grossman and Frieder (2004) reviewed query logs 

that constitute total query traffic of a general purpose commercial Web search engine. 

The study shows that query traffic from particular topical category differs from the query 

stream and other categories. Such results provide valuable data for improvising retrieval 

efficiency [59].  

Özmutlu, Spink and Seda used artificial neural networks for topic identification. 

Excite transaction log was used to train the neural network, which then is engaged to 

identify topic changes in the transaction log. Their report observes that topic shifts were 

estimated correctly with 77.8 percent precision [60]. In a follow on research Özmutlu, 

Spink and Huseyin provide results from a time-based Web study of US - based Excite 

and Norwegian-based Fast Web search logs [61]. The study focused on variations in the 

search’s behavior with time of the day. Such results help in intelligent reallocation of 

resources and reconstructing the search structure. 
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Montgomery and Faloutsos deal with identifying Web browsing trends and have 

confirmed with empirical research that browsing trends are surprisingly stable over time 

[35]. Perkio, Perttu and Buntine used Topic-based search engines for trend analysis [31]. 

.Chau, Olivia and Fang deal with trend analysis in a single Web site search engine [36]. 

Two studies by Jansen, Spink and Booth and Jansen and Spink and are examples of trend 

analysis on a single search engine log [25] [37]. 

These previous studies have nearly exclusively experimented on a single Website 

log or single search engine log or a topic based analysis. The research presented in this 

thesis is a unique application of tensor analysis for summarization, attribute correlation 

and trend analysis of multiple search engine logs over a time window of 24 hours. The 

uniqueness of this research is the attempt to summarize the user search behavior for a 

framework of multiple search engine logs taken together. Using tensor analysis, the 

correlation of search attributes is not limited by time, to a single user, a single session, or 

even a single search engine, but all these aspects taken together for analysis.  

It should be noted that topic-based sampling was not used in this analysis. The 

aim was to analyze entire log files of all search engines. This study involves deriving new 

search attributes based on the existing data in a transaction log, although the approach 

could be used for specific topic analysis. 

Thus, this requires a convenient model such as a tensor for the data analysis to 

cater to the nature of data (voluminous, temporal and multi-aspect) for the analysis of 

transaction logs. 

There are several other methodologies that deal with high dimensional data 

analysis. Research paper by Bouveyron, Girard and Schmid discusses high-dimensional 
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data clustering (HDDC). The approach to data analysis in this work was that high-

dimensional data usually exist in different low-dimensional subspaces hidden in the 

original space [65]. Lawrence in his technical report on visualization of high dimensional 

data explains about principal component analysis [66]. Apart from HDDC and principal 

component analysis as modes of high dimensional data analysis, Vector space models 

and Graph Based models also are adopted. In this work we have chosen Tensor analysis 

because it is relatively unexplored in the field of transaction log analysis and especially 

for trend analysis and summarization purposes.  

  

2.1 Tensor Related Study 

In this research, tensor decompositions are applied to recognize trends in five data 

logs from four search engines. Tensors are extensions of matrices to accommodate 

additional dimensions. Tensors are N-dimensional-arrays, which have their origin from 

multi-linear algebra [38]. Tensors have been used in many fields where the data to be 

analyzed is multi-dimensional in nature and voluminous [39][40][41]. Powerful tools 

have been proposed like Tucker and PARAFAC/Canonical decomposition [42][43]. 

Shashua and Levin adopted tensors in machine vision research for linear image coding 

[44]. Vasilescu and Terzopoulos  used tensor decompositions for face recognition [45]. 

Researchers in the graphics field have to deal with efficient representation techniques and 

compression methods for enormous amount of visual effects data [41]. 
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Sun, Philip and Yu introduced window-based tensor analysis on high-dimensional 

and multi-aspect streams evolving from an environmental sensor-monitoring network. 

This study used periodic data generated from 52 sensors measuring environmental 

variables [46].  

In the only IR research located that used tensor analysis, Sun, Liu,Yuchang Lu, 

and Chen attempted to improve Web search on a single search engine using CubeSVD 

(Cube Singular Vector Decomposition). However, this study dealt with using tensor 

decomposition to model user Web search data from a single search engine only (the MSN 

search engine) [47]. In addition, the attributes experimented by Sun, Liu,Yuchang Lu, 

and Chen are different from those in this study. This research uses several derived 

attributes from the available search engine log data. 

The work presented in this thesis is a unique addition to the vast TLA literature 

wherein a new data model for analyzing multi-search engine data simultaneously is 

experimented. Chapter 3 discusses the scope of research and states several questions that 

help in understanding the need for a tensor based analysis methodology. 
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Chapter 3 

 

Research Scope 

3.1 Research Questions 

The goal of this research is to experiment a tensor-based method for recognizing 

temporal patterns and outliers in multi-search engine transaction logs. This study builds 

on prior work on tensor decompositions to demonstrate the promise of tensor-based 

methods in mining time evolving voluminous and multi-dimensional data. This thesis is 

one of the first works in the IR field that uses tenor analysis.  

The research questions addressed in this study are: 

1. Is the tensor data model a viable way to represent the time evolving data stream 

with high dimensionality and multiple aspects of Web searching?  

2. Are there recognizable patterns (normal and abnormal) in user-system-

information interactions, and what are the characteristics of these patterns? 

3. How are search attributes correlated with each other over a fixed period?  

4. What are the outliers from the normal data stream, and is there any meaningful 

reasoning for their abnormal characteristic? 
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3.2 Research Data 

The data used in this study comprises of five transaction logs from three different 

well-known search engines. Each of these logs has data that spread over a 24-hour period 

(i.e. 12 AM to 12 PM): 

• Excite log collected in 1997 with 1,025,907 transaction entries. 

• Excite log collected in 2001 with 594,940 transaction entries. 

• AltaVista log collected in 2002 with 208,154 transaction entries. 

• Dog pile log collected in 2004 with 1,523,793 transaction entries. 

• Dog pile log collected in 2006 with 4,201,071 transaction entries. 

Each transaction log had eight user-search attributes of which three were 

numerical values (namely, Query length, Time and Number of queries). Five other 

attributes are categorical in nature (namely, User-Intent, Search-Pattern, Vertical and 

Rank). A brief description of these attributes is given in Table 3-1 
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Table 3-1:  Search attribute descriptions 

Field Description 

Record Identification  
Number 

An integer that uniquely identifies each transaction entry. 

IP Address Information that indentifies the computer from which the 
search process is carried out. 

Cookie Parcels of text sent by a server to a Web browser and then 
sent back unchanged by the browser each time it accesses 
that server. Cookies are used for authenticating, tracking, 
and maintaining specific information about users, such as 
site preferences and the contents of their electronic 
shopping carts. 

 
Time The particular time at which the interaction was 

electronically recorded by the search engine server measure 
in hours, minutes and seconds 

 
Query Series of terms as typed by the Web searcher into the search 

box of a search engine 
Vertical The different content collection types that make the search 

experience more convenient to obtain information in 
required format. Basically there are five types of verticals 
namely Web, Audio, Image, Video and News. 

Search Pattern Variations or evolution of search terms in a session 
categorized based on certain criteria 

User Intent The ultimate goal of a Web search engine user during his 
interaction with a search engine. 

Rank Ranking of the result page chosen by the searcher. 
Browser Web browser used by the searcher. 
Query Length Number of words or terms in a query  

 



 

 

Chapter 4 

 

Methodology 

This section is a brief review of fundamental definitions of tenors and their 

decompositions that are considered in this study. Advanced information on tensor 

analysis can be found in [51] [52] and [46]. Tensor analysis has similarities to matrices 

and Markov models. Matrices are a powerful option for mathematical analysis of given 

data. They have only two dimensions, and one often runs into situations where data is 

multi-dimensional in nature. Examples of such data are, data centric monitoring, 

environmental sensors, social networks, network forensics, and Web mining [48] 

[49][50]. Tensors can aptly represent such multi-dimensional data.. Using tensors, it is 

possible to deal with a much wider span of problems than what can be solved using solely 

matrix representation [48].  

Markov models adopted by Kammenhuber, Feldmann and Weikum [33] are 

probability-based prediction models. The assumption made in such statistical approaches 

is that the system being modeled is a Markov process. Markov process is a stochastic 

process in which there is conditional dependence between the states of a system. Another 

aspect of Markov models is that it is a static analysis. The data has to be completely 

available before the analysis is started. It is to be noted that tensor model is a 

mathematical approach with strong roots from multi-linear algebra. There is no assumed 

system process and no defined states. It is a mathematical entity or structure on which 

certain operations are defined. Tensor analysis accommodates for dynamic data analysis. 
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Data need not be present at the time of analysis, but can arrive as it is generated and can 

be added on to existing results for current analysis phase. This is the main difference 

between the Markov model approach and tensor analysis used in this study. 

4.1 Tensor  

A tensor is defined as a multi-dimensional or N-way array, where N ≥3 [53]. In 

linear algebraic terms, tensors are multi-linear mappings over a set of vector spaces. For 

example, a scalar is a 0th order tensor, vector is a first order tensor, and a matrix is a 

second order tensor. Figure 4-1 represents this notion pictorially.  Table 4-1 explains the 

notations used in definitions related to tensors throughout this paper 
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Figure 4-1:  Pictorial representation of tensors. 
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Table 4-1:  Tensor notations. 

Notation Description 

B Lower case bold letter represents a vector  

b(i) The  i- th  element of vector b 

M Upper case bold letter represents a matrix 

M
T The transpose of a matrix 

Mi 1=i
n

 
Sequence of N matrices M1, M2, M3, M4, ………. , Mn 

M ( i , j ) The entry (i ,j ) of M 

M ( i , : ) or M ( : , i ) i-th row  or column of M 

T  Calligraphic style denotes a Tensor 

T (i1,…….,iM) The element of T  with index (i1,…….,iM) 

M Capital and italicized denotes order of a tensor 

N Denotes  the dimensionality of the i th mode (1 Mi ≤≤ ) 
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The order of a tensor 
M21 ........III ××

ℜ∈ T is M. An element of T is denoted as 

Nn ii ..........1i
T  or 

Nn iiit ............1
  where nn Ii ≤≤1 . Thus, an nth order tensor is accessed via ‘n’ 

vertices.  

Rank of a tensor T  is denoted as rank( T ). It is the smallest number of rank-

one tensors that can add up to T  as their sum. Tensor 
M21 ........III ××

ℜ∈ T is said to 

be a rank-one tensor if it can be expressed as the outer product of M vectors. This also 

refers to smallest number of components in PARAFAC decomposition.  

The definition of tensor rank is similar to matrix rank, but it is to be noted that the 

properties of matrix rank and tensor are quite different. The rank of a matrix is well 

defined with no special cases attached to it. The Tensor rank has the complications 

attached to it because there is no straightforward algorithm to determine the rank of the 

given tensor. There are different kinds of ranks of a tensor namely, maximum and typical 

ranks. Maximum rank is referred to as the largest attainable rank for a tensor. Typical 

rank refers to any rank of a tensor, which occurs with a probability greater than zero. 

Thus, tensors can have more than one ranks associated with them. They can have more 

than one typical rank in addition to one maximum rank. 

4.2 Matricization  

Transforming a tensor into set of matrices is an important step in decomposing a 

tensor. The process of unfolding the tensor along each of its dimension (mode) is known  
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as Matricizing. The nth-mode Matricization of a tensor M21 ........III ××
ℜ∈ T   is 

denoted by )(nA which arranges nth-mode fibers into columns of a matrix. 

Fibers are higher order analogues of matrix rows and columns. Figure 4-2  

illustrates three kinds of fibers possible in a 3-dimensional tensor. 

 

 

Figure 4-2:  Fibers in a 3
rd 

order Tensor 

Mode -1 (Column) :t k  j

Mode -2 (Row) 
k  i:t

Mode -3 (Tube) :t  j i
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Slices are two-dimensional sections of a tensor obtained by setting all but two 

indices. Figure 4-3 illustrates three kinds of slices in a three dimensional tensor. 

 

 

 
 

Figure 4-3:  Slices of a 3
rd

 order Tensor 

Lateral Slices  

: j:T

Frontal Slices 
k : :T

: : iTHorizontal 
Slices 
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4.3 Tensor Streams  

A sequence of equal ordered tensors is termed as a tensor stream. Each tensor can 

be referred to as an individual slice of the sequence or the stream. Figure 4-4 shows 

tensors of equal dimensions stacked up in time that were used in this research. For each 

slice, the rows constitute attributes whereas the columns are search engine transaction 

logs from which the combined data is assembled into the tensors. 

 

 

 
 

00:59:59
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UI
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NOQ

00:59:59

Slices

D04  D06  Ex97  Ex01  Av02
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QL Query Length 

UI User Intent 

SP Search Pattern 

NOQ Number of queries 

Figure 4-4:  Tensor streams. 
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4.4  Tensor Window 

A tensor window is subset of a tensor sequence based on certain criteria for 

example, a tensor stream ending at a particular time. The number of individual tensors or 

slices that make up this subset denotes the size of the window (see Figure 4-5). 
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Figure 4-5:  Tensor window. 
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4.5 Tensor Analysis  

Given a sequence of tensors of equal order, the process of finding the orthogonal 

matrices i
R

i
N

i

×
ℜ∈U one for each mode given that the reconstruction error is at 

minimum is called tensor analysis. Subscript ‘i’ refers to the ith mode of an N-mode 

tensor. 

 

4.6 Tensor Decomposition  

Higher order tensor decompositions are analogous to the more familiar Singular 

Value decompositions (SVD), but they overcome the limitations of the matrices. Tensor 

 

A X B X C

T = = λ1 λN+.....+
0T

λ

A XY

CX YB
X Y

Y X Y X Y

A X B X C

T = = λ1λ1 λNλN+.....+
0T

λ

A XY

CX YB
X Y

Y X Y X Y

Figure 4-6:  Schematic representation of PARAFAC decomposition.  
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analysis is carried out by tensor decompositions. There are several varieties of tensor 

decompositions of which the following are most commonly used in many applications: 

a) Carroll and Chang in 1970 proposed CANDECOMP decomposition (CANonical 

DECOMPosition) and Harshman in 1970 proposed PARAFAC decomposition 

(PARAlell FACtors). The two decompositions are jointly also known as the 

CANDECOMP-PARAFAC (CP) model or decomposition. 

b) TUCKER model and was proposed by Tucker in the year 1966.  

This research adopts PARAFAC decomposition as a means to analyze transaction 

logs. Figure 4-6 provides a schematic representation of PARAFAC decomposition. A 

tensor toolbox designed by Bader and Tamara was adapted for this implementation into 

MATLAB software. It may be noted that this research deals with the  

application of existing tools that implement tensor decomposition algorithms to analyze 

transaction logs instead of proposing new decomposition techniques.  

The tensor toolbox has a function, “parafac_als” that computes an estimate of the 

best rank-R PARAFAC model of a tensor using an alternating least-squares algorithm. 

 

4.7 Algorithm Outline for Tensor Decomposition  

Input to the algorithm is a tensor window SAW ××
ℜ∈T   

( neSearchEngiAttributesWindow ××
ℜ∈T )   where window refers to the time window that selects a 

subset of tensor stream based on certain criteria. As an example, a one-minute tensor 
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slices that belong to the 0th hour are all transactions that occurred between 00:00:00 to 

00:59:59. Each tensor in the stream is of the form 

SA×
ℜ∈T (

neSearchEngiAttributes ×
ℜ∈T ) occurring at the time hh:mm:ss. 

Output of the algorithm is a core tensor of the form 000 SAW ××
ℜ∈0T  and the 

three projection matrices for each dimension namely, 

0
WW ×

ℜ∈
0

U , 0
1

AA×
ℜ∈U and 0

2

SS ×
ℜ∈U .The first column of each 

projection matrix has dominating (main) pattern values whereas the second column has 

pattern values that deviate from this main pattern. Figure 4-7 presents an outline of the 

iterative algorithm for tensor analysis used in this research. 



 

 

 

 

 

4.8 Software Support for Tensor Calculations 

There are several toolboxes and math soft wares available for tensor-related 

calculations. Mathematica, Maple and MATLAB have extended their functionalities to 
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Until converge do…..
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U2 = S0R leading left singular vectors of X(3)(A  W)
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∏
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Figure 4-7:  Outline of Iterative Tensor Decomposition. 
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enable tensor related calculations. Mathematica has a separate package to implement 

working tensors.  

N-way, CuBatch, PLS and Tensor Toolbox are some of the toolboxes developed 

to support tensors. N-way Toolbox for MATLAB by Anderson and Bro [54] has support 

for several algorithms for different kinds of decompositions. CuBatch [55] provides a 

graphical interface for analysis of data portrayed in as N-mode and build using N-way 

Toolbox. PLS is a commercial toolbox for MATLAB but with an added importance to 

Chemometrics related data analysis. 

The toolbox designed by Kolda and Bader [56] has a general-purpose set of 

function calls to support tensor decompositions.  It also supports structured tensors for 

storage and manipulation.  

 

 

 

 

 

 



 

 

Chapter 5 

 

 

Experimental Design 

5.1 Pre-processing 

As mentioned earlier in Section 3.2 , the data is comprised of five transaction logs 

from three different search engines. Each of these logs has data spread over a 24 hour 

period (i.e. 12 AM to 12 PM) totaling approximately 8 million queries. Each transaction 

log has eight user-search attributes of which three were numerical values namely, Query 

length, Time and Number of queries. Five other attributes are categorical in nature 

namely, User-Intent, Search-Pattern, Vertical and Rank. 

The Time data on all logs was converted into serial time, which is a common 

integer ranging from 0 to 235,959 (24 hours). The categorical data, namely, User-Intent, 

Search-Pattern and Vertical were given integer values as per research by Jansen, Spink 

,Blakely, and Koshman. Table 5-2 and Table 5-3 describe the assignment of integer 

values to categorical variables. 

5.2 Note on User Intent 

A Web search engine user interacts with the search interface in response to some 

need. The user paraphrases his need through a string of terms called query. The search 

engine takes the query as input and retrieves relevant documents that possibly satisfy the 
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users need. The need that motivated all this process is referred to as user goal or user 

intent. Thus, user intent is the purpose with the user approaches the search engine to 

satisfy the need. It is to be noted that a user in this work refers to a Web search engine 

user and searcher and user are used interchangeably throughout this work depending the 

emphasis. 

Traditional IR systems have operated on the idea that the user’s need is always 

informational in nature. Recent studies have argued and indicated that, a user’s need is 

not restricted to informational but extends to other categories [26]. On a broad scenario 

the other categories to which the user intent extends are namely, 

1. Navigational: The intention of the user is to reach or locate a specific 

Website. 

2. Transactional: The intention of the user is to carry out Web mediated 

transactional activity. 

3. Informational: The intention of the user is to amass information or 

knowledge from multiple sources. 

Thus, the intention behind a query submitted by the user is not entirely 

informational in nature. Studies have identified subcategories within this broad 

classification [27][28]. A brief description of these sub divisions is given in the           

Table 5-1. 
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Table 5-1: Description of User Intent. 

User Intention or 

Goal 
Description Examples 

  1.Navigational 
  The intention of the user is to navigate 
  or reach to a specific Website. 

  Costco 
  Sam’s club 

2. Informational 
The intention of the user to gain 
knowledge by browsing several Web 
pages. 

 

2.1 Directed 
The intention of the user is to learn 
about a specific subject. 

What is a search 
engine? 

2.1.1 Closed 
The intention of the user is to obtain a 
single unambiguous answer. 

Who is the  
president of United  
States of America? 

2.1.2 Open The intention of the user is to obtain 
answer to an open ended question. 

  Cricket 

2.2 Undirected The intention of the user is to know 
everything about a subject or topic. 

  Cancer 

2.3 Advice 
The intention of the user is to get 
some advice on the subject. 

Help reducing hair  
loss. 

2.4 Locate The intention of the user is to locate a 
particular place. 

Original Waffle  
Shop 

2.5 List The intention of the user is to obtain a 
list of other Websites that are useful 
in satisfying unspecified interest. 

  Cricket Clubs 

3.Transactional The user intention is to perform a 
transaction or get hold of a resource. 

 

3.1 Download The user intention is to download 
materials from online source. 

Beethoven music  
Files 

3.2 Entertainment The user goal is to get entertained by 
viewing the items available on the 
Webpage. 

  YouTube videos 

3.3 Interact The user intention is to interact with a 
resource using another program or 
service. 

Temperature  
Converter 

3.4 Obtain The user intention is to get hold of a 
resource that does not need future use 
of a computer. 

Citizenship  
 application  
 documents  
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Table 5-2:  Representation of ‘User Intent’ categorical data as integer. 

User Intent Description Value 

Assigned 

Informational 
User intents to acquire information assumed to be 
present on one or more Web pages 

1 

Transactional 
User intends to perform some Web mediated 
transaction 

2 

Navigational User intends to reach a particular Web site 3 
 

 

Table 5-3:  Representation of ‘Vertical’ categorical data as integer. 

   
Vertical Value Assigned 

Web 1 

Image 2 

Audio 3 

Video 4 

News 5 
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The fields Time, Query, Query-Length, Vertical and Rank were logged and sorted 

as data columns in the transactions log. Search-Pattern, User-Intent, Number-Of-Queries 

were derived from the existing data using techniques outlined in [27]. Table 5-2 and 

Table 5-3 show the values assigned to the User Intent and Search engine verticals. 

Description of Search Pattern attribute is explained in Table 5-4.  

 

5.3 Note on Search Pattern 

 

The interactions among the user, the search engine  and the content provided by 

the search engine is temporal in nature. During a search process, several levels of 

interaction may occur. Thus, there might be several sessions within one searching 

process. Identifying and characterizing these sub sessions are an interesting filed of study.  

Studies by He, Aye and Harper in 2001 and Shneiderman, Byrd and Croft in 1998 are 

example for session pattern identification [12] [11]. 

 Based on the work by Jansen, Spink, Blakely and Koshman in 2007 , which 

discusses three methods to identify sessions, the algorithm to derive the search pattern 

data was adopted [7]. Table 5-4 provides a brief description of the search patterns 

incorporated for data analysis. 

As a common rule, a null entry in any data column was assigned an integer value 

of zero for uniformity. All of the above pre-processing was carried out using Microsoft 

Access application. The resulting database files were exported to text files. A MATLAB 
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script imported these text files and performed initial normalization (zero mean and unit 

variance) operations. After normalizing every attribute by data column, the rows of the 

matrices were sorted based on the Time attribute (0-235959). Refer to Figure 5-1 for the 

various processing steps in tensor analysis of transaction logs. 

 

 

 

Table 5-4:  Description of Search Pattern. 

Search Pattern Description Value assigned 
Assistance 

Query generated by the searcher based on 
some assistance from the search engine. 
Example “Are you looking for?” 

1 

Content change 
Query identical to previous one but executed 
on different vertical or content collection. 

2 

Generalization 
Current query is on same topic as previous 
one but user seeks more general information. 

3 

Generalization with 
Reformulation Generalization + reformulation 4 

Specialization Current query same as previous one but more 
specific in nature 

5 

Specialization with 
Reformulation Specialization + reformulation 6 

Reformulation Current query on same topic as previously 
entered query and both have common terms 

7 

New The query is on new topic 8 
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5.4 Tensor Construction & Decomposition  

At the end of preprocessing stage, the transaction logs are formatted such that 

numerical data can be exported to build a tensor. Figure 5-2, portion a, shows a sample 

format of the logs after preprocessing.  

 

 

Transaction logs

Derive new attributes

Assign numeric 
value to Strings

Format 
Time

Normalization

Sorting

Form MDA

Convert MDA to 
Tensor

Tensor analysis

MS access 
processing

MATLAB + Tensor Tool box 
processing

Transaction logs

Derive new attributes

Assign numeric 
value to Strings

Format 
Time

Normalization

Sorting

Form MDA

Convert MDA to 
Tensor

Tensor analysis

MS access 
processing

MATLAB + Tensor Tool box 
processing

 
Figure 5-1:  Processing Stages. 
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In a preprocessed log file, every column refers to a unique search attribute and 

each row corresponds to a unique transaction entry (or query). This data is converted into 

a matrix with similar structure.  

A separate tensor was built for every hour of the day consisting of several slices. 

For a tensor spanning a time stamp of 1 hour, the idea is to pool up transactions from all 

search engines that occur at a specific second in that hour (see Figure 5-2, portion b).  

If we assume that there is at least one transaction in every second of that hour, 

there will be at least 3,600 slices in the tensor. Each slice consists of attributes of a 

transaction corresponding to a particular time stamp across all search engine logs as 

shown in Figure 5-2(portion b). Accordingly, there are 24 tensors for an analysis period 

of 24 hours each having a variable number of slices depending on number of transactions 

recorded in the log for that time span. 

Once the tensors have been assembled, the next step in the analysis procedure is 

to decompose them into their constituent orthogonal projection matrices corresponding to 

each dimension of the tensor. In this research , the tensor is decomposed into orthogonal 

projections identifying the first and second factors for three modes, namely, attributes, 

search engines, and time as shown in Figure 5-2 (portion c). 
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Figure 5-2:  Tensor construction and decomposition. 
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All experiments were designed to analyze the data in the Hourly Multiple-tensor 

Analysis approach. In this approach, the tensors built for every single hour for a 24 hour 

period where used to study variation of search attributes. Each of this hourly tensors, 

were decomposed to obtain the normal (1st factor) and abnormal (2nd factor) trend values. 

Interesting time slots are selected from the results of  the Hourly Multiple-tensor Analysis 

and analyzed for attribute correlation at those time slots. 

 



 

 

Chapter 6 

 

Results and Discussion 

6.1  Hourly Multiple-Tensor Analysis  

In this experimental set up, as explained earlier in section 5.4, separate tensors 

with varying size along the time dimension were constructed. The decomposition values 

were plotted on a single graph to observe the variation of search attributes over the 24-

hour period. The following sections in this chapter discuss the obtained results. 

 

6.1.1 High Usage Time window 

The following are some preliminary results and not as part of tensor 

decomposition. These are basic statistical observations made. The number of transactions 

per clock tick varies for each search engine.Figure 6-1 lays out the total number of 

transactions that occurred at each hour (0th to 23rd) for all three-search engines It can also 

be inferred that between 10th and 17th hours, all had substantial increase in the number of 

transactions that denotes this period as a peak period in search engine usage.  
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Analogous to the above observation, tensors formed for each hour have similar 

metrics when it comes to number of slices per tensor. As shown in Figure 6-2, between 

10th and 17th hour, the tensor slices were consistently increasing in number and gradually 

decrease towards 23rd hour that marks the end of the day and hence indicates lesser 

interaction. The largest tensor was formed for the 15th hour that falls in the peak hour. 

Peak hour referes to the time window where the number of transactions recorded are 

substantially higher than other time slots. This indicated high search engine usage. 

 

 

Figure 6-1:  Number of transactions per hour. 



 

 

 

 

 

Figure 6-2:  Variation of tensor size with time. 

 

 

Figure 6-3:  Decomposition time. 
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6.1.2 Time to Decomposition 

Time to decompose a tensor depends on the size of the tensor as well as the time 

required for the convergence part of the decomposition algorithm. Figure 6-3 shows two 

peaks at 11th hour and 15th hour. Although tensor sizes were large during the peak hour 

(10-17th hour), time to decompose some of the peak time tensors did not follow a linear 

relationship with their size. Only the 11th and 15th hour tensors took observably higher 

time than others did. This may be due to a quicker convergence in the iterative least 

squares algorithm used to decompose these peak time tensors.  

 

 

6.1.3 Variation of search attributes over 24 hour window 

Normal and abnormal trends of four search attributes were studied in this work 

namely Search Pattern, Number of queries, Query length and User Intent. Figure 6-4, 

Figure 6-5, Figure 6-6  and Figure 6-7 , present the trend analysis on all four attributes. In 

the plot, a green line represents normal trend and a red line represents the abnormal trend. 
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Figure 6-4:  Trend analysis for Query Length (QL) attribute. 

 
 

Figure 6-5:  Trend analysis for No. of Queries (NOQ) attribute. 
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Figure 6-6:  Trend analysis for User Intent (UI) attribute. 

 

Figure 6-7:  Trend analysis for Search Pattern (SP) attribute. 
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All the plots (except User Intent plot) have a common observably high value 

(both normal and abnormal trend lines) at 14th hour, which falls in the peak hour window.  

The 14th hour also had the second largest tensor as shown in Figure 6-2. It is 

observed that at 18th hour the abnormal trend line for Search Pattern attribute shows a 

downward peak which also coincides with downward peak in the Query Length 

(abnormal trend) and shows a noticeable increased value for User Intent (abnormal 

trend). It can be inferred that after the peak phase of the day, transactions that had 

abnormal trend had smaller query length, were lower in search pattern values and higher 

in User Intent values. This implies that these interactions were transactional or 

navigational in nature, used assistance and had smaller query lengths. 

Figure 6-8 and Figure 6-9 summarize the participation of the search engines 

towards trends recognized during tensor analysis. Participation is defined as the 

proportion of influence of the data from search engine transaction logs that have 

contributed towards these trends. It is evident that Dogpile 2006 has consistently 

overshadowed other log files in the trend analysis. This is consistent with observations 

made from Figure 6-1 dealing with Number of transactions per hour for search engine 

logs. Figure 6-8 and Figure 6-9 both show a high value at the 14th hour for normal and 

abnormal trends. 
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Figure 6-8:  Participation of search engines in normal trend analysis. 

 
 

Figure 6-9:  Participation of search engines in abnormal trend analysis. 
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6.2 Implications of Results  

Although our approach is limited by the datasets available, we can draw some 

implication of the tensor analysis method with an ideal dataset. Assuming that the search 

engine logs were taken from the same year, given region, and standard sampling method, 

we can summarize the above observations as follows: 

There is a peak phase between 10th and 17th hour where the transactions recorded 

for all search engines are higher than other cases. This corresponds to times 10AM and 

5PM.  

There are five hours that are noticeable for their deviation from the normal trend, 

namely, 1st, 5th, 14th, 19th and 22nd hours. This corresponds to 1AM, 5AM, 2PM, 7PM 

and 10PM. Since only one of these falls in the peak hour window, it would be interesting 

to study the contributing factors towards high activity outside the peak window. 

 

 

 

 

 

 

 

 

 

 



51 

 

For example, the 22nd hour (non-peak hour) was further analyzed to reason out the 

trend that appears in the plots. As mentioned earlier, the first factor of each dimension in 

the decomposed tensor corresponds to normal pattern and the second factor corresponds 

to some major anomalies Figure 6-10 and Figure 6-11 highlight the normal and abnormal 

correlations in that hour.  

The first three attributes are positively correlated with each other and anti-

correlated with User Intent. A higher value on Number of queries implies that searchers 

were manipulating the previous query in different ways rather than starting new queries. 

A lower value on Query length means these query modifications were such that query 

length did not increase much.  

The positive correlation between Search Pattern and Number of queries is indeed 

meaningful. An anti-correlation with User-Intent gives us the indication that queries with 

 

Figure 6-10:  Main correlation between search attributes. 



52 

 

the above explained normal trend characteristics were more informational in nature than 

transactional or navigational. Figure 6-11 shows anomalous correlation between Search 

Pattern and Query Length with other attributes. Hence, all transactions with these 

characteristics can be considered as outliers in a transaction log data stream. 

 

 

Peaks in the trend line for Search Pattern, Query Length and Number of Queries 

correspond to respective dips in User Intent. This suggests that higher the former three 

attributes, lower is the User Intent and the Web search is more informational in nature 

than transactional or navigational. 

 The experimentation and results prove that tensors are a convenient way to model 

the search engine transaction logs. A single main or dominating pattern and another 

 

 

Figure 6-11:  Anomalous correlation between search attributes. 
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pattern that is deviating from main pattern was identified. Thus, there are recognizable 

patterns in the user-system interactions. The characteristics of the patterns are discussed 

in section 6.1.3. The characteristics of the data points that stand out from the rest of the 

data stream were recognized. Thus, the results from this experimentation have answered a 

large part of our research questions.  
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Chapter 7 

 

Conclusions  

Search engine transaction logs are potential sources for valuable information that 

promote effectiveness and efficiency of search engines. Mining this data requires novel 

methods. Statistical approach, probabilistic methods, and database methodologies have 

being applied in earlier studies; however, with limited results in dealing with massive, 

temporal datasets from multiple sources. This research aims at incorporating tensors as a 

data model and tensor analysis as a tool to mine this huge, temporal and multi-aspect 

data. 

It may be noted that the transaction logs are taken from different time stamps 

(years) since this was the only data available at the time the study began. Although 

transaction logs from multiple-search engines for the same time window would be ideal, 

such data was difficult to acquire. Moreover, this study aims at showing that tensor is an 

intuitive data model and tensor decomposition is a viable method for TLA. Further, it is 

shown that meaningful conclusions can be mined from transaction logs. 

Tensor is a promising data model for transaction log data representation. 

Prominent patterns in the transaction logs have been recognized. The variation of search 

attributes over the 24-hour period shows five peak values at five different hours and 

shows a consistent high search engine usage between 11Am and 6PM.  
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The experimentation was carried at two stages case  

i) Hourly multiple tensor analysis and case  

ii) Further correlation analysis at interesting time windows in non-peak 

activity hours. The hourly multiple tensor analysis provides hourly 

variations of search attributes with respect to each other for 24 hour 

period. The correlation analysis for selected time slots shows the normal 

and abnormal correlation between different search attributes. 

 

It is observed that User Intent is anti-correlated with other attributes. Analyzing 

the 22nd hour tensor, which is one of the prominent peaks along the day, shows 

anomalous correlation between search attributes. Thus, this study was successful in 

identifying the characteristics of outlier data points in search engine transaction logs 

spanning several servers totaling around eight million queries. It would need further 

study and research to pin point transaction entries with these characteristics. 

Although the data that was available for the study came from different time 

stamps, the work presented in this thesis has provided a new avenue for the application of 

tensor analysis in the temporal analysis of search engine transaction logs.  

 

7.1 Future research 

 The results found during this experimentation are useful for commercial search 

engines companies to identify peak search engine usage, usage patterns, and outliers. 
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Pattern analysis can lead to better usage and searching systems. The characterization of 

outliers helps in identifying any abnormal activity occurring online. Outliers can lead to a 

variety of benefits, including possible harbingers of future trends.  These efforts can lead 

to intelligent resource allocation.  

 As for methods, this research can be adopted for online monitoring system with 

functionalities to cater to dynamically generated data. The present research work is a 

static tensor analysis on transaction logs. This means the data was already available 

completely before the experiment was started. The dynamic real time tensor analysis 

would require a novel way of decomposing data as and when they are created. This 

would need the preprocessing stages to be real time as well. This kind of a set up will 

produce real time results to promote immediate actions as necessary. 

Another avenue for future work is to construct and decompose the tensor data for 

whole 24 hours. This would involve all the transaction entries from all the search engine 

logs taken together for analysis. The advantage of such an experiment is that there is an 

influence of previous transactions entries on all the future ones .This kind of analysis 

gives an overall picture of the day’s attribute correlation. The trend of variations are not 

important in such analysis but attribute correlation for the whole 24 hour period becomes 

the centre of experimentation. 

The tensor analysis can be applied at different level of data analysis. The present 

work applied static tensor analysis on a very global level. Tensors can be constructed per 

session basis and attribute characteristics on a session level can be known. After 

recording the characteristics of an outlier point, it would be interesting to identify the 
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transactions with in the log that are outliers. This can eventually be developed to identify 

users for any illegal or criminal activities through a search engine. 

 

Tensor analysis provides way for numerous possibilities with respect to mining a 

search engine transaction log. This methodology has to be tapped to maximum for 

leveraging Web search engine functionalities and associated industries (online 

advertisements). This would lead to a completely new outlook towards online monitoring 

systems for search engines.  
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