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ABSTRACT

.SF2NB (GKS RGOSyl 2F RSNBIdzA F SR St SOGNROAGE
schedules were typically coordinated with thehedulesof other generaingtechnologies by utility
companies to meet expected regional demand. However, gh@wing adoption of deregulated
markets requirs the development of new methods for determining optimatilization of
hydroelectric resourcesMuch work has been performed regarding the optimizatimncascaded
hydropower systems owned and operated by single entities. However, these works fail to address
the complexity involved in optimizing a cascaded systéth ownersalong the same rivein those
instances, each plant is limited to operate witthatever water flow the upstream plants choose to
make availablein this situation,systemoptimal operation results in higher net system revenue than
individual optimizatiorof each plant with whatever water flow is available. However, such an optimal
system solutionmust also result in lower net revenue for some owners compared tovéthee they
would obtainthrough individual optimization. Hence, a novel methodolaegyroposedin which
individual optimization naturally leads to system optimization thgh the use of iteratively
determined water payments$o direct the release of water toward a more optimal utilizatiorhe
proposed methodalternates between dynamic programming foiindividual optimization and
gradient analysis to determine and updat®urly, locationspecific water valuesfor modified
release.The sequence is repeated until there are no further additions or modifications to the
payment scheduléhat resultsin increased total revenu@.he water values argased upon local and
downstrean revenue gradients with respect the flow ratereleaseal by the upstream facilitguring
each time periodThe methodis appliedin this thesigo a hydropower system consisting of three
connected hydropower facilities, suasfullyincreasing the totagrossrevenue of each installation.
Althoughthe algorithmit is not yet able to achieve the globally optimal solution, it comes quite close

and offers unique insights into the value of water.
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1 Introduction

1.1 TheHistoryof Hydropower

Hydropower has been a prominent source of power for thousands of yeascient times the

energy of falling and flowing water was harnessed to power grain mills and sawmillappléation

remained the primary use of hydropower for over a thousand years until people began to understand
electricity in the 19 and 20" centuries. The first recorded usage of hydropower to produce electricity
occurredin 1880 when a hydro turbine in a chair factory was connected to a dynamo and used to
power theater and storefront lights in Grand Rapids, Michigdni2]. Thereafter, the utilization of
hydropower to generate electricity exploded. The next year a flour mill turbine in Niagara Falls, New
York was connected to a dynamo to generate electricity for city street I[[@htThen, in 1882 the

g2NI RQa TFTANBUG KeRNBStSOGNRO LI g SNJI[AINAkRey that, 6 STy
hydropower rapidlybecame a primary element @ K S y I G A 2y Qa poifalicSBI188NE R dzO |
there were over 40 hydroelectric plants either in operation or under construction in the United
States. By 1889, two hundred different electric companies were reported to use hydropower for
some (or even all) of their generatigh]. The development of hydroelectric power resources often

went handin-hand with the development of irrigation in the West. The U.S. Bureau of Reclamation

was established in 1902 for the primary purpose of encouraging increased settlanmtbatWest by
RSOSt2LIAyYy3a GKS 41 GSNI NBaz2dz2NOSa (2 LINBPJARS A NN
Theodore Roosevelt Dam on the Salt River, whichawastructedto provide irrigation and flood

control to the region northeast of Phoenix, Aneo However, in 1906 the Bureau was further
authorized by Congress to also develop and sell hydroelectric pp#jeBy 19160 K S . dzNB I dzC
installationspowered nine irrigation pumps delivering water to over 10,000 acres aof fénile also

supplying all of the power for the city of Phoeflij® . & GKS mMdbnn Q& | LILIINRBEAY!I
electricity was supplied by hydroelectric power. Since then the percentage of electricity supplied by
hydropower has gradually decreased due to rapidly increasing denaandell as thelecreasing

number of sites suitablend availablefor hydropower development. Today hydroelectric power

I O02dzyGida F2NJ FLIINBEAYLFGSt & y:x 27 dbKiearlydfachr? y Q&
2F mn FNRY GKS mMpnnQadd | 26SAOSNE GKNRAZAK2dzi F £ f
as improvements have been made to the efficiencies of turbines and existing sites have been
dzLJA NI RSR® CdzNJi K S NI 2 N&ér of kh¢ digitsf Smpuatdrovasthacbming @nordi K S
evident, its computational abilitiesvere increasingly applied téydroelectric plant operation

optimization within the constraints of regulated environments.



1.2 Motivationfor Studying Optimization

Before the avent of the deregulated power market, the value of hydropower production was
typically considered to be equal to the marginal cost of producing the same amount of power using
thermal generation sourcg$]. However, in recent years many regions of the world, including parts
of the United States, have adopted a deregulated (gmsed) market structurg]. In this market
structure, power production facilities submit hourly bidg®etimes even more frequently) for the
provision of power production and ancillary services to the market. There has thus been a shift in the
goals of hydropower operators away from simply relieving thermal power plangseak load
production to simplyoperating in a manner that generates the highest revefargahe hydropower
company[7]. This can be achieved with relative ease for an isolated hydropower facility, but the
problem becomesnuch morecomplex when it is extendetb multiple hydrologically connected
hydropowerstations[8].

Many different optimization methods have been used in the past to solve the $hont hydro
scheduing optimization problem (shotterm referring to the hourly dweduling for a single day) for
such an interconnected system. Methods used include dynamic programming, evolutionary and
genetic algorithms, linear programming, mixideger linear programming, and mixédteger
guadratic programming9]. Each of these methods has its own advantages and disadvantages for
finding an optimal system commitment, but oreucial aspectthat is still lackingfrom every
reviewed optimization methodk consideration of the fact thahe ensuing commitrant may not be
optimal for all of the individual facilitie§urthermore, much of the work done in the past fwa®rly
simplified the relationship between flow rate, net head, and power production. The effect of flow
rate on net head has often been negledt as has the effect of variations in the net head on the
power productionin order to make the problem more tractablEinally hydropower facilities are
typically modeled as either consisting of a number of independent turbines, each with its own power
curve, or as a singleet power curve representing total power production as a function of net flow
rate, with predefined distributions of flow for any given operating point. Both of these approaches

have difficulties.

The first issue, regarding the fadhat system optimization will typically result in an operation
schedule that is subptimal for some of the hydropower stations is the main point addressed by this
work. In a system comprised of independently owned hydropower statieash owner is primdyi
interested in maximizing the revenue produced by his own hydropower facilities. Unfortunately, this
tends to result in suboptimal operation of the whole system. There are two possible ways that such
a system can be optimized: a regulating entity caicdahe various owners to operate according to
the system optimal schedul@ossibly dividing the resulting revenue among the various owners in

some way) or the owners can cooperate financialtysuch a way that any increased revenue of one

2



station due toa change in the operations of another station results in a division of the resulting
increase intotal revenue The second option is the one that is explored herein. This work also

attempts to addressome of the issues that arise from use of the follogimethods.

When turbines are modeled as individual units, there is a very large number of possible operating
conditions, because each turbine has to be either on or off, and the flow rate through each turbine
that is on must be determined. Furthermore, tieeis calculation loop that occurs when any change

is made to an operating point: a change in the flow rate through a single turbine will change the net
flow, which will affect the net head, which will affebe efficiency of every turbine, which will afft

the changes needed to approach the optimal operating conditions.

When a station is modeled using a single power curve, the optimization becomes much easier, but a
very important part of the analysis can become obscured. $taosts for individualurbines are
estimated to be approximately three dollars per rated megawatt, according to a survey made of
various hydropower companies in 1990]. Though the current value is likely a bit larger than this
due to inflation, it is obvious that stattp costs are a significant factor in the determination of the
optimal commitment strategy. Simply operating at maximum efficiency would result in gimgera

the highest possible amount of total power for any given flow rate, but the losses incurred due to the
increased number of required stanps and shutlownsoften outweigh the increased revenue for

the additional power generated.

This work attempts tcaddress many of these issues by developingoptimization method that
utilizes the structured nature of hydrologically connected hydropowsystem(on a systenrwide
level as well as at a local station leyelpd the fact thabptimal operation schedinig cannot occur

without cooperationamongthe various owners

In summary, lte goal of this project is create to a quantitative method whereby financial cooperation
between the various owners of various hydrologically connected hydropower facilitiessrasthe
optimization of the entire interconnected system of hydropower faciliagswell as the revenue of
each individual facility, with no exceptiankhis approach serves the dual purpose of both maximizing
SFOK Aya&adl tftl iA2yQthe NRaldh oidte availibdke witér ih Ahe sybtémybyl

delivering the generated powavhenit is most needed.



1.3 Hydropower Optimization Literature Review

Some of the earliest literature relating to the application of computational methods to optimizing
hydNB LI2 6 SNJ R t4Sa o101 G2 GKS mdopcnQasx odzi Al o1 &y
development of computational models and methods for use in the optimal scheduling of
hydropower. Perhaps the earliest and most widely used method is dyr@aogcamming, which has

been applied to the determination of optimal hydropower resource scheduling dating at least as far
back as 196]111]. In 1970 several researchers at the University of California published a description
of a method that utilized dynamic programming techniques to optimize the utilization of the available
water in a single reservoir for providing-peak power and reliable water supgly2]. The next year,
several University of lihois researchers published a paper describing the use of dynamic
programming in londerm resource optimizatiofil3]. Computers of the time were not yet powerful
enough to consider the full range of possibilities presentdyr@amic programming analysis without
significant computing cost, so the researchers developed an iterative procedure in which several trial
trajectories were used as bases for seeking the optimal strategy. Around the same time
computational optimization tehniques also began to be employed to assist in planning the
development of new reservoir systemsn 11972 researchers described their utilization of mixed
integer programming techniques to determine the optimal locations and sizes of reservoirs on a river

system, even including considerations for the impacts on water quality control and recrgbtion

Over the next few decades the analyses grew gradually more and more complex as the memory and
speed capabilities of computed§dzf G A LX ASR® . & GKS SIFINIe& mdopynQa
and analysis methods began to show up. In 1982 researchers in the University of California developed
and published a method using linear programming and dynamic programming to optimiighaede
function of hydropower production, fish protection, water quality maintenance, water supply, and
recreational usg15]® Ly GKS YAR ™ duasdévated YoheNdBurly coaidhationio y
hydrothermal power system Several different approaches wefermulated to optimize the
scheduling of a hydrothermal power system, including a mixture of dynamic programming,
Lagrangian relaxation, and gradient methods used by Bertdé&dsas wellas a method utilizing
stochastic dynamic programming developegPereira[17]. An excellent review of these methods,

as well as optimization methods based on brasacit-bound techniques, nonlinear mixedteger
programming, and Benders decomposition was given in an invited paper in the Proceedings of the
IEEE in 198[238].

Ly GKS MhppnQa (KS FdGSyidrzy RSG20GSR G2 2LISNI G4
but the techniques being sed remained largely the sam&he onlynovel approach waghe
introduction of genetic algorithmby Chen19], though such methods seem to neveave gained

much prominenceHowever, when various regions of the world began operating under a deregulated
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energy market, a shift in the goals of hydropower optimizatmeccurred In a regon with a
deregulated energy market, rather thame ofcoordinated hydrethermal generation, hydroelectric
facilities have the ability to independently determine their operating schedule. In some ways this
made the problem of determining the optimal schding of hydropower more straightforward since

the hydropower generation no longer had to be coondited with thermal generatiortHowever, the
removal of this constraint also made the problem significantly more complex due to the uncertainties

of pricingin a deregulated market.

Hydroelectric power producers also have to consider the effect of selling not only power, but also
various ancillary services such as voltage regulation, frequency regulation, and spinning reserves.
These, and other, issues bedgarappear in the literature it K S I iMiichefdhd wadkiddne
relates primarily to hydroelectric facilities with little to no market power which are thus often
NBTSNNBR -ik] $NAa éaadNgopublistred an article on scheduling a hyploaver
producer in a poabased electricity markgb]. Using mixed integer linear programming techniques,
they formulated piecewisdinear models of nonconcave, head dependent unit performance curves,
which were then used to mdmize the power revenue of a hydrologically connected system of
hydroelectric power plants. Although in some respects they used a significantly more advanced
model than many before them, they still neglected to address the effefittafe price uncertaity.

This matter of future prices was addressed GgrciaGonzalezn a 2007 paper that focused on
minimizing the risk of scheduling connected hydropower resources in thaltegd marke{20].

Using an Input/Output Hidden MarkaViodel they generated possible future price scenarios along
with probabilities for each scenario. Two separate methods of limiting the risk were addressed. The
first was a simple minimum profit requirement, which they believed to be overly simplistcsa
proposed a second method. This second method was the utilization of a-ataRisk analysis, which

can be used to limit the risk of a negative deviation from expected profits due tgplohability
scenarios. Finally, a recent work relating toiogl scheduling was published in 2012Rgusinho

[9], and uses a similar approach to that[@0]. The main differences were the use of Conditional
Valueat-Risk methods and the use of mixed integpiadratic programming rather than mixed

integer linear programming.

Although many different methods have been used to optimize the utilization of hydropower
resources, none of the reviewed methods addressed the main focuses of this work, namely,
optimizing multrowner systems, and valuing released water based on future downstream revenue

potential.



1.4 CompleteMathematicalProblem Definition

The optimization of a complete hydropower system is necessarily a highly complex undertaking due
to the large number of variables that come into play. The operators of every facility in a system must
not only determine which turbines should be active dgrigach period in the planning horizon, but
they must also determine the flow rate through each active turbine during each period. The
combination of these two parameters has many-feaching effects. The first and most obvious is
that the active turbinesind their flow rates will determine the power output of the facility. However,
there are several other effects that must be considered, including, but not necessarily limited to:
available power for regulation, water level in the tailrace affecting thehsstd,and startup costs

for turbine selection decisions. Furthermore, an operator may want to take into consideration the
uncertainty of predicted electricity prices when planning daily operations, which introduces yet
anotherlevel of complexitynto the optimization. Below is a complete mathematical statement of
the optimization problem in which the goal of the optimization is to maximize the revenue of a
system of connected hydropower facilities.

Maximize:

YQU Q¢ &Q "w0 RE YR Y™ 1.1

C2
0«
0

X

o
¢
0«

This equation specifies that the object of the optimization is to maximize the revenue produced by
all of the hydropower facilities in a system. The summations are performed over thefsaise Q
which refer to the time period of the plannid®rizon, the set of hydropower facilities in the system,

and the sets of turbines ieachhydropower faciliy, respectively. The values being summed are, in

order, the product of the regulation price " j —2  and the regulation power

0 fp O ®@Q being sold by planduring time periodd, the product of thepower price

B A power Ofr O @Q , and unit status %oz of turbine "Gn plant™Qduring time

period6, and lastly, the stastip costs "YYz; A (which are on the order of three dollars per rated

megawatt[10] incurred by each turbinéor each time period. Not¢hat the power produced by a
turbine becomes irrelevant if it is inactive.

Subject To:

Yorp N TP 1.2

This term refers to the status of an individual turbine at any time. A value of O indicates that a turbine

is inactive, while a value of 1 indicates that it is active.
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The startup costsare calculated based upon the current and previous on/off statisdf a turbine.

This cost ifinearly related to the nominatapacityof the turbine 0 p; .
0 N 0 “ﬁFﬁ 44 1.4

The flow rate through a turbine must be withgivenacceptable operating limits

CR
=yt

0 i %o 15

N

The net flow rate througliplant Qluring time periodis the sunmation of the flow through each of

its active turbines
OfgN O s {5, O 30 gy j 30 16
The net flow rate though an installation must not only be within the release limits for the river, it

must also be such that rate of changf the flow rate is within precribed boundarigspreventing

suddenchangesn the downstreamflow.

Opr " "Q Of 0 ghy O fp —fR O RRAOR 1.7
The power produced by an individual turbine is the product ofwhaer density,the acceleration
due togravity, the netavailablehead O  (determined bythe amount of water in the reservoir
and the net flow rate through the station), the flowteaof water through the turbine 0 j; , and
the efficiency —; of the turbine-generator {tself a function of theflow through the turbine and

the net head which is assumed to be a convex functidh)s generallyassumed that these values

are canstant over a single time period.

C
¢

0 i %60 18

N

The net power producedly plant’@uring time periodis the sumof the power producedy each

turbine in plantQhat is actie during time perioa.
0 s T ET 0 ii%np Oph Op O gp%onp 19
The regulation powetapability of planfQluring time period 0 i is determined for the entire

Al GA2y G 2y0Se® wS3AdzA GA2y LI2GSNI Aad GKS | Y2dzy

net power output within a Eminute window. It is assumed here that any active turboaa vary its



power withinits full operating range in that time. The regulation power available is considered to be

the smaller of the availableet increase and the availabteet decrease in power.

CR
=yt
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=yt
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=

WR W 1.10

N

The volume of water i§ I OK LJ | y (o6 aat tNeSh@diNidg) DA esdh planning period is
updated based uporhe reservoir contentsat the beginning of the previous periody; , the
water released from th reservoir during the previous time period ; , the summation ofwater
flow into the reservoir which was previousBieased from neighboring upstream reservoasdthe
water that flows in fromuncontrollednatural sources0 jj . Anew set,0 , is introduced hereThe
set0 consistf all stations immediately upstream from stati@®@The new term in the subscript of
the flow ratein the summationt i, is the time that it takes for water to flow from statidfo

stationQ
oV o gl j 111

The volume of water in each reservoir muat all timesadhere to appropriate bounds.

AT 1.12
A% 6 1.13
Orp O 1.14
Yoo, Yoopy 115

Finally, the initial conditions and fint@rget reservoir volume must be given.

Thefull set ofoptimization equations for the aboveonstraintsare compiledon the following page

with set notations replaced by inequalities.
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2 Approach
2.1 Preliminary Analysis

2.1.1 Preprocessing of Data

Before performing any optimization it is necessary to fissure that the data is organized into a
usefulformat. Thee aretwo primary sets of variables ithis problem for whiclreorganizationis
necessaryThe firstoneis the netheadat each stationwhich depends on the reservoir volume and
the net flow rate through the particular stationThe secondet consists ofhe turbine efficiencies,
whicharetypicallyassumel to be a convex function of flow rate and he@mt near enough to convex
that this approximation does not introduce significant erromhe réationship between head,
reservoir volume, and net flow rate sraightforward as is shown in the following description of
possible methods for determining this relationship. First, it must be recognizedibaiftects of the
reservoir volume and theat flow rateon the net headare independent of each otheand can be
treated separatelyThenthere are several optiontdetermine the effect of reservoir volume on
the net head. One option would be a direct calculation using topographical datananerical
integration of the surface area of the reservoir with respect to the height of the surface. This would
result in the most accurate, but alspiite complex relationship between head and reservoir volume.
Another option would be to empirically deteire the relationship byrackingthe flow rates into
and out of the reservoir and the height of the surface of the reserttogn generating a curve fit for
this data.For the purpose of this work, it was assumed that the volume of water in the res@\air
polynomial function of the headneasured from the bed of the tailracEhedependence ohet head
on the net flow rate can also be determine through either analytical or empirical means. Again, for
the purpose of this workt is assumed that theelationship between thenet flow rateand net head
can be approximated by treating the net flow rate apa@ynomial function of thenet head, as
measured from the bed of the tailrace.

The secondaset of variables inhe problemrequiringa preliminary analysiconsists otthe turbine
efficiendes Evenif high quality, accuratelata were available, it likely would not be in a form
conducive touse inoptimization, and must be preprocessedttansform it into a useable formn
this instance, the data availabldentifies iso-efficiency curvesfor a hill chart(which shows the
efficiency of a hydro turbine as a function of nondimensia@ealhead and flow rate)Figurel shows
an example of how these isfficiency curves appear when plottéthe numerical optimizatiosalls
for the data be discretized over the operating rarggeh thaf when given values for head and flow
rate, the turbine power canbe directlydetermined Finally, it is expected that output power is a

concavefunction of flow rde if the head is held constaf21].
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Increasing Nondimensional Head

Increasing Nondimensional Flow Rate

Figurel: Isoefficiency lines of aHillchart.]| A 3KS&aid STFAOASyOé 200dzNB Ay GKS
In order to transform the given data intbis more useful form, several stepse required.First the
power output at each operating poiig determinedusingEq.1.26. Next a triangulation of theyiven
flowrate and headvalugsd ISy SNI (G SR dzi fugchbnadity i drder.foltie subfatzh £
interpolation function to accuratelyepresent the expected shape of the power surfadejsi
necessary to impose some constraints on the triangulatiireappliedconstraintsare selectedso

that points on the flow rate; head planeare not be connected to other points associated with ron
sequential levels of efficiendgise. if iseefficiencycurveswere available for 0.89, 0.90, and 0.91, then
an operatingpoint associated with an efficiency of 0.89 could not be connected to an operating point
with an efficiency of 0.9Dr with any operaing points of the same efficiency (0.89) except its
immediate neighbork Finally, the triangulatiors used in conjunction witlthe previously calculated
power values and amterpolation function to createonvexpower curves as functiaof flow rate

for various values of headrhe values of head useatte determined based upon requirements
detailed in the next preliminary analysis stadke particularresults of this stage of the analysis are

further detailed in Chapter 3.
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2.1.2 PreliminanAnalysis of Unit Combinations

2.1.2.1 Utility

The optimization of even a single hydropower facility is natiaal task. The computational
NE&2dNODS&a NBIdzZANBR (2 2LIWAYAT S (wkhSthe AimBer bfA (1 & Q&
turbines in the facilityand with finer levek of discretization. The equation for the total number of

possible ways to operate a facility for a single day is doyefg.2.1.
0 0 p 2.1

0 is the total number of possible operating strategies for a singled@ay, is the number of discrete

flow rates each turbin@ operation has been divided into, add is the number of turbines in the
facility. For a single day a facility with 4 turbines, each of which has been discretized to allow for the
analysis 09 different flow rates {0including a flow rate of ze indicating that the turbine is inactive)
would havep 1t possible operating strategies. Obviously, it would be impossible, even with modern
computers, to analyze this number of possible operasirgtegies Fortunately, there are ways of
approaching tle problem that make analysis of every single possibility unnecessary. However, even
using dynamic programming (the application of which will be detailed later, in SeziBynthe

number of possible operating strategies that must be analyzed is given. By2Eq

0 ¢t O p 2.2

Obviously, the numbeg tcannot be reduced as it is the number of hours in a day. Howdver,
0 p can be decreased by a preliminary analysis of each possible combination of
operating turbines, then anfurther analysis will be much faster. In fact, it turns out ttids canbe

pre-analyzed, resulting in large potential savings in the required computational time.

2.1.2.2 Justification

The second stage of the preliminary analysis could also be considered thetige ofthe
optimization. This preoptimization of the problem definition makeghe subsequentanalysis less
cumbersome by reducing the number of independent variables. To illustratetility of this step,
consider the following: Using thielll problem definition fromSectionl.4, the efficiency, and thus

the power production, of any given turbine depends on tiet head, and thus the net flow rate.
Therefore, in order to determine the effect of any adjustment to the flow rate through a single
turbine, it is necessary to recalculate the net flow rate andinthet head.This change in net head
will necessarily alssimultaneouslyaffect every otheroperatingturbine. Furthermore,during the
optimization,adjustment of theflow rate through a single turbineecessitatesadjusiment of the

flow rates through all of the other active turbines such that the gradient of the revenue with respect

to the flow througheachactiveturbine remains the samd=inally, it isalsopossiblewhen adjusting

12



the flow through a single turbing arrive atan operatingstate that would be better servedy a
different combination of turbines, requiring some turbines to dsivated or dactivated and the
whole process to start over agaihhereforeany time a change is made to the operating point of a
single turbine in the search for the optimal operating points, a-sidblem must be solved to
determine the correspondingrequired change in the other active turbines, and it isasonably
projectedthat the same suiproblemswould have to be solved multiple times throughout the course

of eachoptimization.

Gonsider next an operating poirthat is known to be the optimal operating poifdr the entire

system
M %o i D f I @A N CQURY Y %on D g Y 2.3

This operating point defines which turbines should be active at each station for each time period in
the planning horizon. Further, it defines the specific flow rates through each of those turbmes,.
for each stationCduring each time periodin the planning horizon, the optimal operating point
results in a known net flowd ;;  and net power production0 5  for each station in the
system. Consider the independent variables to be grouped by station and time period
%M r M . Thuseach group of independent variables completely deditiee status of a
single station during a single time period of the optimizatiBach of these subsets of independent
variablesmustthemselvesresult in the optimal division adach stak 2 y Qffow ghferigits active
turbines (where optimal division of floamongturbines is that division which results in the highest

power production for a given net flow rate)

Y Y O Ogp Orpy, hEIQEOR]T O ON | % ki 2.4
To prove thispne must onlyconsider theconsequence# this were not the case. If the division of
flow among the active turbinegere not optimal, then therewould existanother division of flow
among the active turbinefor which thenet flow would beequal to the net flow of the optimal

combination(shown below irEq.2.5), and thed ( I ( A 2 ypfdductibd@véufi Ndhigher thanthe

power production resulting from theptimal systemoperating point

BAOOOIUA ; 0 fr sOp Opp O0f Opp 25
Were this true more power could be produced using the same anmafrwater and the onleffect
on the systenwould beto increasethe power output of the station under consideratiofhis would
in turnresult inahighertotal revenue contradicting the original assumption that tkeown optimal
operating point isin fact,optimal. Thus, in order to uniquely identify the optimal apéing point for

a hydropower system, it is only required that the net flow rate and active turtieésiown for each

station in the systemrather than knowing the flow through each turbine

13



In order to use the net flow and active set of turbines asitftependent variables, rather than the
flow through and status of each turbine, it is hecessary to know the power output of each station as
a function of the net flow rate anthe active set of turbinesi-ortunately ths is a sub-problemthat

can bepredicted and preemptivelgolved[21] over the entire operating rangtrough application

of the KarusltKuhrg Tucker (KKT) conditionisis also straightforward to use thisansformation, the
details of which are developed belo¥) do away with thedifficulty of constantly recalculating the

net headfor each updated value of flow ratand instead express power as a function of the volume

of water in the reservoirthe net flow rate through thestation, and theactive set of turhies.

2.1.2.3 Methodology

Some new definitioamust be made before continuing with the optimization of this preliminary-sub
problem. Previouslyin Sectiof.4, the set of trbines in a station was identified & in which each

turbine was identified by a unique numb&®within its station. Before continuing, in order to reduce

the total number ofactive set2 ¥ (i dzZNDb Ay Sa GKIFG Ydzad 06S entfidrf &1 SR
is chamged such that identical turbindsave the same identifier. This createst'Q Next, sely is

defined as the set of unique elements of the power setpéxcluding the null set.

With this new definition, the application of thekK conditions to the preliminary optimization can
begin. The objective is to determine the optimal power surfaces as functions of only reservoir volume
® , net flow rate 0 , and active operating set , thus generating power surfaces for each

operatingset in each facility.

Theformal definition of the subproblemasrequired for applyinghe KKT conditions is as follows:

Maximize:
05 0 o i Ag 0y 0O 0 hw 26

Subject To:
O O m 2.7
Ofp 0 fn T QT 2.8
0 f O T QT 2.9

The only additional equation needed to fully specify the problem is the equation of the power output

of a turbine as a function of flow rate and head, which is show&qid.26.

This problem must be solved fall discretized points in the followingermissibleoperatingdomain
for each operating set in each station
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O N U R, 0 fh R 2.10
N ® pho g 211
These equations show the domain of the independent variables. The first equation indicates that the
net flow rate 0 can vary from te greater of the minimum station flow rat&)  and the
minimum operating set flow rated to the lesser of the maximum station flow ratd 5

and the maximum operating set flow raté  ; . The secondEq.2.11) simplyindicates that the

domain of the reservoir volume includes all points between the minimum and maximum allowable
volume.

Application of the KKT conditions rdtsin the followingset ofequations(which areboth necessary
and sufficient conditions for optimality because the power equation is assumed to be concave and
the constraints are all linear)

Ty 0O 0 fw
= RO R 212
h
“r omh T 2.13
“H0r 0 g L 214
‘w0 g Of T 2.15

Thus if the turbines are workingwithin their operating domais 0 #z Of O  ff , then

“n ' p Tn order to satisfyEqQ.2.14 through Eq.2.15, andthe slopes of the turbine power
curves (as functions of turbirfow rate) are all identical and equal to However, ifanyturbine is
operating at an extreme of the allowable range, eitheg or*  will be nonzero. Theanalysis of
the effects of each possibility arsimilar at each extreme, smlythe effect of a turbine operating at
its minimum allowed value will be examined herety.2.12 must be valid for each turbine under
consideration, so it iknown that_ must be equal to the slope of the powes. flow curveor each
turbine that is operating within italloweddomain. Howeverif a turbineis operating at the lower
limit of its permissible rangghen 0 ;0 inEq.2.15will be equal to zero, allowing f to
take a positivenon-zerovalue. Thidurther indicates that the slope of the power curve of the turbine
can take a value other than In the case of a turbine operating at the lower limit of its domain, the
slope of its power curve at the optimal operating point will be less than that of other turbines that
are not operating at their lower limits sintey, is constrained to be positive. This aligns with the

requirement that the objective function be convex.

Thus the basic condition for optimality is that the turbines all operate such that the derivatives of

their power curves with respect to their flovates are the same, unless operating at a limiting flow

15



rate. This is a relativelgtraightforwardproblem toaddressnumerically.The easiest way to do so
begirs by cdculatingthe derivatives of power with respect to flow rase eachvalue of flow ratefor
which the power is knowfusing numerical differencing method$yr eachturbine in the active set
Then for a known the target net flow rate, the flow through each turbia@ be determined by
iteratively incremening the flow rate through the turbiie with the highest derivative until the
desired net flow imchieved Howevera more accurate method is desired in whagberating points
for the turbines can be fountbetweenthe discretizedpoints of flow rate for which the power
function is knownSuch an approadk especially usefuvhenthe available discretization of tHeow
rate is not uniform as is the case with the data available for this analysisuch a case it becomes
desirable toaccuratelyinterpolate the power for values of flow @& between the available
discretization. lis also desirable fahe net power curve resulting from thadoptedinterpolation
method to not only be continuous but to alsohave continuous derivatives. Several options were
investigated to accomplish thiBirst, the slopethat any interpolation function would need to match
were calculated using " order methods (central differencing for interior pomtand 2 order
forward and backward differencing flow ratesat theedgesof the domair). Thus any nterpolation
function must have four unknowns so that all of the conditions can be matched. Siriterde
polynomial is the simplest such function, its use was the first teexemined However, it was
discovered that thisapproachwould not work as tb polynomial which matched the values and
slopes already knowwas often notconvexover the entire region between the known values for
flow rate. With this in mind, and lacking amreviouslyknown method that would produce the

desired result, the origirdanterpolation functionshown inEq.2.16 wascreated.

0 OCid 0 w w Q 2.16
This equatiortan take several formasshown inFigure2 ¢ Figured. It exhibits several characteristics
that make it ideal for interpolating the power as a function of flow rate. Firs$, doncave over its
entire domain.Secondthe coefficients can be bed(though the solution is admittedly compleior
known valuesfor power andslope at two values of flow rate as shown belovEm2.19 ¢ Eq.2.23
(Mathematica was used to solve for the coefficienEipally, the slope is a reversible functiortiod
flow rate, allowing the flow rate corresponding to any possible value of the slope to be calculated, as
shown inEq.2.24. The astute reader willgtice that these are simply different conic sectioRgjure

2 andFigure4 show sections of hyperbolas, whilégure3 shows a section of an ellipse.

Giventhan My nAa M 7 M 7 9q PATHR 7 R areknown: 217
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Figure2: Interpolation curveshapewhen coefficients 'a’' and 'c' are both positive.
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Utilization of this interpolation function betweeeach pair of adjacent values of flow rate for which

L2 6SNI Aa (y26y lftft26a GKS LR66SNI G2 06S OF €t Odz | i
domain. At this point, determining the flow rates that solve the-pubblem detailed irEq.2.6 ¢ Eq.

2.9 requires only that the correct value dhe slope be determined This determinationis
accomplishedria an iterative approachvhich yieldshe value of_ (and thus the flow through each

turbine) that correspondso the desired net flow rate.

Once all of the preliminary analysis is complete, pheblem definition is reduced to the following:

Maximize:
YQU Q¢ &/Q "50 A ER ‘w0 mp YY 2.25
Subject To:
[Ny 2.26
Wy Y'Y gf g 2.27
O0p 0 2.28
0 5 0Of ™ 2.29
O O 30 Tt 2.30
0§ 30 Ofp T 2.31
Ok O f 0 fhop 2.32
0 s | ED sp Ompgr 0 gp 2.33
wp  @F O Or & O ki 2.34
W ® [ T 2.35
W 5 W T 2.36
op 6 T 2.37
Wy 6 T 2.38
O0p 0O T 2.39
n T T 2.40

Thus the preliminary analysis has reduced what was previously an optimization problem involving
three nested summations to a problem with only two nested summations.
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2.2 ProposedNew Optimization Approach

The final goal of this thesis is to produce a method whereby optimal system commitment can be
achieved in aset of hydropowerfacilities owned by various individuals or corporations, which
inherently seekout only their own optimal strategy. Along the wdg achieving this goal, a
considerable simplificatioof the system optimization objective functidras been accomplisheay
developingthe analysiglescribedin the previous sectionyhichled to the mathematicalproblem
statement given inEq. 2.25. However,the optimization objectiveof this equationdoes not yet
include any means of ensuring that the individual stations in the system are optimaligtegeln
fact, even without this insightful simplificatiorthe original problem as stated iq.1.1 canbe (and

has beel solved forhydropower syemsvia mixedinteger optimizationstrategies Yet,sincethe

goal ofthis optimizationincludesnot only optimizing the system as a whole, but also optimizing each
indivA Rdzk £ LI I yii Q& 2 L¥htederi methgdd Becodm 18ss @eSirablé Mdie Sdthe
increasan complexitynecessaryo accommodate multiple objective functiorns,determine optimal
operating pointsas well aghe corresponding financial interactions that allow for individual as well

as ystem optimization.

In order to optimize both the system and each of the individual stations, a model is needed whereby
system optimization and individual optimization are intrinsically linked. This necessarily introduces a
large new set of independent viables to the optimization (which will be detailed in Seclof). The
method developedereinincorporates dinancial compensation approach wherephant operabrs
canregard the delivery of water at particular times as a valued commodity with specific monetary
valug and pay upstream facilities for such deliveffyrthermore, the monetary value of the watsr

tied to the value of electrical energso thatthe drategy yield results of consequence=inally,
hydropower systems are inherently ndinear, and the introduction of the requirement that both

the system and the individual station operations be optimal introduces another layer of nonlinear
interactions which makes previously used mixadeger methods undesirabldhus the following
methodwas developed, agutlinedin the next three paragraphs&nd furtherdescribedin Sections
2.3and2.4.

In order to overcome the shortcomingdg mixed integers methods, andetermine the degree of
cooperation between neighboring faciis necessary to reach a globally optimal commitment, the
problem is approached by iterating between two staged/e label thismethod a dual iterative
optimization. Note that theg 2 NR  cefRrdzinlftdhe two stages; in each many different stations
and interactions are analyzetterationscontinuebetween thetwo stages, until a regional optimum

solution isobtained
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The firststageof the method consists of optimizing the operation of each individual facility, without
regard to its effect on other facilities in the system. SindeK S Ff 2¢ Ay (i2 SI OK
determined by the flow released from upstream facilitiése order in which thefacilities are
optimized is based on the physical structure of the system. The farthettaps facilities are the
first to be analyzed, and the furthest downstream are the last. This ensuresltatthe relevant
inputs are availablewhen each optimization is performedrhe details of this stage of the

optimization are given in Sectiéh3.

The secondtageof the optimization consistof first analyzing revenue gradients of neighboring pairs

QX

of stations with respect tahanges itthe upstreanfacilityQa Ff 2 ¢ NB { Bdival@itinedzNA y 3

period. Then, for each pair of facilitiegs K S GAYS LISNAR2R RdzZNAYy3I 6KAOK

flow release results in the greatesttal A Yy ONB | &S Ay GKS (g2 adihalyh2yQa

the value that must be added to the flow release &ddition tothe value of the electricity being
produced) of the upstream facility is determined and recorded for use in the next iteration of the

first stage. Further details of this stage of thatimization are given below iregtion2.4.

2.3 lterationStage 1: Individual Hyd81ation Optimization

Optimizing a single power statiavith known values for pricand water inflow while certainlynuch
simpler than optimizing a hydropower system, is still far from a trigiablem. First, the problem

definition is as follows:

Maximize:

Y 5 1 A@y " k0 “ YUY 2.41

>5¢
0«
¢
¢
CA
0«
0«

The constraints of this optimization are the same as those givEi 226 ¢ Eq.2.36.

The only difference between this problem statement and the one given.if.B5 ¢ Eq.2.36, is that
now the summation overhe different stations has been removed, drthe optimization is only

concerned with the results for a single station.

The use of mixedhteger programming for solving this simpler problem was considered, but
ultimately dynamic programming was selected due to its flexibility apfustness (two
characteristics that are more difficult to achieve using mitetkger methods) An overview of
dynamic programmingan be found in most optimization text books, or alternatively, Wikipedia
given an excellent overview of the topic and links to many otherfoktpferences

The following shows thealefinitions necessary to utilize dynamic programming to solve the

optimization problem
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Value Function:
wo ﬁo'f:ii}k i A QYH .:ffiiiﬁm iha wo ﬁo ® 2.42

State Variables e :

O 6l g 2.43
Input Variables ¢ :
T 1R R 2.44
State UpdateFunction
O wp 0 p 0 & . 0 rp HLEIE & 2.45

In the above equations, the only new variablatroduced are w 0 ,"@hich it the dvalueto-go,é
and'Y, which is the revenue of statiofluring time period. Thevalueto-go function is iteratively
calculated from the state of the system at tkad of thefinal time periodto the state before the
initial time period for every possible combination of st at each intermediate timeWhen
calculating the valu¢o-go & each iteration stage, thealues of all future state combinatiorzse
known, and thus, for each possible current statee optimal set of inputs is determindzhsed on
the revenue the inpug would produce for the current time period and the future revenue (vafute

go) that is possible

Additionally, the selection of state variable bears an explanation. The selection of the volume of
water in the reservoirwy; as a state variable should be an obvious choice, but the reasons for the
inclusion of the previous flow rate) ;  and operatingsetf ; likely are not quite so obvious.
They are, however, easily accounted for. The flow during the previous &nedomust be known in
order to enforce the constraint on the maximum change in flow rate during a single time period
(shown in Eq2.30 and Eg.2.31). The previously active operating set must be known in order to
determine the startup costs that would be incurred by each possible selection ofctireent
operating sef(shown inEq.2.27).

Additionally, this formulation of the problem introduces extrarequirement regarding the method

of discretization employedfor the flow rates and reservoir voluméWNhen using dynamic
programmingit is advantageou$or each set of possible inputs to lead directly from one state to
another. Whileit is possible toapply an interpolation functioto determinethe value of thefuture
valueto-go function inEq.2.42, doing so would result in an avoidable loss of accuracy, and is thus
best circumventedif possible.Thus, since flow rate and volume are linked in 8iate update

function show inEq.2.45, the discretization of the volume and flow rates mbstsuch thawvhen
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the state update function is evaluated, the value found for thpeated volume will lie on an existing

discretized value rather than between two values in the volume discretization.

The results generated from this optimization include the optimérating setnet flow rate, and
reservoir volumefor each facilityduring each time period of the planning horizon, as well as the
resulting optimatotal revenueof each facility These resultéshown below irEq.2.46) arethen used

in the next stage of the system optimization routirehe superscript of each term indicates that

these are the results from the first optimization of each individual facility.
¢ D ppho gAY 2.46
2.4 IterationStage 2: Riveystem OptimizatiotinroughGradient Analysis

This sectioruses the results of the individual station optimizations and links the optimization of
neighboring stationsThe procedure developed hereirs the mechanism that ties together the
individual station optimizations with the total system optimization. Ushiggrocedure it becomes
possible for the optimization of the individual components of the system to driveveeall system
optimization. This iachievedby allowing communication of thieiture, downstreamvalue of water
between neighboring stationshhis value takes the form of payments offered faltered release

levels from downstream facilities to upstream facilities.

The basic concept behind this approach can bg Noncooperative Cooperative
easily demonstrated using a simplexample. 5;::;:{';?;“_'1?5 e e
Figure5 shows a sample electricity prigeofile, $50 250

the resulting revenues with no communication, 540 Eﬂﬂ*
and the resulting revenue if the value of water |4 530 = 530 =
communicated between neighboring facilities. In

this example thereare two facilities that are

connected by a river. The upstream facility has 1l —
reservoir and is able to hold water until the most (@) (b)

beneficial time, but the downstream facility is Fun Figures: Water value concept example.

of-river, and can only use water when it is received fromupsatream facility. In this example, the
flow time between the two facilities isne hour the upstream facility has enough water to flow for

a two hour period and it is assumed that both facilities can convert water to electricity at the same
rate. As sbwnin Figure5(a), without communication of the future downstream value, the upstream
facility would chooseo operate during the two hours with theighest pricethe $50 and $40 time
periods) Thiswould then constrairthe downstream facility to operatat times during which the

electricity price is much lower (the $40 and $35 time periods). Without communicatiertotal
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revenueof the two plants amounts to$165. If, however, the changestotal revenuewere evaluated

for various different possibilitiethen the total revenue of the system would be maximized if the
upstream facility operated during the time periods with prices of $30 and(&5fecease of $1Q)

which would allow the downstream facility to operate during the time periods with prices of $50 and
$40 (an increase of $15penerating dotal revenue of $170. However, the upstream facility would

not be willing to operate during these tenperiods becausef the decrease imevenueit would
experience Thus, in order tancentivize the upstream facility to release water during the earlier time,

it is necessary for the downstream facility to use some of its increased pfitayt forwater to be
releasedduring the $30 time periodA possible result is shovim Figure5(b). In this scenario both
plants generate greater revenue than previously, and the system as a whole is optimized. It is further
seen here thathere are many possible payments that woulduksn the desired change in release.

The payment that is necessary to induce the desired change in a real market is a matter of negotiation
between neighboring stations and is beyond the scope of this thesis. However, this example
successfully demonstrasghat enabling communication between neighboring reservoirs using water

payments can drive the system toward optimal operation.

Of course, applying this concept to a real system is much more complex, but the basic idea transfers
over quite nicelyln orde to detail the methods used in this section of the optimizations ifirst
necessary to first describe the discretization scheme that is used for the variables in the optimization.
Specifically, it is necessary to describe the discretization of theatipgrsets, the net flow, and the
volume. Since the operating sets are already divided into discrete groups, it is unnecessary to do
anything further with them in this regarddence, onlythe net flow and thereservoirvolume must

be consideredAs was stied at the end of Sectio.3, the discretization of these two varialsles
linked.First, a discretization size is selected for the net flow, which will be eféorassd . The

same discretization is used for all operating sets in a station. This then determines the discretization

that must be used for the volume accordingBq.2.47.
30 30 zo@TON 2.47

Thus the possible flow rates for any given combination of turbines will consist of all of the values of
flow rate that are divisible bg-0 and between the minimum and maximum flow limits for that

particular operating set.

In order to apply the gradient analysis to a hydropower system consisting of multiple hydropower
plants, the facilities are divided into pairs, each consisting of two neighboring facilities (the water
released from one flows into the reservoir of the otheBince the same analysis is performed for
every pair of stations, the equations developed below apply to calculations within a péifiagall

of the pairs of plants are determinedhé first step of this second stage of the optimization is to
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determine, for each upstream facility in each pathe effect on the optimal commitmentof

increasing or decreasing the net flow durisgchtime periodin the planning horizonn particular,

the effectof requiring an increaser decreasen the net flow during time periodi € on the optimal

station revenue and the optimailet flow profile are sough{Eq.2.48). Since the procedure reged

to determine the effect of an increase is basically the same as that required for a decrease, everything
developed below will be for the analysis @flow increment and can easily be extended tioe

analysis of d&low decrement Further, the subsér LJ@ ¢4 6 KA OK NBTFSNE (2 6KA
O2yaARSNBRZ Aa OBLIENOKBR BFYRKOSANRKRINIKSGIKSNI (K:

upstream or downstream facility within a pair.
A T AL I A B 2.48

Of courserequiring anincrea® in the net flow during one time period means that the net flow must
decrease at some other tim@ order for the constrainon the finalreservoirvolume to be met
Furthermore, it has been found that requiring the flow to increase at a particular ¢conemonly
results in changes in theptimal flow profile during severaltime periods Thus, to determine the
exacteffect of increasing thedw at any particular time, the optimization problem giverbg.2.41
(repeated below for referenceiust be solvedagainwith an additional constrait specifying the

required dange in the final flow profile.

Maximize:
'YH R iA@Yy " ﬁf) T 56 4 "YT}( 2.49

Subject To:
Eq.2.26 ¢ Eq.2.36 2.50
0 i 0 & 30 2.51

Of course, repeating the full optimization analysis for eapbktream facilitytwice for each time
period in the plannindhorizon is computationally quite expensive. Thadditional constraintsare
added which restrict the values ofreservoir volume and flow rate to be considered in the
optimization. Thee additional constraintsare given below in EQR.52 ¢ Eq.2.54. Theyspecify that
no flow rate (or volumejhat is greater than some integer multiple of the grid siaeay from the
previously determined optimal solutiois to be considered in thanalysis Further, the number of
allowed gridsized stepshe volume can takaway from the previously found optimaaluesis itself

a positiveinteger multiple ofthe number of allowed grigized stepshe flow rate can takeaway

from its previously found optimalalues

Op NO 7 & 30 W s & 30 2.52
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While the additiorof these constraints greatly reduces the required computational time, it is possible
that the resultof this more constrained optimization will not be the true optimum of the problem
given inEq 2.49¢ Eq.2.51. However sinceonly a small deviation from the previously found optimal
sdution is requiredin the constraint given iEq.2.51, it is expected that the flow profile obtained
when adhering to this constraint will be closethe previous results. Furthermore, since the ultimate
purpose of this stage in the process is to identify when it is beneficial for downstream facilities to
subsidize the revenue of the upstream facilitiesifamreasesn flow, small inaccuracies likakould

not lead to significant error in the resulting payment sched@lealysis of the effect of the value of

€ §R a IAADSY Ay {SOlAzy

Once this stepf the secondstage is complete, several new data sets are available for further
analysis. The data that is saved for use in the next step includes, for incremented flow during each
time period, the revenudost due to the forced deviation from the optinhlow, and the resting

net flow profile:
Ay B0 .1 Ghovo Y Y 2.55
Note that here (and ifEq.2.56) 0 KS & dz0 & ONR LJi G dzLd¥ NBFSNE (2 (GKS
upstream membeiin anypair of facilities.The secondstep of stage two consists of analyzing the
effects of the changs in flow rateon thedownstream facility in each paiin this step the only effect
that is important is the effect on the revenue of tdewnstreamstationreceivingthe modified flow
profile. This alsorequires an additional optimization analysis f@ch increas€and decreasgthat
was analyzed for the upstream facilithjough with the constraiin Eq.2.34 (the volume updating

constraint)replaced by the constraint shown belowti.2.56in order that the modified flow profile

will be considered

C
¢
C
¢
C
0«
¢
C
0«
0«

W O ; 2,56
Again, running this optimization twice for each time period in the planning horinauld be
computationally very expensive, and thilie optimizations again include the constraints in £§2
¢ Eg.2.54. The same argument is made for the reasonableness edetbonstraints as was made
above.The resultingchanges in revenue of the downstream faciliti€sy. 2.57) are then used in
conjunction with the changes in revenue of the upstream facilifigs 2.55) in the final stepof this

stage of the optimization.
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The final stefis the determination of the water flow payments théttimplemented, would motivate

the upstream facilities to increase their release at the appropriate times, thus driving the total system
toward more opimal operations Selecting the proper method of implementing a payment is crucial

to ensure that every concerned party will benefit: primarily each individual owner/operator (since
their decisions determine the operation of the system), but also the wiydéem by producing more
power when demand is high, and less power when demand is low (as reflected by the power prices).
Beyond simply benefiting the revenue of power companies, this is also of benefit to society, likely
resulting in decreased G@missionand lower energy prices because of the increase in the efficiency

of producing power when it is most needed using clean hydropower.

When neighboring stations both seek optimal revenue, some tension may inevitablyRefsering
back to theexample inFigure5, it isclear that the operationmeflected inFigure5(b) is optimal for

the system as a whole, buthether it is optimal for each station remains questionatM¢hereas
both stations generateadditional revenue as compared tothat generated while operating
independently(Figure5(a)), the downstreanfcility might have paid a smaller amount for the water.
On the other hand, the upstream facilitgight have refused to cooperate wds the downstream
facility paid them a majority of the increased reventlibesepossibilitiedead to a reexamination of
what it means to optimize the operation efch individuafacility. For the purposes of this work, we
defineoptimal station operatin asany operatiorcapable of generating higheevenue tharwhat is
accrued under independent operatio®bviously, this leaves a great deal of variability in the decision
regarding how the payments will be determined. In a +@alld applicationpaymentwould be
negotiated by the lawyers and financial officers of the companies owning neighboring facilities, but
since modeling human behavior is far beyond the scope of this workdéuision has been

automated via what we hope is an insightful and accbfgavay of splitting additional revenue

The algorithm developetielowapplies toa pair of neighboring hydropower facilitiésr the revenue
resulting from a required increment in the flow rate. The methodology can, howeasily be
extended toinclude the changes in revenue resulting from a required decrement and any number of

pairsof neighboring stations in a system.

First, thetotal changes in revenue due to each flow adjustmefar the pair of neighboring facilities

are calculated
3y oayh. o oayny 2.58
Next, the time of the change in flow released from the upstream facility that caused the greatest

increase irotal revenue is determined.
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This time i is the time at which the upstream facility will receive payment for increasing the net
flow releasedapplied during the next iteration of individual optimizationdpte thatif there is not
time period for which the total revenue of the two stations increases, then this stage of the
optimization stops without determining a flow payment to be made. Hesveitis possible thain
some future iteration changes in other parts of the systeauld result in possible increases in

revenue, so the pair cannget be removed from further consideration.

The question ofappropriate compensation for water releaséds not yet been addresseSeveral
options for determining this payment were considerddhe first optionconsideredwas topay the

upstream facilityenough to compensate it faihe lost revenue 3y P i plushalf of thetotal

revenue increas -3'Y"  for anyreleaseabove the previously determined optimum during time

LJS NJi £ Tis dption was quickly abandoned because of the many iterations that Wwauddikely
been required to achieve any meaningful shift in operations. Néxtyas considered to pay the
upstream facilityan amount equal to its lost revenue 3y P i Pplus half of the total revenue

increase for each increment beyond the previously determined optimaaleF‘ S L

However, this option could easily resultamlownstream station continuing to pay fan upstream
station to increasats flow release far beyond the value that would be optimal for the downstream
station, also potentially causing the total revenue od two stations to decreasand was therefore
discarded Theoption finally implementedgenerates gpaymentschedule in whickeach increment

of the dzLJA G NB I Y rel@abebelydnd thedpfedious optimum resslin an additional payment
followinga geometically decreasing trendr'he total resulting payment is shown belowln.2.60

and Eq. 2.61. Equation 2.60 represents the payment schedule using a summation, and thus the
paymentfor each increment in flow rate can be easily determined, while2&{. yields the same

result, but with the result of the summation presented iniigler form.

- At o s B ¥ p O, R
Eqﬂzﬁ U A n Eé Y h oy E ﬁ,S"Y 2.60
G o
h h h
EgE » O 5 FOEEY aYh o g 2y P 261

The utility of this approach may not be immediately apparent, so the various terms bear explanation.

First, the payment only @urs if the upstream facility releases more water than the amount that it
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previously found to be optimal. Second, since the upstream station was previously optimized,
3y P i Must be negative. In this equation this term appears to ensure thaupstream station is,

at the very least, compensated for its lost revenue. Third, the payment is not linearly related to
increased release (in the way that power revenue depends linearly on the amount of power
produced). The amount of the payment doespdad on how much the flow has increased, but not
via a simple multiplicative value function. Finally, the amount of the total increase in revenue paid to
the upstream facility depends on how many increments away from its previdesdyminedoptimal

flow rate it operates. According to the coefficient of the total increase in reventié " , If the
upstream station increases its flow release by one grid step, the upstream statieives 50% of

the total increase immevenue; if it increases by twgrid steps, then the upstream station receives
75% of the total increase that the two stations received for a single grid step incid@s@ayment
schedule is further demonstrated kFigures, which shows the payments that would occur for various
increases in flow rate based on a loss in revenue of upstream facility equal to $3 and an increase in
revenue by the downstream facilitf $7, resulting in a total increase in revenue of $4.

8
! X X X X
X
6 X
&> =
<
Q4
; ® Water Value Increment
g 3 X Total Payment
2
1 @
¢ o
0 ‘ T T T T T ’ T ‘ T . T . 1
0 +Qgrid  +2Qgrid +3Qgrid +4Qgrid +5Qgrid +6Qgrid +7Qgrid +8Qgrid
Flow Rate

Figure6: Payments for flow changes of an upstream facility. Payments correspond to upstream facility lost
revenue of $3 and total revenue increase of $4 (for a single @meent of flow).

The intent of this geometric progression is twofold. Its first purpose is to prevent the downstream
station from making a payment beyond the amount its own revenue increased due to the analyzed

AAy3AtS AYONBYSyYy(l A ywratk Shisdzlidiporthdsdinye thieré Is dokgRayaftée T 2
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that further increass in the flow released by the upstream facility will be benefid@l the
downstream facility Second, it allows for the optimization to identify directionstidfepestascent

and make more than a single step in the identified directiés. shown irFigure6, the upstream
facility can continue to receive higher payments for release beyond itigdesincrement that was
analyzed.This is important to reduce the number of iterations (and thus computational time)

required to convergen afinal solution.

The final result of this stage of the optimization is the paynsatitedule showin Eq.2.61. In order
to communicate the proper payment to the next iteration, several pieces ofrmdtion must be
saved These include the timperiod forwhich a new paymenhas beencalculated, whether the
paymentcorresponds t@nincrementor a decrementin flow (indicated by 4 "Qtaking a value of 1
or -1), the previous optimal flow rate at that timéhe revenue loss ahe upstream station, and #h
total increase in revenue of theair ofstations(all listed in Eq2.62). This information is theadded
to a list of payments to be made to the stpeam facility anditilized by the updated value function

shown in Sectio2.5, which details the iterative procedure.
03 i il BY § BY ; 2.62
2.5 lIterative Procedure

The procedure and equatigrdeveloped above in Sectios3 and 2.4 refer specifically to the first

iteration of the optimization(superscripts indicate the iteration numbe#A few slight modifications

are necessaryof the second and followingterations. Hence the equations developed above in
Sectior2.4l f f KIF @S | p& dAIBREONKIALYWIT 2FKIlal GKSe& NBadzZ G 3
Ly 2NRSNJ F2NJ GKS Sljdz2r dAaz2ya G2 | LILXe& d@onkyf f &d:
needstod S NB LY | OS Rd& & bhie BiedikeyfiuR@idn ofdhe single station optimization
procedure of Sectio.3requires a modification to tlude the effects of the water paymentshis
modification is determined using twsteps. First, the water payments for each allowable flow rate

are determined according to EB63:

E A& 0Zi & 0r 0 & m h
= 2.63
AT ©A
This equationresults in a matrix of values of flow rate for each facility. The resulting matiees

then includedin the optimization objective function previously given in E41, and shown below

in Eq.2.64 with the newwater paymentterm included.
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The same modification must also be made tpZE49in all further iterations.

Finally, there are a couple of problems that could arise as the iterations progress. The first and most
obvious potential problem is that because this is a grad#motingmethod, applying a payment
schedule may result in the upstream installation releasing more water than is benédicidie
downstream installation, causing the revenue of the downstream installation to decrease after water
payments are madelhis would indicatethat the value applied to increased flow ratbeyond the
already consideredingle increments too large. If the method developed in Sectic®.4 were
followed, a payment would be made for decreased flow at the same time. However, such a payment
would result in the downstream facility first paying for increased flaad subsequentlpaying for

the flow to be decreased. Obviously, this would notk@aense. Fortunatelyhis problem igasy to
rectify. Since it is known that a single increment in flow rate by the upstream facility is beneficial, the
base payment that compensates the upstream facility for lost revenue must stay the same. However,
the magnitude of payments for further increases in floneratinbe easilyreducedby decreasing the
value of the recorded total revenue change between the two statiai¥ by half until the
problem is rectifiedReducing this recorded value would cause the geometric series portion of the
payment to decreae, in turn causinghe incremental benefit of increased flow by the upstream
facility to decrease, and thus the optimum release of the upstream facility will be lower at the

relevant time.

The secondotential problem is that the payment schedule detemed inthe currentiteration &

may indicate a payment at the same time as a payngetérmined by a previous iteratiod , but in

the opposite direction (a decrease in flow instead of an increase, for examglevas stated above,
simultaneouslyaying br a decreasandan increasés not conducive to a valid solutiofihe method

for dealing with this problem is only slightly more complex than the method for dealing with the
previous problem. The first step is the same as forpgteviousproblem, namely to decreaseY

by halfuntil the analysis indicates a payment at a different tirhkowever, in some instances that
may not be enoughand the flow of the upstream facility will need to be decreased (or increased)
further than is possible by sirhp decreasing'Y . This possibility bears further explanation.
Suppose that a previous iteratian indicated that the flowof a facilityshould be increased at
timei , and water payments occur when fl@avthat timeis greater tharl.  ; (the flow that was
determined to be optimal at timé during stage 1 of iteratio ). Suppose further that in the
current iteration¢ it has been determined that at that same timeé the flow ought to be

decreased, and the first step of decreas#y has been performed untl  ; 1
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30 (i.e. the flow releaed isonly large enougifor the upstream facilityto receive thesmallest
possiblepaymentindicated by Eq2.60). At this point decreasing’yY  further will have no effect
since the facility is receiving a base payment for this flow @fte'Y  , which cannot be
decreased In this instance the previous payment must be completely removed, and the analysis
continues as before.

The contour plot showibelow in Figure7 gives a two dimensional graphical demonstration of the
concepts discussed above. The contours represenstant values of théotal revenue of a system
consisting of two neighboring hydropew facilities, while the parameters represefibw rates
Individual optimization of the two facilities could resultiimtial operation on the lower left side of

the outermost curvewhile system optimal operation occurs near the upper left sikdelyss of the
systemvia a gradient techniquavould then indicate that the greatest increase in revenue would
result from increasing parameter 1, and so a payment would be made to the upstream facility to
increase it. Once parameter 1 is increased sufficietily,greatestrise would instead result from
increasing parameter 2, and again, a payment would be made for its increase. The gradient
optimization would switch back and forth between increasing parameter 1 and parameter 2 until
parameter 2 increased beydnthe zero value. At that point parameter 1 would have to start
decreasing to approach the global optimum. As discussed above, paying for an increase in a
parameter, then subsequently paying for it to be decreased does not make sense. Thus, the payments
previously determined to increase parameter 1 would be decreased or reversed until convergence

on the final optimal value is achieved.
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Parameter 2

Parameter 1

Figure7: Two dimensional graphical demonstration tfie necessity othe ability to reverse or eliminate
previously determined payments to change a parameter in a particular direction. Also shown is a possible
gradient based optimization path.
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3 Results
3.1 Preliminary Analysis

3.1.1 Preprocessing of Data

As the results of the workest on the foundation formed in the preliminary analysis, the results of
those initial steps are shown here. The available data describing the efficiency of a hydro turbine
consisted of iseefficiency curves for varying levels of efficiency (as showigirel in Sectior2.1.1).

In order to apply numerical methods this problem, power production was needed as a function of
evenly discretized values of flow rate and net head. As previously statBdction2.1.1, the first

step toproducing this is creating a triangulatiohtbe points on the head flow rate planefor which

the efficiency is known for use in an interpolation functidiour stages of this processd the
resulting interpolation of the efficiency surfaeee shownm Figure8 ¢ Figurel5. Note that in each

of these figures, the axes are mtimensional head (EwD) and nondimensional flow rate (QwD).

Figure8 and Figure9 show the initial triangulation and the resulting interpolation of the efficiency
surface. It is immediately apparent that that this is not a good interpolation because of the flat

sections half way down the slope to the left of the peak and immediabetlze right of the peak.

Examination of the triangulation quickly showed that some of the edges connecting points together
spanned across efficiency levels. This observation resulted in the addition of the first constraint to
the triangulation, namely, a requirement that neighboring points of the same efficiency be
connected. This resulted in the triangulation and interpolation showRigure10 and Figurell,
respectively.

While the addition of the is@fficiency curve connection constraint greatly improved the
triangulation and thesmoothness of theesulting dficiency interpolationthe approach istill not
yielding a sufficiently orderly triangulation arsufficiently smooth surface. The next step taken was
to normalize the axes with respect to each other, so that the triangulation was performed on points
for which the xaxis and yaxis both ranged from 0 to 1. This resulted in the far superior triangulation

and interpolation shown ifrigurel2 andFigurel3, respectively.

Finally, there were still a few locations in which the interpolation resulted in flat areas on the
efficiency surface due to the connection of npaighboring paits of the same efficiency. The
locations in which this occurred were identified, and additional constraints were strategically added
to cross the offending edges, thus eliminating them. The resulting triangulation, efficiency surface,

and nondimensional @ver surface are shown Figurel4, Figurel5, andFigurel6, respectively.
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QwD

Figure8: Initial unconstrained triangulation.

QwD

EwD

Figure9: Interpolated surface from Figure 8iangulation.
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Figurell: Interpolated surface from Figur&Otriangulation.
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Figurel2: Triangulation with iseefficiencycurve constraints and axes normalized to range from 0 to 1.
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EwD QwD

Figurel3: Interpolated surface from FigureZltriangulation.
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EwD

QwD

Figurel4: Final triangulation with iseefficiency curve constraints, normalizian, and constraints added as
needed to prevent flat areas on the interpolated efficiency surface.

EwD QwD

Figurel5: Interpolated surface fronFigure 14triangulation.
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EwD

QwD

Figurel6: Power surface resulting frorthe final triangulation show in Figure 14

3.1.2 Preliminary Analysis of Unit Combinations

As outlined in Sectior2.1.2 the goalof the preliminary analysis of unit cdrimations was to
determine the maximum power surface of each possible combination of operating units as a function
of net flow through the hydropower plant and the volume of water held in the reservoir. This
combination of known parameters ensures that thgerating headcan be knownand thus finding

the maximum powepnly requiresdetermination ofthe flow rate through each active turbin&he
required steps tapply the KKT conditions to solve this portion of the probiectude, in order: (1)
using thepreviously determined power surface interpolation functions, extract the power curves as
a functions of flow rate for each active turbine at the calculated value of net head, (2) ensuring that
those curves are convex so that the KKT conditions are neyemsd sufficient, (3) identifying the
coefficients of the interpolation functions between the points of the extracted curves, and finally, (4)
identifying the flow through each active turbine resulting in the maximum power output for the given
net flow rae.

The first step is a straightforwampplication of the power surface interpolation function that was
previously generated to the calculated head and the full range of possible flow rates. The second step
immediately analyzes the extracted curve. Altadpoints which cause the curve to be roonvex

are first removed, then the center points of any group ofinebr points are removed, and finally,

the remaining points are shifted vertically to minimize the error between the points interpolated

using paver surface interpolation function and a linear interpolation of the powssing the

39



remaining points. The various stagasthis process are shown Kigurel?. The red line shows the
LI26SN) & RSGSNXYAYSR o6& AYyGSNLRCt I ( fufcyon dad the’ 3  a ! |
previously determined triangulation of the available data. This cusveery nearly convex, as
expected, but it is not perfectly so, as it must be to directly apply the KKT conditions. Since the curve
is reasonably expected to be convex as previously established, all points that cause the curve to be
non-convex are removedrkt, resulting in the set of points identified by the squares. Next, any sets

of collinear points further complicate application of the KKT conditions. Thus, any point that is
collinear with the points immediately before and afteasremoved. Again, itvasreasonable to do

S0 since the curve is expected to be convex. The poémeiningafter this step are identifiedby

circles in the figure. Finally, the remaining points are shifted vertically to minimize the difference
between the original interpolatio and a linear interpolation between the remaining pointthe
percent difference between the final piecewise linear curve and the original curve is shown by the
blue line. As expected, it is, in all casggite small, never differing by more than 1.5%nifr the

original interpolation of the curve in all cases studied.
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Figurel?: Various stages of the process of extracting the convex power curve for a single turbine at a known
value of net head.
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These curvesvere generated forvaues of head spanninthe range of possible@aluesfor each
turbine. After all of the relevant curves were generated for any particular turbine, the vertical shifts
were averaged, and the amount by which each curve was shifted was adjusted to the aVéiesge.
curveswere then used to solve for the optimal division of flow ameaghset of active turbineor

all allowed flow ratesTheresults for one of each of three differently sized turbines are shown below
in Figurel8 ¢ Figure21. Figurel8 shows three surfaces representing the optimal division of net flow
rate (shown on the saxis) among three active turbines of differing design capacity based upon the
net flow through the thre turbines and the volume of water currently in the reservoir that feeds
them.Figurel9is very similar td-igurel8, except it shows the power generated by each of the three
turbines.Figure20 shows the total power produced by the combiraatiof three turbines. Nathat
though the power surfaces of the individual turbines appear rough, the net effect when the power
of the individual turbines is added together is that the total power produmgthe combinations a

very smooth function oftte net flow rate ad reservoir volume Finally,Figure21 shows the net
efficiency of the combination when the net flow rate is distributed optimally among the active

turbines. Again, note that the efficiency surface is quite smooth.

Figurel8: Optimal division of net flow rate among three turbines of differing design capacity.
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