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Abstract

Let $k$ be a field of characteristic different from 2, and let $K$ be the extension of $k$ obtained by adjoining the symmetric functions of the independent transcendental elements $\alpha_1, \alpha_2, \ldots, \alpha_d$ for some $d \geq 3$. For each prime $\ell$, we examine the natural $\ell$-adic representation of the absolute Galois group of $K$ associated to the “generic” Jacobian $J$ of the hyperelliptic curve over $K$ whose Weierstrass roots are the $\alpha_i$’s. In particular, we show that the image of the absolute Galois group in the group of automorphisms of the $\ell$-adic Tate module $T_\ell(J)$ contains the entire symplectic group $\text{Sp}(T_\ell(J))$ when $\ell \neq 2$, and that it contains the level-2 congruence subgroup $\Gamma(2) \triangleleft \text{Sp}(T_2(J))$ when $\ell = 2$. We also derive formulas for generators for the field extension $K(J[4])/K$, as well as formulas for generators of $K(J[8])/K$ in the case that $J$ is an elliptic curve.

We then give a full description of the infinite algebraic extension of $K$ generated by the coordinates of all 2-power torsion points of $J$ when $d$ is 3, 5, or 6, by giving recursive formulas for the generators. This is done in all of the above cases by associating to $J$ a regular tree and assigning elements of the algebraic closure of $K$ to the vertices of the tree. We also use these constructions to describe several other algebraic extensions of $K$ related to the subgroup of dyadic torsion of $J$. 
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Chapter 1

Introduction

Over the last fifty years, the natural $\ell$-adic Galois representations associated to abelian varieties have been objects of great interest to number theorists and algebraic geometers. Descriptions of the images of such representations associated to an abelian variety often determine its endomorphism ring, and shed light on such problems as the Hodge conjecture and the Mumford-Tate conjecture. This dissertation contains results describing the natural Galois action on $\ell$-adic Tate modules of Jacobians of hyperelliptic curves, as well as results which give generators for fields of definition of various torsion subgroups of these Jacobians of 2-power order. We will present these results and their proofs, as well as relevant background information, in several chapters.

1.1 Outline and conventions of dissertation

1.1.1 Outline

In this chapter, we will introduce notation used throughout this thesis, the main objects that our results will be concerned with, and several background results. In §1.2 we define the Jacobian of a hyperelliptic curve over a certain function field and completely describe the 2-torsion points of this Jacobian as well as the field over which they are defined. In §1.3 we discuss the natural $\ell$-adic Galois representations associated to this Jacobian, describe some background results concerning the images of these representations, and give our result on their images in the “generic” case.
In Chapter 2, we develop some topological constructions which will be needed to prove several results for hyperelliptic Jacobians defined over a field containing \( \mathbb{C} \), including descriptions of the \( \ell \)-adic image of Galois for any prime \( \ell \), the field of definition of 4-torsion of a hyperelliptic Jacobian of any dimension, and the field of definition of 8-torsion of an elliptic curve.

In Chapter 3, we use sequences of 2-isogenies of elliptic curves to derive generators of the field of definition of all 2-power torsion of an elliptic curve. We use this construction to give a description of the field extension obtained by adjoining the \( x \)-coordinates of all 2-power torsion points of an elliptic curve, as well as a partial description of the field of definition of the 2\( n \)-power torsion for each positive integer \( n \).

In Chapter 4, we use sequences of \((2, 2)\)-isogenies of Jacobians of genus-2 hyperelliptic curves to derive generators of the field of all 2-power torsion of the Jacobian of a genus-2 hyperelliptic curve. We use this construction to give a description of the field extension obtained by adjoining the coordinates of the images of all 2-power torsion points in the corresponding Kummer surface.

1.1.2 Notation

We adhere to the following notational conventions throughout this dissertation.

If \( S \) is a set, we write \( |S| \) for the cardinality of \( S \).

If \( N \) is a group or a module containing elements \( a_1, a_2, \ldots, a_m \in N \), we write \( \langle a_1, a_2, \ldots, a_m \rangle \) for the subgroup or submodule of \( N \) which they generate. We often use the symbols “\(<\)” and “\(>\)” to indicate inclusion of subgroups or sublattices.

For any group \( G \) of automorphisms of a free \( R \)-module, where the ring \( R \) is \( \mathbb{Z}, \mathbb{Z}_2, \) or \( \mathbb{Z}/2^n\mathbb{Z} \) with \( n \in \mathbb{Z}_{\geq 0} \), and for any integer \( r \in \mathbb{Z} \), we write \( r \in G \) for the scalar automorphism corresponding to the image of \( r \) under the obvious ring homomorphism \( \mathbb{Z} \to R \). In particular, \( 1 \in G \) denotes the identity automorphism, and \( -1 \in G \) denotes the automorphism of \( G \) which sends each element to its additive inverse.

For any group \( G \) of automorphisms of a free \( R \)-module, where the ring \( R \) is \( \mathbb{Z} \) or \( \mathbb{Z}_\ell \) for a prime \( \ell \), we write \( \Gamma(N) \triangleleft G \) for the kernel of reduction modulo \( N \); in other words,

\[
\Gamma(N) = \{ \sigma \in G \mid \sigma \equiv 1 \mod N \}.
\]
We fix, once and for all, a complex number $\sqrt{-1} \in \mathbb{C}$ whose square is $-1$.

Given a field $k$ and an algebraic closure $\bar{k}$ of $k$, we fix, once and for all, a compatible system of $N$th roots of unity $\zeta_N \in \bar{k}$ for $N = 1, 2, 3, \ldots$; that is, we have $\zeta_{N'}^N = \zeta_N$ for any positive integers $N$ and $N'$. If $k \subset \mathbb{C}$, then we put $\zeta_N = \{e^{2\pi\sqrt{-1}/N}\}$ for $N = 1, 2, 3, \ldots$. For any prime $\ell$, let $\mu_\ell \subset k^\times$ denote the subgroup generated by $\{\zeta_{\ell^n}\}_{n \geq 1}$. We write $T_\ell(\mu)$ for the inverse limit of the system of subgroups $\langle \zeta_{\ell^n} \rangle \subset k^\times$ under the $\ell$th-power homomorphism $[\ell] : \langle \zeta_{\ell^{n+1}} \rangle \to \langle \zeta_{\ell^n} \rangle$; although $T_\ell(\mu)$ is a free $\mathbb{Z}_\ell$-module of rank 1, we will consider it as a multiplicative group.

Let $X$ be a complex manifold (resp. a scheme over a field $k$), and let $t$ be a point (resp. a $k$-point) of $X$. Then if $F \to X$ is a family, we denote the fiber over $t$ by $F_t$.

### 1.2 Hyperelliptic Jacobians

The main object of study in this dissertation is the Jacobian of a hyperelliptic curve. Most of the results will concern the Jacobian of the “generic” hyperelliptic curve of degree $d \geq 3$; therefore, we will start by defining this object over a ground field in which the Weierstrass roots are transcendental over its prime subfield. Since some of the results concern the fields of 2-power torsion of these Jacobians, we will then give a full description of their 2-torsion subgroups, and state the main results which describe their fields of higher 2-power torsion.

#### 1.2.1 Definition and construction

Let $k$ be any field of characteristic different from 2. Fix an integer $d \geq 3$; let $\alpha_1, \alpha_2, \ldots, \alpha_d$ be transcendental and independent over $k$; and let $K$ be the subfield of $k(\alpha_1, \ldots, \alpha_d)$ generated over $k$ by the symmetric functions of the $\alpha_i$’s. We fix an algebraic closure $\bar{K}$ of $K$. Then

$$y^2 = \prod_{i=1}^{d} (x - \alpha_i)$$

is an equation for an affine hyperelliptic curve $C'$ of degree $d$ over $K$. We construct a smooth, projective model $C$ of this curve as follows. Let $C''$ be
the curve defined over $K$ given by the equation

$$y'^2 = x' \prod_{i=1}^{d} (1 - \alpha_i x') \quad (1.2)$$

if $d$ is odd, and by the equation

$$y'^2 = \prod_{i=1}^{d} (1 - \alpha_i x') \quad (1.3)$$

if $d$ is even. We glue the open subset of $C'$ defined by $x \neq 0$ to the open subset of $C''$ defined by $x' \neq 0$ via the mapping

$$x' \mapsto \frac{1}{x}, \quad y' \mapsto \frac{y}{x^{((d+1)/2)}},$$

and denote the resulting (smooth, projective) curve by $C$. If $d$ is odd, $C$ has one “point at infinity” given by $(x', y') = (0, 0) \in C''(K)$, which we denote by $\infty$; if $d$ is even, $C$ has two “points at infinity” given by $(x', y') = (0, \pm 1) \in C''(K)$, which we denote by $\infty_1 := (0, -1)$ and $\infty_2 := (0, 1)$. (See [18], §1 for more details of this construction.) It is well known that the genus of $C$ is $g := [(d - 1)/2]$; i.e. $d = 2g + 1$ or $d = 2g + 2$. (Note that our definition of a hyperelliptic curve will include the case where $d = 3$ or $d = 4$ and the curve is an elliptic curve.)

There is an obvious degree-2 morphism $C \to \mathbb{P}_K^1$ defined over $K$, which is defined on $C'$ by projection onto the $x$-coordinate, and which sends the point(s) at infinity to $\infty \in \mathbb{P}_K^1$. By the Hurwitz formula, this morphism is ramified over exactly $2g + 2$ points in $\mathbb{P}_K^1$, which we call the branch points of $C$. We denote this $2g + 2$-element set of branch points by $B$. It is easy to see that if $d$ is odd, then $B = \{\alpha_i\}_{i=1}^{d} \cup \{\infty\} \in \mathbb{P}_K^1$, and if $d$ is even, then $B = \{\alpha_i\}_{i=1}^{d} \in \mathbb{P}_K^1$.

For any algebraic extension $K' \supset K$, we denote by $\text{Div}^0(C)(K')$ the group of degree-0 divisors on $C$ which are fixed by $\text{Gal}(\bar{K}/K')$, and we denote by $\text{Pic}^0(C)(K')$ the quotient group of $\text{Div}^0(C)(K')$ modulo divisors of functions in $K'(C)^\times$. (When the field $K'$ is clear from context, we will denote these groups simply by $\text{Div}^0(C)$ and $\text{Pic}^0(C)$. There is an abelian variety $J$ defined over $K$ which represents the assignment $K' \mapsto \text{Pic}^0(C)(K')$; i.e. $J$ is a projective group variety such that for any extension $K' \supset K$, $J(K')$ and $\text{Pic}^0(C)(K')$ are isomorphic as abstract groups (see §1 of [14]). We call $J$ the
Jacobian of $C$; it is an abelian variety over $K$ of dimension $g$. An explicit
construction of the Jacobian of a hyperelliptic curve is given in [18], §2.

For any integer $N \geq 1$, let $J[N]$ denote the $N$-torsion subgroup of $J[\bar{K}]$;
by the results in §6 of [16], $J[N]$ is a free $\mathbb{Z}/N\mathbb{Z}$-module of rank $2g$. We let
$K(J[N])$ denote the (finite algebraic) extension of $K$ obtained by adjoining
the coordinates all $\bar{K}$-points of $J[N]$.

1.2.2 Fields of 2-torsion of hyperelliptic Jacobians

Note that the extension $K(\{\alpha_i\}_{i=1}^d)/K$ is Galois, and we may canonically
identify the Galois group $Gal(K(\{\alpha_i\}_{i=1}^d)/K)$ with $S_d$, the symmetric group
on $d$ objects. For any subgroup $H \subset S_d$, let $K(\{\alpha_i\}_{i=1}^d)^H$ denote the subfield
of $K(\{\alpha_i\}_{i=1}^d)$ fixed by $H \subset Gal(K(\{\alpha_i\}_{i=1}^d)/K)$.

We now describe completely the subgroup $J[2]$ as well as the field exten-
sion $K(J[2])/K$ for any degree $d \geq 3$. This result is already well-known; for
instance, the description below of the elements of $J[2]$ is given in [18] (the
statement and proof of Corollary 2.11) for hyperelliptic Jacobians over $\mathbb{C}$.

Proposition 1.2.1. a) The 2-torsion subgroup $J[2]$ consists of all elements
of $\text{Pic}^0(C)(\bar{K})$ represented by elements of the form

$$e_U := \sum_{\alpha \in U} (\alpha, 0) - |U| \cdot (\infty) \in \text{Div}^0(C)(\bar{K})$$

if $d$ is odd, and of the form

$$e_U := \sum_{\alpha \in U} (\alpha, 0) - \frac{|U|}{2} \cdot ((\infty_1) + (\infty_2)) \in \text{Div}^0(C)(\bar{K})$$

if $d$ is even, where $U \subset B$ is a subset of even cardinality. For two subsets
$U, U' \subset B$ of even cardinality, $e_U, e_{U'} \in \text{Div}^0(C)(\bar{K})$ represent the same
element of $J[2]$ if and only if $U' = U$ or $U' = B \setminus U$.

b) The Galois group $Gal(K\{\alpha_i\}_{i=1}^d)/K)$ acts on the representative of each
such divisor $e_U$ through its action on $B \subset \mathbb{P}^1_{\bar{K}}$ (where the points at infinity
are fixed by all Galois elements).

c) If $d \neq 4$, we have

$$K(J[2]) = K(\{\alpha_i\}_{i=1}^d) \quad (1.4)$$
and \( \text{Gal}(K(J[2])/K) \cong S_d \). If \( d = 4 \), we have
\[
K(J[2]) = K(\{\alpha_i\}_{i=1}^{4})^V
\]
and \( \text{Gal}(K(J[2])/K) \cong S_4/V \cong S_3 \), where \( V \) is the unique normal order-4 subgroup of \( S_4 \).

Proof. We first note that for each \( \alpha_i \), the divisor of the function \( x - \alpha_i \in K(C)^x \) is \( 2(\alpha_i, 0) - 2(\infty) \in \text{Div}^0(C)(\overline{K}) \) (resp. \( 2(\alpha_i, 0) - 2((\infty_1) + (\infty_2)) \in \text{Div}^0(C)(\overline{K}) \) if \( d \) is odd (resp. if \( d \) is even). It follows that for any subset \( U \subset B \) of even cardinality, \( 2e_U \) is a principal divisor. Thus, each \( e_U \) represents an element of \( J[2] \).

Now assume that \( U, U' \subset B \) are subsets of even cardinality and that \( e_U \) and \( e_{U'} \) represent the same element in \( J[2] \). Then \( e_U - e_{U'} \) is a principal divisor. But clearly \( e_U - e_{U'} \) represents the same element as \( e_{U \cup U'} \) in \( J[2] \), where \( U \cap U' = (U \cup U') \setminus (U \cap U') \), so it will suffice to show that \( e_U \) is a principal divisor if and only if \( U = \emptyset \) or \( U = B \). It is easy to see that \( e_B \) is the divisor of \( y \in \overline{K(C)} \). It follows that \( e_U \) represents the same element as \( e_U + e_B \), which is clearly equivalent to \( e_{B \setminus U} \). So by possibly replacing \( U \) with \( B \setminus U \), we may assume that \( U \in \mathbb{P}_K \setminus \{\infty\} \) and \( |U| \leq g \). If \( e_U \) is the divisor of a function \( g \), clearly this function has no poles at any \( K \)-point of \( C' \), so \( g \) must be a polynomial in \( x \) and \( y \). Since the divisor of poles of \( y \) has degree \( d \) and the divisor of poles of \( g \) has degree \( \leq g = [(d - 1)/2] \), \( g \) must be a polynomial in \( x \) only. Then if \( U \) is nonempty, \( (x - \alpha)|g \) for some \( \alpha \in U \). But the order of \( (x - \alpha) \) is 2 at the point \( \alpha \in C' (\overline{K}) \), and \( g/(x - \alpha) \) can have no poles on \( C' \), which contradicts the fact that the divisor of \( g \) is \( e_U \). Therefore, \( U = \emptyset \), as desired.

By what has been proven above, the set of points in \( J[2] \) represented by divisors of the form \( e_U \) for \( U \subset B \) a subset of even cardinality is parametrized by the partitions of \( B \) into 2 even subsets. By an easy combinatorial argument, there are \( 2^{2g} \) such partitions. But \( |J[2]| = |(\mathbb{Z}/2\mathbb{Z})^{\oplus 2g}| = 2^{2g} \), so these divisors represent all elements in \( J[2] \). Thus, part (a) is proved.

Part (b) is clear from the definition of \( e_U \) for each of the subsets \( U \subset B \).

Since each element \( e_U \) is clearly a divisor in \( \text{Div}^0(C)(\overline{K(\{\alpha_i\}_{i=1}^{d})) \), we have the inclusion \( K(J[2]) \subseteq K(\{\alpha_i\}_{i=1}^{d}) \). If \( d \neq 4 \), then clearly the only permutation in \( S_d \cong \text{Gal}(K(\{\alpha_i\}_{i=1}^{d})) \) which fix all partitions of \( B \) into 2 even subsets is the identity, and it follows that \( K(J[2]) = K(\{\alpha_i\}_{i=1}^{d}) \). One checks that the subgroup of permutations in \( S_4 \) which fix all partitions of a
4-element set into 2 even subsets coincides with $V < S_4$, and thus, if $d = 4$, we have $K(J[2]) = K(\{\alpha_i\}_{i=1}^4)^V$. This proves part (c).

\[\square\]

1.2.3 Main results concerning 2-power torsion

Since the extension $K(J[2])$ has such a nice description, it is natural to ask for a description of $K(J[2^n])/K$ for $n = 2, 3, \ldots$. In \S 2.4, we present and prove a result (which is a generalization of Proposition 3.1 of the author’s paper [32]) that gives generators for $K(J[4])$ over $K(J[2])$.

**Theorem 1.2.2.**

(a) If $d = 2g + 1$, then

$$K(J[4]) = K(J[2])\left(\zeta_4, \{\sqrt{\alpha_i - \alpha_j}\}_{1 \leq i < j \leq d}\right). \quad (1.6)$$

(b) If $d = 2g + 2$, then

$$K(J[4]) = K(J[2])\left(\zeta_4, \{\sqrt{\alpha_i - \alpha_j}\} \prod_{1 \leq i < d, l \neq i, j} \sqrt{\alpha_i - \alpha_d}\}_{1 \leq i < j \leq d}\right). \quad (1.7)$$

In \S 2.5, we present and prove a result that gives generators for $K(J[8])$ over $K(J[4])$ in the case that $J$ is an elliptic curve.

**Theorem 1.2.3.** Assume that $d = 3$ or $d = 4$ (i.e. $g = 1$). For $i = 1, 2, 3$, considering $i$ as an element of $\mathbb{Z}/3\mathbb{Z}$, choose an element $A_i \in K(J[4])$ such that $A_i^2 = \alpha_{i+1} - \alpha_{i+2}$ (resp. $A_i^2 = (\alpha_i - \alpha_4)(\alpha_{i+1} - \alpha_{i+2})$) if $d = 3$ (resp. if $d = 4$). Then

$$K(J[8]) = K(J[4])\left(\zeta_8, \{\sqrt{A_i(A_{i+1} + \zeta_4A_{i+2})}\}_{1 \leq i \leq 3}\right). \quad (1.8)$$

We are not able to explicitly describe the extensions generated by 2-power torsion points for higher powers of 2. However, in Chapters 3 and 4, we give recursive formulas for generators of the full extension $K(J[2^n])/K$ generated all 2-power torsion points of $J$ when $d = 3$ (Theorem 3.2.1) and when $d = 5, 6$ (Theorem 4.2.1) respectively. Moreover, in the $g = 1$ case, we are able to use these recursive formulas to completely describe a particular biquadratic extension of $K(J[2^n])$ for each $n \geq 2$ (Theorem 3.3.2). These results can also be found in the author’s preprints [30] and [31] respectively.
1.3 Galois actions on \(\ell\)-adic Tate modules

This dissertation largely deals with the action of the absolute Galois group of \(K\) on the torsion subgroups of \(J\). Fix an algebraic closure \(\bar{K}\) of \(K\). Note in particular that for any integer \(N\), the multiplication-by-\(N\) map on \(J\) is defined over \(K\), and therefore, the absolute Galois group \(\text{Gal}(\bar{K}/K)\) acts on the torsion subgroup \(J[N]\). In particular, for any prime \(\ell\) and integer \(n \geq 0\), \(\text{Gal}(\bar{K}/K)\) acts on \(J[\ell^n]\). Moreover, this action commutes with the multiplication-by-\(\ell\) map \([\ell] : J[\ell^{n+1}] \to J[\ell^n]\) for each \(n \geq 0\). Let

\[ T_\ell(E) := \lim_{\leftarrow n} E[\ell^n] \]

denote the inverse limit of the projective system \(\{J[\ell^{n+1}] \to J[\ell^n]\}\). We refer to \(T_\ell(J)\) as the \(\ell\)-adic Tate module of \(J\); it is a free \(\mathbb{Z}_\ell\) module of rank \(2g\). It follows from the above discussion that the action of \(\text{Gal}(\bar{K}/K)\) on \(J[\ell^n]\) for each \(n\) induces an action of \(\text{Gal}(\bar{K}/K)\) on \(T_\ell(J)\). We write \(\rho_\ell : \text{Gal}(\bar{K}/K) \to \text{Aut}(T_\ell(J))\) for the homomorphism induced by this action; \(\rho_\ell\) is a continuous homomorphism from the profinite Galois group \(\text{Gal}(\bar{K}/K)\) to the \(\ell\)-adic algebraic group \(\text{Aut}(T_\ell(J))\). We denote the image of \(\text{Gal}(\bar{K}/K)\) under \(\rho_\ell\) by \(G_\ell\).

Since \(J\) is the Jacobian of a curve, it comes equipped with a canonical principal polarization. For any prime \(\ell\) and any \(n \geq 0\), the principal polarization on \(J\) induces a canonical skew-symmetric alternating pairing

\[ e_\ell^{(n)} : J[\ell^n] \times J[\ell^n] \to \mu_{\ell^n}, \]

known as the Weil pairing on \(J[\ell^n]\). It is known ([13], Lemma 16.1) that for \(n \geq 0\) and \(P, Q \in J[\ell^{n+1}]\), \(e_\ell^{(n+1)}(P, Q)^m = e_\ell^{(n)}([\ell]P, [\ell]Q)\). It follows that the system of Weil pairings \(\{e_\ell^{(n)}\}\) induces a skew-symmetric alternating pairing

\[ e_\ell : T_\ell(J) \times T_\ell(J) \to T_\ell(\mu), \]

similarly known as the Weil pairing on \(T_\ell(J)\). (See [16], §20 or [13], §16 for more details.)

It is well known that the Weil pairing \(e_\ell\) is equivariant with respect to the Galois action \(\rho_\ell\); i.e.

\[ e_\ell(P^\sigma, Q^\sigma) = e_\ell(P, Q)^\sigma \quad \text{(1.9)} \]
for all $\sigma \in \text{Gal}(\bar{K}/K)$. It follows that $G_\ell$ is contained in the group of symplectic similitudes

$$\text{GSp}(T_\ell(J)) := \{ \sigma \in \text{Aut}(T_\ell(J)) \mid e_\ell(P^\sigma, Q^\sigma) = e_\ell(P, Q)^{\chi(\sigma)} \forall P, Q \in T_2(J) \},$$

where $\chi : \text{Gal}(\bar{K}/K) \rightarrow T_\ell(\mu)$ is the $\ell$-adic cyclotomic character induced by the Galois action on each $\mu_{\ell^n} \subset k^\times$. If $k$ contains all $\ell$-power roots of unity, then $e_\ell$ is Galois invariant and then $G_\ell$ is contained in the symplectic group

$$\text{Sp}(T_\ell(J)) := \{ \sigma \in \text{Aut}(T_\ell(J)) \mid e_\ell(P^\sigma, Q^\sigma) = e_\ell(P, Q) \forall P, Q \in T_2(J) \}.$$

In the case that $g = 1$, the group $\text{GSp}(T_\ell(J))$ (resp. the group $\text{Sp}(T_\ell(J))$ coincides with the group $\text{GL}(T_\ell(J)) := \text{Aut}_{\mathbb{Z}_\ell}(T_\ell(J))$ (resp. the group $\text{SL}(T_\ell(J))$) of automorphisms of $T_\ell(J)$ of determinant 1).

For each $n \geq 0$, we define $\text{GSp}(J[\ell^n])$ and $\text{Sp}(J[\ell^n])$ similarly. We denote the action of $\text{Gal}(\bar{K}/K)$ on $J[\ell^n]$ by $\bar{\rho}_\ell : \text{Gal}(\bar{K}/K) \rightarrow \text{Aut}_{\mathbb{Z}_\ell}(J[\ell^n])$; similarly, the image $\bar{G}_\ell$ of $\text{Gal}(\bar{K}/K)$ under $\bar{\rho}_\ell$ is contained in $\text{GSp}(J[\ell^n])$, and if $\zeta_\ell \in k$, then $\bar{G}_\ell$ is contained in $\text{Sp}(J[\ell^n])$.

### 1.3.1 Open image theorems

In this subsection, we assume that $J$ is the Jacobian of a hyperelliptic curve defined by an equation of the form in (3.1) but that each $\alpha_i$ is an element of $k$, so that $J$ is defined over $k$. We observe that, by Proposition 1.2.1(c), the image $\bar{G}_2$ of $\bar{\rho}_2$ in $\text{GSp}(J[\ell^2]) = \text{Sp}(J[\ell^2])$ is isomorphic to a subgroup of $S_d$ (resp. to a subgroup of $S_d/V \cong S_3$) if $d \neq 4$ (resp. if $d = 4$).

It is expected that for “most” hyperelliptic Jacobians $J$ over a field $k$ of characteristic 0 which is finitely generated over its prime subfield, the image of the absolute Galois group under $\rho_\ell$ is “large”, i.e. open of finite index in $\text{GSp}(T_\ell(J))$. It is clear that there exist hyperelliptic Jacobians with endomorphism ring $\mathbb{Z}$, and that in many cases (such as that of elliptic curves, by Theorem 1.3.4 below), this implies a “large” Galois image, but it has been shown (see §4 of [15] and §1 of [20]) that this implication does not always hold for abelian varieties of dimension $g = 4$. On the other hand, the following theorems show that there exist infinitely many Jacobians over a given number field $k$ for which this is the case for all (or almost all) fibers, which immediately implies that the Galois image is “large” in the “generic” case of §1.1.
Theorem 1.3.1. (Zarhin, [34], Theorem 2.5)
With the above notation, assume that $k$ is finitely generated over $\mathbb{Q}$ and that the degree $d \geq 5$. If $\bar{G}_2$ is isomorphic to $S_d$ or $A_d$, then $G_\ell$ is open of finite index in $\text{Sp}(T_\ell(J))$ for each prime $\ell \neq p$.

Theorem 1.3.2. (Zarhin, [35], Theorem 8.3)
With the above notation, assume that $k$ is finitely generated over $\mathbb{Q}$ and that $f(x) = (x - t)h(x)$ for some $t \in k$ and such that the degree of $h$ is $d - 1 \geq 9$. If $\bar{G}_2$ is isomorphic to $S_{d-1}$ or $A_{d-1}$, then $G_\ell$ is open of finite index in $\text{Sp}(T_\ell(J))$ for each prime $\ell$.

Theorem 1.3.3. (Cadoret-Tamagawa, [6], Theorem 1.1 and Theorem 5.1)
With the above notation, assume that $k$ is finitely generated over $\mathbb{Q}$. Let $X$ be a smooth, geometrically connected, separated curve over $k$, and let $A \to X$ be an abelian scheme. For each $t \in X(k)$, we denote the fiber at $t$ by $A_t$, the corresponding $\ell$-adic Galois representation by $\rho_{\ell,t} : \text{Gal}(\bar{k}/k) \to \text{GSp}(T_\ell(A_t))$, and the image of $\text{Gal}(\bar{k}/k)$ under this map by $G_{\ell,t}$; we denote the analogous $\ell$-adic Galois image associated to the generic fiber by $G_{\ell,X}$. Then

a) the subset $S_{\ell,A} \subset X(k)$ of $t \in X(k)$ such that $G_{\ell,t}$ is not of finite index in $G_{\ell,X}$ is finite; and

b) there exists an integer $B_{\ell,A} \geq 1$ such that the index of $G_{\ell,t}$ in $G_{\ell,X}$ is bounded by $B_{\ell,A}$ for each $t \in X(k) \setminus S_{\ell,A}$.

The above theorem says that when $k$ is finitely generated over $\mathbb{Q}$, for any one-parameter family of Jacobians over $k$, all but finitely many of the fibers will have the property that the $\ell$-adic image of Galois is uniformly “large” in the generic image of Galois. Theorem 1.3.2 provides a one-parameter family of Jacobians of hyperelliptic curves of degree $d \geq 10$ for which this finite subset is empty.

Meanwhile, it is known exactly for which elliptic curves the Galois image is “large”, as in the following celebrated theorem of Serre.

Theorem 1.3.4. (Serre’s Open Image Theorem, [24], Chapter IV, §2.2)
With the above notation, suppose that $J$ is an elliptic curve. Then $G_\ell$ is open of finite index in $\text{GSp}(T_\ell(J)) = \text{GL}(T_\ell(J))$ if and only if $J$ has no complex multiplication.
Thus, “most” elliptic curves have a “large” Galois image $G_\ell$ for each prime $\ell$. It is also known for elliptic curves (for instance by an application of Proposition 1.3 of [19] to Corollary 1 of Chapter 6, §3 of [12]) that the $\ell$-adic image of Galois may coincide with the full automorphism group of its $\ell$-adic Tate module.

1.3.2 Main result concerning images of Galois

We resume the notation of §1.1, where $J$ is once again the “generic” hyperelliptic Jacobian over $K$. The results listed in §1.2 show that $G_\ell$ has finite index in $\text{GSp}(T_\ell(J))$. However, they do not (except in the case of elliptic curves) provide any bound for $G_\ell$ in $\text{GSp}(T_\ell(J))$. It is natural to ask exactly how “large” $G_\ell$ is in $\text{GSp}(T_\ell(J))$. Suppose that $k$ contains all $\ell$-power roots of unity, so that $G_\ell \subseteq \text{Sp}(T_\ell(J))$. Then if $\ell \neq 2$, a priori it is possible for $G_\ell$ to coincide with $\text{Sp}(T_\ell(J))$. For $\ell = 2$, we note that the order of the symplectic group over $\mathbb{F}_2$ is given by

$$|\text{Sp}_{2g}(\mathbb{F}_2)| = 2^{g^2}(2^{2g} - 1)(2^{2g-2} - 1)...(2^2 - 1)$$

(1.10)

(see Chapter III, §6 of [2]). Thus, by Proposition 1.2.1(c), for $d \neq 3, 4, 6$, $G_2$ cannot coincide with $\text{Sp}(J[2])$.

The image under $\rho_2$ of $\text{Gal}(\bar{K}/K(J[2]))$ is clearly contained in the kernel of the obvious reduction map $\text{Sp}(T_2(J)) \to \text{Sp}(J[2])$; we denote this kernel by $\Gamma(2) \triangleleft \text{Sp}(T_2(J))$ and call it the principal level-2 congruence subgroup of $\text{Sp}(T_2(J))$. Thus, a priori the largest possible image of $\rho_2$ is all of $\text{Sp}(T_2(J)) = \text{SL}(T_2(J))$ if $d = 3$ or $d = 4$ and an extension of $S_d$ by $\Gamma(2)$ if $d \geq 5$. The following result, which is in the author’s paper [32] (Theorem 1.1 with the results of §4) and which we prove in Chapter 2, says that the image of $\rho_2$ is actually “as large as possible” in this sense if $k \subseteq \mathbb{C}$.

**Theorem 1.3.5.** With the above notation, assume that $k$ is a subfield of $\mathbb{C}$. Then the image under $\rho_2$ of $\text{Gal}(\bar{K}/K(J[2])(\mu_2))$ coincides with $\Gamma(2) \triangleleft \text{Sp}(T_2(J))$. For any prime $\ell \neq 2$, the image under $\rho_\ell$ of $\text{Gal}(\bar{K}/K(J[2])(\mu_\ell))$ coincides with $\text{Sp}(T_\ell(J))$.

**Corollary 1.3.6.** a) With the above notation, let $k$ be a subfield of $\mathbb{C}$. Then we have

$$|\text{Sp}(T_2(J)) : G_2 \cap \text{Sp}(T_2(J))| = \frac{2^{g^2}(2^{2g} - 1)(2^{2g-2} - 1)...(2^2 - 1)}{d!}$$

(1.11)
if \( d \neq 4 \) and \( G_2 = \text{Sp}(T_2(J)) = \text{SL}(T_2(J)) \) if \( d = 4 \).

b) For any choice of \((f_1, f_2, \ldots, f_d) \in k^d\) such that \( f(x) := x^d + \sum_{i=1}^{d} f_i x^{d-i} \in k[x] \) has nonzero discriminant, let \( J_f/k \) be the Jacobian of the hyperelliptic curve defined by \( y^2 = f(x) \). For each prime \( \ell \), let \( \rho_{\ell,f} : \text{Gal}(\bar{k}/k) \to \text{Sp}(T_\ell(J_f)) \) be the natural \( \ell \)-adic Galois representation associated to \( J_\ell \). Then if \( d \neq 4 \), we have

\[
|\text{Sp}(T_2(J_f)) : G_2 \cap \text{Sp}(T_2(J))| \geq \frac{2g^2(2^{2g} - 1)(2^{2g-2} - 1)\cdots(2^2 - 1)}{d!} \quad (1.12)
\]

for all such choices of \((f_1, f_2, \ldots, f_d)\), and we have equality in infinitely many cases. If \( \ell \) is a prime different from 2 or if \( \ell = 2 \) and \( d = 4 \), we have \( G_\ell = \text{Sp}(T_\ell(J)) \) for infinitely many such choices of \((f_1, f_2, \ldots, f_d)\).

**Proof.** Part (a) follows directly from the fact that if \( d \neq 4 \) (resp. if \( d = 4 \)), then \( |G_2| = d! \) (resp. \( |G_2| = 6 \)) and from (1.10). Since we have obtained each Jacobian \( J_f \) by assigning elements of \( k \) to elementary symmetric functions of the \( \alpha_i \)'s, it is clear that there is an injection of Galois images \( G_{\ell,f} \hookrightarrow G_\ell \) for each prime \( \ell \), and part (a) implies the inequality in part (b). The fact that equality holds in infinitely many cases follows from applying a suitable form of Hilbert’s Irreducibility Theorem given by Proposition 1.3 of [19] and its proof (see also [23]).

\[\square\]
Chapter 2

Families of Jacobians

The goal of this chapter is to study a family of hyperelliptic Jacobians over \( \mathbb{C} \) in order to obtain results concerning the \( \ell \)-adic image of Galois, as well as some 2-power torsion fields associated to the “generic” hyperelliptic Jacobian given in \( \S 1.2 \). We develop the necessary topological background material in \( \S 2.1 \) and \( \S 2.2 \), and use it to prove Theorems 1.3.5 (in \( \S 2.3 \)), 1.2.2 (in \( \S 2.4 \)), and 1.2.3 (in \( \S 2.5 \)) in the case that \( k = \mathbb{C} \). Finally, in \( \S 2.6 \), we generalize these results to cases where \( k \) is a subfield of \( \mathbb{C} \) or where \( k \) is any field of characteristic different from 2.

2.1 Topological preliminaries

In this section, we develop some well-known topological constructions involving configuration spaces, braid groups, and mapping class groups, which will be needed for the rest of the chapter.

2.1.1 Configuration spaces and braid groups

For any integer \( d \geq 3 \), we define \( Y_d \) to be the complex manifold \( \mathbb{C}^d \setminus \bigcup_{1 \leq i < j \leq d} \Delta_{i,j} \), where each \( \Delta_{i,j} \) is the “weak diagonal” subspace of \( \mathbb{C}^d \) consisting of points \( (z_1, z_2, ..., z_d) \) with \( z_i = z_j \). We endow \( Y_d \subseteq \mathbb{C}^d \) with the subspace topology and call it the ordered configuration space of \( d \)-element subsets of \( \mathbb{C} \). Each point \( (z_1, z_2, ..., z_d) \in Y_d \) may be identified with the ordered \( d \)-element subset \( \{z_1, z_2, ..., z_d\} \subseteq \mathbb{C} \).

The symmetric group \( S_d \) acts on \( Y_d \) by \( \sigma \cdot (z_1, z_2, ..., z_d) = (z_{\sigma(1)}, z_{\sigma(2)}, ..., z_{\sigma(d)}) \).
for any permutation $\sigma \in S_d$. Let $X_d := Y_d/S_d$ be the corresponding quotient space, which we call the (unordered) configuration space of $d$-element subsets of $\mathbb{C}$. Each point in $X_d$ coming from a point $(z_1, z_2, ..., z_d) \in Y_d$ may be identified with the (unordered) $d$-element subset $\{z_1, z_2, ..., z_d\} \subset \mathbb{C}$. It is easy to see that the quotient map $Y_d \to X_d$ is an unramified cover of degree $d!$.

The fundamental groups of the ordered and unordered configuration spaces are well known and are given in [4]. Fix $T_0 := (0, 1, 2, ..., d-1)$ as a basepoint of $Y_d$; we denote its image in $X_d$ by $T_0$ as well. Then the fundamental group $\pi_1(X_d, T_0)$ may be identified with the braid group on $d$ strands, denoted $B_d$. The group $B_d$ is generated by elements $\beta_1, \beta_2, ..., \beta_{d-1}$, where each $\beta_i$ is the braid wrapping the $(i+1)$th point over the $i$th point in a semicircle counterclockwise. A full set of relations is given by

$$\beta_i \beta_j = \beta_j \beta_i, \quad |i - j| \geq 2$$
$$\beta_i \beta_{i+1} \beta_i = \beta_{i+1} \beta_i \beta_{i+1}, \quad 1 \leq i \leq d - 2. \quad (2.1)$$

There is an obvious surjective homomorphism $B_d \to S_d$ given by mapping each braid in $B_d$ to the permutation it induces on the $d$ points in $\mathbb{C}$, or more explicitly, by mapping each generator $\beta_i$ to the transposition $(i, i+1) \in S_d$. It is clear that the fundamental group of the covering space $Y_d$ of $X_d$ with respect to the basepoint $T_0 \in Y_d$ is canonically identified with the normal subgroup $P_d \triangleleft B_d = \pi_1(X_d, T_0)$, where $P_d$ is the kernel of the above homomorphism $B_d \to S_d$. We call $P_d$ the pure braid group on $d$ strands; it consists of all braids in $B_d$ which return each of the points $0, 1, ..., d - 1 \in \mathbb{C}$ to their original positions. The group $P_d$ is generated by elements $\{A_{i,j}\}_{1 \leq i < j \leq d}$, where each $A_{i,j}$ is the braid wrapping the $j$th point in a full circle counterclockwise around the $i$th point only and passing underneath the points in-between. We have

$$A_{i,j} = \beta_{j-1} \beta_{j-2} \beta_{i+1} \beta_i \beta_{i+1}^{-1} \beta_j^{-1} \beta_{j-2}^{-1} \beta_{j-1}^{-1} \quad (2.2)$$

for $1 \leq i < j \leq d$, and a full set of relations is given in Lemma 1.8.2 of [4].

The following fact is shown in Corollary 1.8.4 of [4] and its proof.

**Proposition 2.1.1.** The centers of $B_d$ and $P_d$ are both generated by the element

$$(\beta_1 \beta_2 ... \beta_{d-1})^d = (A_{1,2})(A_{1,3}A_{2,3})...(A_{1,d}A_{2,d}...A_{d-1,d}),$$

which is of infinite order in $P_d \triangleleft B_d$. 
2.1.2 Mapping class groups

For any $i \geq 0$, let $X_i$ denote the groups of self-homeomorphisms of the complex plane which fix the subset $\{0, 1, ..., i-1\} \subset \mathbb{C}$; and let $Y_i \subset X_i$ denote the subgroup of self-homeomorphisms which fix each element $0, 1, ..., i-1 \in \mathbb{C}$. Note that we have the inclusions of subgroups $Y_d \subset X_d \subset X_0 = Y_0$. We endow these groups of homeomorphisms with the compact-open topology and consider them as topological groups. Note that two homeomorphisms $f$ and $g$ are in the same connected component of $X_0 = Y_0$ if and only if there is a continuous transformation $H : [0, 1] \times \mathbb{C} \to \mathbb{C}$ such that for all $t \in [0, 1]$, $H(t, \cdot)$ is a homeomorphism $\mathbb{C} \to \mathbb{C}$ and with $H(0, \cdot) = f$ and $H(1, \cdot) = g$; furthermore, $f$ and $g$ are in the same connected component of $X_d$ or $Y_d$ if and only if $H$ can be chosen such that for all $t \in [0, 1]$ and $z = 0, 1, ..., d-2, \infty$, $H(t, z) = f(z) = g(z)$.

The (full) mapping class group (of the plane) $\pi_0(X_d, \text{id})$ (resp. the pure mapping class group (of the plane) $\pi_0(Y_d, \text{id})$) is the quotient of the topological group $X_d$ (resp. $Y_d$) modulo the path component of the identity $\text{id}$. We will use the abbreviated notations $\pi_0 X_d$ and $\pi_0 Y_d$ for the full and pure mapping class groups respectively. Note that since the ordered configuration space $Y_d$ is path connected, $\pi_0 Y_d := \pi_0(Y_d, T_0)$ is a singleton set and may be identified with the trivial group 1.

Let $\epsilon : Y_0 \to Y_d$ be the evaluation map defined by sending any homeomorphism $f \in Y_d$ to $(f(0), f(1), ..., f(d-1)) \in Y_d$. Clearly, the inverse image of $T_0 = (0, 1, ..., d-1) \in Y_d$ under $\epsilon$ is $Y_d$; denote the obvious inclusion map by $\iota : Y_d \hookrightarrow Y_0$.

**Proposition 2.1.2.** The evaluation map $\epsilon : Y_0 \to Y_d$ is a fibration.

**Proof.** In [4], Birman defines the configuration spaces $Y_d(S)$ and the spaces $Y_0(S)$ of self-homeomorphisms of the Riemann sphere $S := \mathbb{C} \cup \{\infty\}$ analogously to how we have defined them for the complex plane. Similarly, we also have an evaluation map $\epsilon(S) : Y_0(S) \to Y_d(S)$. Theorem 4.1 of [4] states that this evaluation map is a fibration. Note that $Y_d$ is the subspace of $Y_{d+1}(S)$ consisting of ordered cardinality-$(d + 1)$ subsets of $S$ whose last element is $\infty$; $Y_0$ is the topological subgroup of $Y_d(S)$ consisting of homeomorphisms which fix $\infty$; and $\epsilon$ is the restriction of $\epsilon(S)$ to $Y_0 \subset Y_0(S)$. The desired statement follows.
It follows (see [5], Chapter VII, Theorem 6.7) that $\epsilon$ induces a long exact sequence of fundamental groups

\[ \cdots \overset{\epsilon}{\rightarrow} \pi_1(Y_0, \text{id}) \overset{\epsilon}{\rightarrow} \pi_1(Y_d, T_0) \overset{\partial}{\rightarrow} \pi_0 Y_d \overset{\epsilon}{\rightarrow} \pi_0 Y_0 \overset{\epsilon}{\rightarrow} \pi_0 Y_d = 1. \]  

(2.3)

Note that the map $\partial : P_d = \pi_1(Y_d, \text{id}) \rightarrow \pi_0 Y_d$ can be described explicitly as follows. Let $\gamma : [0, 1] \rightarrow Y_d$ be a loop, with $\gamma(0) = \gamma(1) = T_0$, and let $[\gamma] \in P_d$ be the corresponding equivalence class. Then $\gamma$ lifts to a loop $\tilde{\gamma} : [0, 1] \rightarrow Y_d$ with $\tilde{\gamma}(0) = \text{id}$, via the evaluation map $\epsilon : Y_d \rightarrow Y_d$. Note that the self-homeomorphism $\tilde{\gamma}(1) : C \rightarrow C$ fixes the points $0, 1, \ldots, d - 1$ since $\gamma(1) = (0, 1, \ldots, d - 1)$, so $\tilde{\gamma}(1) \in Y_d$. Then $\partial([\gamma]) \in \pi_0 Y_d$ is the path component of $\tilde{\gamma}(1)$.

**Proposition 2.1.3.** In the long exact sequence above, the image of $\epsilon_* : \pi_1(Y_0, \text{id}) \rightarrow \pi_1(Y_d, T_0) = P_d$ coincides with the center of $P_d$.

**Proof.** The proof is analogous to the proofs of Lemmas 4.2.1 and 4.2.4 of [4]. Choose any element of $P_d$ which is in the image of $\epsilon^*$. Then there is a loop $\Gamma : [0, 1] \rightarrow Y_0$ with $\Gamma(0) = \Gamma(1) = \text{id} : C \rightarrow C$ whose image in $\pi_1(Y_0, \text{id})$ is mapped to by $\epsilon^*$. By the definition of $\epsilon$, $\epsilon^*(\Gamma)$ is represented by a loop $\gamma : [0, 1] \rightarrow Y_d$ such that $\gamma(t) = (\Gamma(t)(0), \Gamma(t)(1), \ldots, \Gamma(t)(d - 1)) \in Y_d$ for $t \in [0, 1]$. Let $\beta : [0, 1] \rightarrow Y_d$ be any other loop with $\beta(0) = \beta(1) = T_0 \in Y_d$ and $\beta(t) = (\beta_0(t), \beta_1(t), \ldots, \beta_{d-1}(t)) \in Y_d$ for some $\beta_i : [0, 1] \rightarrow C$. Let $H : [0, 1] \times [0, 1] \rightarrow Y_d$ be the continuous map given by $H(s, t) = (\Gamma(s)(\beta_1(t)), \Gamma(s)(\beta_2(t)), \ldots, \Gamma(s)(\beta(d - 1)(t))) \in Y_d$ for $(s, t) \in [0, 1] \times [0, 1]$. Since $H(\cdot, 0) = H(\cdot, 1) = \gamma$ and $H(0, \cdot) = H(1, \cdot) = \beta$, $H$ gives a continuous deformation from the concatenation of $\gamma$ with $\beta$ to the concatenation of $\beta$ with $\gamma$. Thus, $[\beta]$ and $[\gamma]$ commute in $P_d = \pi_1(Y_d, T_0)$. Since $[\beta]$ was chosen as an arbitrary element in $P_d$, it follows that $\text{im}(\epsilon^*)$ is contained in the center of $P_d$.

To prove the reverse inclusion, note that by Proposition 2.1.1, the center of $P_d$ is generated by the element $(\beta_1 \beta_2 \cdots \beta_{d-1})^d$. Since $\text{im}(\epsilon^*) = \ker(\partial)$ by the exactness of the sequence in (2.3), it therefore suffices to show that $(\beta_1 \beta_2 \cdots \beta_{d-1})^d$ is in the kernel of $\partial$. The braid $(\beta_1 \beta_2 \cdots \beta_{d-1})^d$ can be represented by the path $\gamma : [0, 1] \rightarrow Y_d$ given by $\gamma(t) = (0, e^{2\pi it}, \ldots, (d-1)e^{2\pi it}) \in Y_d$ for $t \in [0, 1]$. This can be lifted to the loop $\Gamma : [0, 1] \rightarrow Y_d$ given by $\Gamma(t)(z) = e^{2\pi it}z$ for $t \in [0, 1]$ and $z \in C$. Since $\Gamma(0) = \Gamma(1) = \text{id}$, it follows from the explicit description of $\partial$ given above that $\partial((\beta_1 \beta_2 \cdots \beta_{d-1})^d) = 1$. \qed
Proposition 2.1.4. The mapping class group \( \pi_0 \mathcal{Y}_0 \) is trivial.

Proof. Since \( \mathbb{C} \) is the Riemann sphere with one point removed, this is given in the statement of Theorem 4.4 of [1]. \( \square \)

Corollary 2.1.5. The map \( \partial : P_d \to \pi_0 \mathcal{Y}_d \) is a surjection whose kernel coincides with the central cyclic subgroup generated by \((\beta_1 \beta_2 \ldots \beta_{d-1})^d \in P_d \).

Proof. This follows directly from Propositions 2.1.1, 2.1.3, and 2.1.4, and the fact that the sequence in (2.3) is exact. \( \square \)

2.1.3 Dehn twists

Let \( \gamma : [0,1] \to \mathbb{C} \) be a simple loop whose image does not contain any of the points \( 0, 1, \ldots, d-1 \in \mathbb{C} \); we also write \( \gamma \) for its image in \( \mathbb{C} \). The simple loop \( \gamma \subset \mathbb{C} \) is homeomorphic to the unit circle \( S^1 := \{ z \in \mathbb{C} : |z| = 1 \} \), and this homeomorphism can be chosen such that the image of \( \gamma(t) = e^{2\pi \sqrt{-1} t} \in S^1 \) for \( t \in [0,1] \). Take a small tubular neighborhood around \( \gamma \) on \( \mathbb{C} \), which is homeomorphic to \( S^1 \times [-\varepsilon,\varepsilon] \) for some \( \varepsilon > 0 \). By abuse of notation, we identify this neighborhood with \( S^1 \times [-\varepsilon,\varepsilon] \); the outer edge is \( S^1 \times \{\varepsilon\} \), and the inner edge is \( S^1 \times \{-\varepsilon\} \). We define the Dehn twist \( D \gamma : \mathbb{C} \to \mathbb{C} \) to be the self-homeomorphism of \( \mathbb{C} \) which acts as the identity on \( \mathbb{C} \setminus S^1 \times [-\varepsilon,\varepsilon] \), and which takes \((e^{2\pi \sqrt{-1} t},s) \in S^1 \times [-\varepsilon,\varepsilon] \) to \((e^{\pi \sqrt{-1} (t+1-s/\varepsilon)},s) \). We may visualize \( D \gamma \) as a self-homeomorphism of \( \mathbb{C} \) that keeps the outer edge of the tubular neighborhood fixed while twisting the inner edge one full rotation counterclockwise. Clearly, \( D \gamma \in \mathcal{Y}_d \); we also denote its path component in \( \pi_0 \mathcal{Y}_d \) by \( D \gamma \).

We will now derive formulas for braids in \( P_d \) that map to Dehn twists corresponding to certain closed loops on \( \mathbb{C} \). For any subset \( I \subset \{0,1,\ldots,d-1\} \subset \mathbb{C} \), let \( \gamma_I : [0,1] \to \mathbb{C} \) be the loop defined as follows. Let \( d' \leq d \) be the cardinality of \( I \), and write the elements of \( I \) in order from least to greatest as \( n_1, n_2, \ldots, n_{d'} \). For \( 1 \leq i \leq d' \), choose positive numbers \( r_i \in \mathbb{R} \) small enough that the set of balls of radius \( r_i \) centered at each \( n_i \) is pairwise disjoint. For \( 1 \leq i \leq d' \), let \( \gamma_{I,i} : [0,1] \to \mathbb{C} \) be given by \( t \mapsto n_i + e^{2\pi \sqrt{-1} t} \); furthermore, let \( \gamma_{I,i} : [0,1] \to \mathbb{C} \) be the path given by \( t \mapsto -\sqrt{-1} (1-t) + n_i t \); and let \( \gamma_{I,i} : [0,1] \to \mathbb{C} \) be the loop whose basepoint is \(-\sqrt{-1} \in \mathbb{C} \) given by concatenating \( \gamma_{I,i}, \gamma_{I,i}, \) and \( \gamma_{I,i}^{-1} \). Then \( \gamma_I \) is defined to be the concatenation.
of the loops $\gamma'_{I,i}$ for $i$ decreasing from $d'$ to 1. It is clear that $\gamma_I$ can be deformed to a simple counterclockwise loop such that $I$ is contained in the simply connected component of $\mathbb{C} \setminus \gamma_I$ and $\{0, 1, ..., d-1\} \setminus I$ is contained in the other component of $\mathbb{C} \setminus \gamma_I$.

**Lemma 2.1.6.** We have the following relations in $B_d$:

$$A_{i,j+1} = \beta_j A_{i,j} \beta_j^{-1}, \quad 1 \leq i < j \leq d - 1,$$

$$A_{i+1,j} = \beta_i A_{i,j} \beta_i^{-1}, \quad 1 \leq i < j - 1 \leq d - 1. \quad (2.4)$$

**Proof.** This can be verified directly using (2.2) and the braid relations (2.1). \square

**Proposition 2.1.7.** Let $I \subset \{0, 1, ..., d-1\}$ be a subset of cardinality $d' \leq d$, and assume all of the above notation. Let

$$\Sigma_{[d']} = (\beta_1 \beta_2 ... \beta_{d'-1})^{d'} = (A_{1,2})(A_{1,3}A_{2,3})...(A_{1,d'}A_{2,d'}...A_{d'-1,d'}).$$

Then the element $B_I \Sigma_{[d']} B_I^{-1} \in P_d$ is mapped by $\partial$ to the Dehn twist $D_{\gamma_I} \in \pi_0 \mathcal{Y}_d$, where

$$B_I = (\beta_1...\beta_{n_1-1})(\beta_2...\beta_{n_2-1})...(\beta_{d'}...\beta_{d'-1}).$$

**Proof.** As above, we identify $\gamma_I$ with the unit circle $S^1$; furthermore, we identify the simply connected component of $\mathbb{C} \setminus S^1$ with $\{z \in \mathbb{C} \mid |z| < 1\}$. Taking a sufficiently small $\varepsilon > 0$, we may consider the points $n_1, n_2, ..., n_{d'}$ to lie inside the inner circle of the annulus $S^1 \times \{-\varepsilon, \varepsilon\}$ at the points $0, \frac{1}{d'}, \ldots, \frac{d'-1}{d'}$ respectively. Let $\tilde{\gamma} : [0, 1] \to \mathcal{Y}_d$ be the path defined as follows: for every $t \in [0, 1]$, $\tilde{\gamma}(t)$ acts on $S^1 \times \{-\varepsilon, \varepsilon\}$ by keeping the outer circle fixed while twisting the inner circle counterclockwise by an angle of $2\pi t$; $\tilde{\gamma}(t)$ acts on $\{z \in \mathbb{C} \mid |z| < 1 - \varepsilon\}$ by rotating counterclockwise by an angle of $2\pi t$; and $\tilde{\gamma}(t)$ acts as the identity on the rest of the plane. Then $\tilde{\gamma}(0) = \text{id}$ and $\tilde{\gamma}(1) = D_{\alpha_I}$. Let $\Sigma_I \in P_d$ be the braid represented by the path that rotates the points $0, \frac{1}{d'}, \ldots, \frac{d'-1}{d'}$ counterclockwise by an angle of $2\pi t$ for $t \in [0, 1]$. Then it is clear from the description of $\partial$ given in §2.1.2 that $\partial(\Sigma_I) = D_{\alpha_I}$, so it will suffice to show that $\Sigma_I = B_I \Sigma_{[d']} B_I^{-1}$.

For $2 \leq i \leq d'$, the full rotation of the $i$th point $n_i$ around the points $n_1, n_2, \ldots, n_{i-1}$ is given by the braid $A_{n_1,n_{d'}}A_{n_2,n_{d'}}\ldots A_{n_{i-1},n_{d'}}$. Thus, from the description of $\Sigma_I$ above, we get that

$$\Sigma_I = (A_{n_1,n_2})(A_{n_1,n_3}A_{n_2,n_3})...(A_{n_1,n_{d'}}A_{n_2,n_{d'}}\ldots A_{n_{d'-1},n_{d'}}). \quad (2.5)$$
The fact that $\Sigma_I = B_I\Sigma_{[\sigma]}B_I^{-1}$ then follows from repeated applications of Lemma 2.1.6.

It is also possible to define Dehn twists $D_\gamma$ for simple loops $\gamma$ on a compact Riemann surface $C$ in the same manner; here $D_\gamma$ lies in the group of path components of self-homeomorphisms of $C$. There is an obvious action of $D_\gamma$ on the first homology group $H_1(C, \mathbb{Z})$. Let $\omega : H_1(C, \mathbb{Z}) \times H_1(C, \mathbb{Z}) \to \mathbb{Z}$ be the intersection pairing on the homology of $C$. Then this action can be described by the following proposition (which is Proposition 6.3 of [8]).

**Proposition 2.1.8.** Let $\gamma$ be a simple oriented loop on $C$, and let $[\gamma]$ be its respective class in $H_1(C, \mathbb{Z})$. Then the Dehn twist $D_\gamma$ acts on $H_1(C, \mathbb{Z})$ as the transvection with respect to $[\gamma]$, that is, by $b \mapsto b + \omega(b, [\gamma])[\gamma]$ for all $b \in H_1(C, \mathbb{Z})$.

## 2.2 A family of hyperelliptic curves over $\mathbb{C}$

We retain the above notation, and fix $d \geq 3$. We will now define several families of one-dimensional varieties over $\mathbb{C}$ whose base spaces are $X_d$ and $Y_d$. Although their definitions will characterize these families as affine schemes over $\mathbb{C}$, for the entirety of this section, we will consider them as complex manifolds and be concerned only with their topological properties. Using results from §2.1, we will show that an induced symplectic representation factors through a certain mapping class group and prove an important theorem about the image of this representation.

### 2.2.1 Construction of several families

Let $\alpha_1, \alpha_2, \ldots, \alpha_d$ be transcendental and independent over $\mathbb{C}$. Then the ordered configuration space $Y_d$ is the affine scheme over $\mathbb{C}$ given by

$$\text{Spec}(\mathbb{C}[\alpha_1, \alpha_2, \ldots, \alpha_d, \{(\alpha_i - \alpha_j)^{-1}\}_{1 \leq i < j \leq d}]).$$

More explicitly, we identify each $\mathbb{C}$-point $T = (\alpha_1, \alpha_2, \ldots, \alpha_d)$ of $Y_d$ with ordered subset $(\alpha_1, \alpha_2, \ldots, \alpha_d)$ of $\mathbb{C}$.

Let $f_1 := \sum_{i=1}^d \alpha_i, \ldots, f_d := \prod_{i=1}^d \alpha_i$ be the elementary symmetric functions of the variables $\alpha_i$; and let $\Delta$ be the discriminant function of these
variables. Then the (unordered) configuration space $X_d$ is the affine scheme over $\mathbb{C}$ given by

$$\text{Spec}(\mathbb{C}[f_1, f_2, \ldots, f_d, \Delta^{-1}]).$$

More explicitly, we identify each $\mathbb{C}$-point $T = (f_1, f_2, \ldots, f_d)$ of $X_d$ with the set of roots of the squarefree degree-$d$ polynomial $z^d - f_1 z^{d-1} + \ldots + (-1)^d f_d \in \mathbb{C}[z]$, which is a $d$-element subset of $\mathbb{C}$. Accordingly, in what follows, given a $\mathbb{C}$-point $T$ of $X_d$, we will often use $T$ to denote the corresponding subset of $\mathbb{C}$.

Let $O_{Y_d}$ (resp. $O_{X_d}$) denote the coordinate ring of $Y_d$ (resp. of $X_d$); the covering map $Y_d \rightarrow X_d$ induces an injection of rings $O_{X_d} \hookrightarrow O_{Y_d}$. Let $F(z) \in O_{X_d}[z] \subset O_{Y_d}[z]$ be the degree-$d$ polynomial given by

$$x^d + \sum_{i=1}^{d} (-1)^i f_i x^{d-i} = \prod_{i=1}^{d} (z - \alpha_i).$$

Now let $E_d \rightarrow X_d$ be the affine scheme given by $\text{Spec}(O_{X_d}[x, F(x)^{-1}])$, and let $\tilde{E}_d \rightarrow X_d$ be the affine scheme given by $\text{Spec}(O_{X_d}[x, y]/(y^2 - F(x))[F(x)^{-1}])$. Then, as a complex manifold, $E_d \rightarrow X_d$ is the family whose fiber over each $\mathbb{C}$-point $T$ of $X_d$ can be identified with $\mathbb{C} \setminus T$. Meanwhile, $\tilde{E}_d$ is a degree-$2$ cover of $E_d$ whose fiber over each $T$ is the curve given by $y^2 = \prod_{z \in T} (x - z)$ minus the branch points $\{ (z, 0) \}_{z \in T}$.

We now define a scheme $C_d \rightarrow X_d$ with smooth, projective fibers similarly to how we defined $C$ in §1.1.1. Let $C'_d$ be the affine scheme given by $\text{Spec}(O_{X_d}[x, y]/(y^2 - F(x)))$. Let $C''_d$ be the affine scheme over $X_d$ defined by the equation

$$y^2 = x'(1 + \sum_{i=1}^{d} (-1)^i f_i x'^i) = x' \prod_{i=1}^{d} (1 - \alpha_i x') \quad (2.6)$$

if $d$ is odd, and by the equation

$$y^2 = (1 + \sum_{i=1}^{d} (-1)^i f_i x'^i) = \prod_{i=1}^{d} (1 - \alpha_i x') \quad (2.7)$$

if $d$ is even. We glue the open subset of $C'_d$ defined by $x \neq 0$ to the open subset of $C''_d$ defined by $x' \neq 0$ via the mapping

$$x' \mapsto \frac{1}{x}, \quad y' \mapsto \frac{y}{x^{[(d+1)/2]}}.$$
and denote the resulting scheme by $C_d \to X_d$. The fiber of $C_d$ of each $\mathbb{C}$-point $T$ of $X_d$ is a smooth, projective model of the hyperelliptic curve defined by $y^2 = \prod_{z \in T} (x - z)$ of genus $g := [(d - 1)/2]$. If $d$ is odd, $C_d$ has one “section at infinity” given by $(x', y') = (0, 0) \in C''_d$; if $d$ is even, $C_d$ has two “sections at infinity” given by $(x', y') = (0, \pm 1) \in C''_d$. There is an obvious inclusion $\hat{E}_d \hookrightarrow C_d$; if $d$ is odd (resp. if $d$ is even), $\hat{E}_d$ is just $C_d$ with $d + 1$ (resp. $d + 2$) sections removed.

By slight abuse of notation, we also denote the pullback of $E_d \to X_d$ induced by $Y_d \to X_d$ by $E_d \to Y_d$, and denote the pullbacks of $\hat{E}_d$ and $C_d$ similarly. Note that $E_d \to Y_d$ may be identified with the map $Y_{d+1} \to Y_d$ defined by projecting onto the first $d$ coordinates of each $\mathbb{C}$-point in $Y_{d+1}$.

2.2.2 The induced monodromy representation

From now on, wherever possible, we will simplify notation by suppressing the subscript $d$ from $X_d$, $Y_d$, $E_d$, $\hat{E}_d$, and $C_d$.

Proposition 2.2.1. The families $E$, $\hat{E}$, and $C$ are fiber bundles over $Y$, and hence over $X$.

Proof. As noted above, we may view the family $E \to Y$ as the family $Y_{d+1} \to Y_d$, which is a fiber bundle according to Theorem 3 of [7]. The fact that $\hat{E}$ and $C$ are also fiber bundles follows from viewing $\hat{E}$ as a cover of $E$ and $C$ as $\hat{E}$ with $d$ sections added.

We define a section $s$ of $E \to X$ by

$$s : T \mapsto \max_{z \in T} |z| + 1 \in \mathbb{C} \setminus T = X_T.$$ 

This may be lifted to a section of $\hat{E} \to X$ and hence also of $C \to X$; we fix a particular choice of lifting $\tilde{s} : X \to \hat{E} \hookrightarrow C$. If $d$ is odd, let $\infty : X_d \to C$ be the section taking each $T$ to the point $(x', y') = (0, 0) \in C''_d$; then it is clear that $\tilde{s}$ can be continuously deformed to $\infty$. If $d$ is even, let $\infty : X_d \to C$ be the section taking each $T$ to the point $(x', y') = (0, 1) \in C''_d$; then we assume without loss of generality that $\tilde{s}$ can be continuously deformed to $\infty$.

As in §2.1, we fix $T_0 := (0, 1, ..., d - 1)$ as a basepoint of $Y$; denote its image in $X$ by $T_0$. Let $P_0 = s(T_0) = d \in E_{T_0}$ and $\infty_{T_0} = \infty(T_0) \in C(T_0)$. 
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It is shown in [7] that \( Y \) (and thus also \( X \)) has trivial \( i \)th homotopy groups for \( i \geq 2 \). Therefore, since \( \mathcal{E} \to Y \) is a fibration by Proposition 2.2.1, the induced long exact sequence of homotopy can be truncated to the short exact sequence

\[
1 \to \pi_1(\mathbb{C} \setminus T_0, P_0) \to \pi_1(\mathcal{E}, P_0) \to \pi_1(X, T_0) \to 1.
\]  

(2.8)

The section \( s : X \to \mathcal{E} \) induces a homomorphism \( s_* : \pi_1(X, T_0) \to \pi_1(\mathcal{E}, P_0) \) which splits the above sequence. This splitting induces a monodromy action of \( \pi_1(X, T_0) \) on \( \pi_1(\mathbb{C} \setminus T_0, P_0) \) given by \( \sigma \in \pi_1(X, T_0) \) acting as conjugation by \( s_*(\sigma) \) on \( \pi_1(\mathbb{C} \setminus T_0, P_0) \). This lifts to an action of \( \pi_1(X, T_0) = B_d \) on \( \pi_1(\mathcal{E}_T, \infty_T) \), which is in fact the monodromy action induced by the splitting of the short exact sequence

\[
1 \to \pi_1(\mathcal{E}_T, \infty_T) \to \pi_1(\mathcal{C}, \infty_T) \to \pi_1(X, T_0) \to 1
\]  

(2.9)

by \( \infty_* : \pi_1(X, T_0) \to \pi_1(\mathcal{C}, \infty_T) \). In turn, this induces an action of \( B_d \) on the abelianization \( \pi_1(\mathcal{C}_T, \infty_T)^{ab} \), which is the homology group \( H_1(\mathcal{C}_T, \mathbb{Z}) \). We denote this action by

\[
R : B_d \cong \pi_1(X, T_0) \to \text{Aut}(H_1(\mathcal{C}_T, \mathbb{Z})).
\]  

(2.10)

This action respects the intersection pairing of \( H_1(\mathcal{C}_T, \mathbb{Z}) \), so the image of \( R \) is actually contained in the corresponding subgroup of symplectic automorphisms \( \text{Sp}(H_1(\mathcal{C}_T, \mathbb{Z})) \). This is the monodromy representation that we will be investigating for the rest of §2.2.

### 2.2.3 Relationship to the mapping class group

For this subsection, we will only be considering the representation \( R \) restricted to \( P_d \triangleleft B_d \); we denote this restriction also by \( R : P_d \to \text{Sp}(H_1(\mathcal{C}_T, \mathbb{Z})) \). We now want to show that the representation \( R \) always factors through a particular mapping class group (Proposition 2.2.3). To this end, we first give a useful fact regarding hyperelliptic curves of genus \( g \) as 2-sheeted covers of the projective line, and then define some auxiliary representations which we will need to state Proposition 2.2.3.

**Proposition 2.2.2.** Let \( C \) and \( C' \) be hyperelliptic curves of genus \( g \); let \( x : C \to \mathbb{P}_\mathbb{C}^1 \), \( x' : C' \to \mathbb{P}_\mathbb{C}^1 \) be degree-2 ramified covering maps to the projective line; and let \( B, B' \subset C \) be the respective sets of \( 2g + 2 \) branch points of these
covers. Then every self-homeomorphism \( f : \mathbb{P}^1_C \to \mathbb{P}^1_C \) which sends \( x(B) \) to \( x'(B') \) lifts to a homeomorphism of \( \tilde{f} : C \to C' \). In particular, if \( f \) fixes each point of \( x(B) \), then \( f \) lifts to a self-homeomorphism \( \tilde{f} : C \to C' \), which is unique up to deck transformation of \( C \to \mathbb{P}^1_C \).

**Proof.** Choose a basepoint \( P_0 \in \mathbb{P}^1_C \setminus B \), and choose \( Q_0 \in C \) and \( Q'_0 \in C' \) such that \( x(Q_0) = P_0 \) and \( x'(Q'_0) = f(P_0) \). It follows from the lifting theorem (Theorem 4.1 of [5]) that the composition of maps \( C \setminus B \to \mathbb{P}^1_C \setminus x(B) \to \mathbb{P}^1_C \setminus x'(B') \) lifts uniquely to a map \( C \setminus B \to C' \setminus B' \) which sends \( Q_0 \) to \( Q'_0 \).

Clearly this can be extended to a map \( \tilde{f} : C \to C' \). By applying the same argument to \( f^{-1} \), we see that \( \tilde{f} \) is a homeomorphism. In the case that \( C = C' \), note that there are two choices of basepoint \( Q'_0 \) of \( C \setminus B \) such that the unique liftings obtained by choosing each one differ by a deck transformation.

We define an action of the mapping class group \( \pi_0 \mathcal{Y}_d \) on \( H_1(C_{T_0}, \mathbb{Z}) \), which we will denote by \( \varphi : \pi_0 \mathcal{Y}_d \to \text{Aut}(H_1(C_{T_0}, \mathbb{Z})) \), as follows. Choose an element of \( \pi_0 \mathcal{Y}_d \) and let \( f \) be a self-homeomorphism of \( C \) which represents it; we can extend \( f \) to a self-homeomorphism of the Riemann sphere \( \mathbb{P}^1_C \) which fixes \( \infty \).

Then by Proposition 2.2.2, \( f : \mathbb{P}^1_C \to \mathbb{P}^1_C \) lifts to a unique self-homeomorphism \( \tilde{f} : C_{T_0} \to C_{T_0} \) which fixes each of the 2 points of \( C_{T_0} \) which map to the basepoint \( P_0 = d \in C \setminus T_0 \subset S \) under the ramified covering map \( C_{T_0} \to \mathbb{P}^1_C \). Define \( \varphi([f]) \) to be the automorphism \( \tilde{f}_* \in \text{Aut}(H_1(C_{T_0}, \mathbb{Z})) \) induced by \( \tilde{f} \).

If \( d = 2g + 1 \), fix a self-homeomorphism of \( \mathbb{P}^1_C \) that fixes 0, 1, \ldots, \( d-1 \in \mathbb{P}^1_C \) and sends \( \infty \) to \( d \). By Proposition 2.2.2, this lifts to a homeomorphism mapping \( C_{T_0} \) onto a hyperelliptic curve \( C' \) ramified over the points \( 0, 1, \ldots, d \), which is the fiber of \( C_{d+1} \) over the basepoint \( T_0 = (0, 1, \ldots, d) \in \mathcal{Y}_{d+1} \).

This homeomorphism yeilds an isomorphism \( H_1(C_{T_0}, \mathbb{Z}) \cong H_1(C', \mathbb{Z}) \). Composing the action of \( P_{d+1} \) on \( H_1(C', \mathbb{Z}) \) defined in §2.2.2 with this isomorphism yeilds an action of \( P_{d+1} \) on \( H_1(C_{T_0}, \mathbb{Z}) \) which we denote by \( R' : P_{d+1} \to H_1(C_{T_0}, \mathbb{Z}) \).

**Proposition 2.2.3.** Assume all of the above notation.

a) If \( d = 2g + 2 \), then the representation \( R : P_d \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z})) \) factors through \( \pi_0 \mathcal{Y}_d \) as the composition \( \varphi \circ \partial \).

b) If \( d = 2g + 1 \), then the representation \( R : P_d \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z})) \) factors through \( R' : P_{d+1} \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z})) \) via the obvious inclusion \( P_d \hookrightarrow P_{d+1} \); thus, by the statement of (a), \( R \) factors through \( \partial : P_{d+1} \to \pi_0 \mathcal{Y}_{d+1} \).

**Proof.** The main statement of part (b) is obvious from the construction of \( R' \) above, and so it will suffice to prove part (a).
Assume that $d = 2g + 2$. Define $\mathcal{E}' \to X$ to be the quasiprojective scheme containing $\mathcal{E} \to X$ such that the fiber over each $\mathbb{C}$-point of $X$ is $\mathbb{P}_\mathbb{C}^1 \setminus T$; again, we also denote its pullback via $Y \to X$ by $\mathcal{E}' \to Y$. Let $\infty$ denote the section of $\mathcal{E}' \to Y$ which takes each point in $Y$ to $\infty$ in the fiber. Note that there is an obvious inclusion $\mathcal{E} \hookrightarrow \mathcal{E}'$ and a continuous deformation of $s : Y \to \mathcal{E}$ to $\infty : Y \to \mathcal{E}'$. In fact, $R : P_d \to \text{Sp}(H_1(C_T, \mathbb{Z}))$ is induced by the monodromy representation arising from the splitting of the short exact sequence associated to $\mathcal{E}' \to Y$ via the section $\infty$.

Note that the action of $\mathbb{C} \times \mathbb{C}^\times$ on $\mathbb{C}$ by $(a, b) \cdot z = a + b z$ induces an action of $\mathbb{C} \times \mathbb{C}^\times$ on $Y$ (i.e. action by translation and homothety); let $\tilde{Y}$ be the quotient of $Y$ by this action, and denote the quotient map by $\psi : Y \to \tilde{Y}$. Then each element of $\tilde{Y}$ can be uniquely represented by an ordered $d$-element subset of $\mathbb{C}$ whose first element is 0 and whose second element is 1, so we consider each element of $\tilde{Y}$ to be an ordered subset of the form $(0, 1, z_3, \ldots, z_d)$. We also define the family $\tilde{\mathcal{E}}' \to \tilde{Y}$ to be the quotient of $\mathcal{E}' \to Y$ by this action. The section $\infty$ of $\mathcal{E}' \to Y$ modulo this action is clearly a section of the family $\tilde{\mathcal{E}}' \to \tilde{Y}$ which we also denote by $\infty$. In fact, $\infty : \tilde{Y} \to \tilde{\mathcal{E}}'$ similarly sends each point in $\tilde{Y}$ to $\infty$ in the fiber. It is clear that $\mathcal{E}' \to Y$ is the pullback of $\tilde{\mathcal{E}}' \to \tilde{Y}$ via the quotient map $\psi : Y \to \tilde{Y}$. It then follows from the functoriality of the fundamental group that the induced monodromy action of $P_d$ on $\pi_1(\mathbb{P}_\mathbb{C}^1 \setminus T_0, \infty)$ factors through the induced homomorphism of fundamental groups $\psi_* : P_d \to \tilde{P}_d := \pi_1(\tilde{Y}, T_0)$.

We observe that each element of $\tilde{P}_d$ is the image of a braid in $P_d$ which fixes the points 0 and 1; thus, the homomorphism $\psi_*$ is surjective. We now furnish an isomorphism $\tilde{\partial} : \tilde{P}_d \cong \pi_0 \mathcal{Y}$ such that $\partial = \tilde{\partial} \circ \psi_*$. Let $\mathcal{Y}$ denote the group of self-homeomorphisms of $\mathbb{C}$ which fix 0 and 1, and let $\psi : \mathcal{Y} \to \tilde{Y}$ be the homomorphism which sends an element $f \in \mathcal{Y}$ to the composition of $f$ with the unique element in $\mathbb{C} \times \mathbb{C}^\times$ which sends $f(0)$ to 0 and $f(1)$ to 1. We have an evaluation map $\tilde{\epsilon} : \tilde{\mathcal{Y}} \to \tilde{Y}$ defined analogously to $\epsilon : \mathcal{Y} \to Y$ in §2.1.2. Since $\mathcal{Y} \to \tilde{Y}$ is actually a subfamily of $\mathcal{Y} \to Y$, it is also a fibration. It is easy to check that the diagram below commutes.

\[
\begin{array}{ccc}
\mathcal{Y} & \xrightarrow{\epsilon} & Y \\
\downarrow\psi & & \downarrow\psi \\
\tilde{\mathcal{Y}} & \xrightarrow{\tilde{\epsilon}} & \tilde{Y}
\end{array}
\]

Now we define a map $\tilde{\partial} : \tilde{P}_d \to \pi_0 \mathcal{Y}$ by a construction analogous to that of $\partial : P_d \to \pi_0 \mathcal{Y}$ in §2.1.2, as follows. Let $\gamma$ be a loop in $\tilde{Y}$ representing an
2.2.4 Image of the monodromy representation

We now state and prove a key result which gives the image of $\bar{P}_d$. Then we may lift it to a loop $\tilde{\gamma} : [0, 1] \to \tilde{Y}$ with $\tilde{\gamma}(0) = \text{id}$ and $\tilde{\gamma}(1) \in \mathcal{Y}$. Let $\tilde{\delta}([\gamma])$ be the element of $\pi_0\mathcal{Y}$ represented by $\tilde{\gamma}(1)$. It follows from the commutativity of the diagram in (2.11) that $\partial = \tilde{\delta} \circ \psi_*$. Thus, the kernel of $\psi_*$ is contained in the kernel of $\partial$, which by Proposition 2.1.5 is generated by the element $(\beta_1\beta_2...\beta_{d-1})^d \in P_d$. This braid may be represented by the loop $\gamma : [0, 1] \to Y$ defined by $\gamma(t) = (0, e^{2\pi it}, ..., (d-1)e^{2\pi it}) \in Y$ for $t \in [0, 1]$, which can be lifted to $\tilde{\gamma} : [0, 1] \to \mathcal{Y}$ defined by $\tilde{\gamma}(t) : z \mapsto e^{2\pi it}z$ for $t \in [0, 1]$. But clearly $\tilde{\psi} \circ \tilde{\gamma}$ is the trivial loop taking all $t \in [0, 1]$ to the identity map $\text{id} \in \mathcal{Y}$, so $\partial \circ \tilde{\psi} \circ \tilde{\gamma}$ is the trivial loop on $\tilde{Y}$. Therefore, $(\beta_1\beta_2...\beta_{d-1})^d \in P_d$ is also in the kernel of $\psi_*$. Thus, $\tilde{\partial}$ is an isomorphism, and $R$ factors through $\partial : P_d \to \pi_0\mathcal{Y}_d$.

Next one can check by direct observation that the generators $A_{i,j} \in P_d$ each act on any loop on $\mathbb{C} \setminus T_0$ in the same way that the Dehn twist $D_{\gamma_I}$ acts on it, letting $I = \{i-1, j-1\}$ and using the notation of §2.1.3. By Proposition 2.1.7, $\partial(A_{i,j}) = D_{\gamma_I}$. It then follows from the construction of $\varphi : \pi_0\mathcal{Y} \to \text{Sp}(H_1(\mathcal{C}_{T_0}, \mathbb{Z}))$ above that $R = \varphi \circ \partial$, and part (a) is proved.

\[\square\]

2.2.4 Image of the monodromy representation

We now state and prove a key result which gives the image of $P_d$ under $R$. This has been proven by A’Campo in [11] using root spaces and by J.-K. Yu in [33] by an elementary calculation. A similar statement was proven by Mumford in [18] for a representation whose image lies in $\text{Sp}(H_1(\mathcal{C}_{T_0}, \mathbb{Z}))/\{\pm1\}$; we give a variant of this proof for our representation $R$, since the main set-up for it has already been developed.

**Theorem 2.2.4.** The image of $R : P_d \to \text{Sp}(H_1(\mathcal{C}_{T_0}, \mathbb{Z}))$ coincides with the level-2 principal congruence subgroup $\Gamma(2) \triangleleft \text{Sp}(H_1(\mathcal{C}_{T_0}, \mathbb{Z}))$.

**Proof.** For any element $a \in H_1(\mathcal{C}_{T_0}, \mathbb{Z})$, let $T_a \in \text{Sp}(H_1(\mathcal{C}_{T_0}, \mathbb{Z}))$ denote the transvection defined by $b \mapsto b + \omega(b, a)a$ for all $b \in H_1(\mathcal{C}_{T_0}, \mathbb{Z})$, where $\omega$ is the intersection pairing.

First observe that if $I \subseteq \{0, 1, ..., d - 1\}$ has even cardinality, then the loop $\gamma_I$ on $\mathbb{C} \setminus T_0$ lifts to two disjoint loops $\gamma_1$ and $\gamma_2$ on $\tilde{E}_{T_0}$ and hence on $\mathcal{C}_{T_0}$, and that $[\gamma_1] = -[\gamma_2]$ in $H_1(\mathcal{C}_{T_0}, \mathbb{Z})$. Moreover, the Dehn twist $D_{\gamma_I}$ on $\mathbb{C} \setminus T_0$ lifts to the composition of Dehn twists $D_{[\gamma_1]} \circ D_{[\gamma_2]} = D_{[\gamma_2]} \circ D_{[\gamma_1]} = T^2_{[\gamma_1]}$ on $\mathcal{C}_{T_0}$, which fixes the points in the inverse image of the basepoint of $\mathbb{C} \setminus T_0$.  
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To show that $R(P_d) \subseteq \Gamma(2)$, note that it then follows from Propositions 2.1.7, 2.1.8 and the construction of $\varphi$ that for $1 \leq i < j \leq d$, $\varphi(A_{i,j})$ is the square of a transvection on $H_1(C_{T_0}, \mathbb{Z})$ and therefore lies in $\Gamma(2)$. Since $\{A_{i,j}\}_{1 \leq i < j \leq d}$ generates $P_d$, we obtain the desired inclusion.

To show the reverse inclusion, we make the following observations. For $1 \leq i \leq g := \lfloor (d - 1)/2 \rfloor$, let $a_i \in H_1(C_{T_0}, \mathbb{Z})$ (resp. $b_i \in H_1(C_{T_0}, \mathbb{Z})$) be the class of oriented loops which map to the counterclockwise-oriented loop $\gamma_I$ for $I = \{2i - 1, 2i\}$ (resp. $I = \{2i, ..., 2g + 1\}$). Then $\{a_i, b_i\}_{i=1}^g$ is a symplectic basis for $H_1(C_{T_0}, \mathbb{Z})$. Moreover, $\gamma_I$ for $I = \{2i - 1, ..., 2j\}$ (resp. $I = \{2i, ..., 2j - 1\}$, resp. $I = \{2i - 1, 2i, 2j, ..., 2g + 1\}$, resp. $I = \{2i - 1, 2i + 1, ..., 2g + 1\}$), lifts to two disjoint loops on $C_{T_0}$, one of whose classes in $H_1(C_{T_0}, \mathbb{Z})$ is $a_i + a_j$ (resp. $b_i - b_j$, resp. $a_i + b_j$, resp. $b_i - a_j$) for $1 \leq i < j \leq g$. So by applying Proposition 2.1.7 it follows that there are elements in $P_{2g+1} \subset P_{2g+2}$ which are mapped by $\partial : P_{2g+2} \to \pi_0 \mathcal{Y}_{2g+2}$ to Dehn twists, which in turn are mapped by $\varphi$ to the squares of transvections $T_{a_i}^2, T_{b_i}^2, T_{a_i+b_j}^2, T_{b_i-a_j}^2, T_{b_i-a_i}^2 \in \Gamma(2)$ for $1 \leq i < j \leq g$. But it is a consequence of Propositions A.1 and A.3(b) of [17] that these squares of transvections generate all of $\Gamma(2)$. Therefore, for $d = 2g + 2$, the inclusion $\Gamma(2) \subseteq R(P_d)$ follows from part (a) of Proposition 2.2.3, then for $d = 2g + 1$, $\Gamma(2) \subseteq R(P_d)$ follows from part (b) of Proposition 2.2.3. Thus, $R(P_d) = \Gamma(2)$.

\[\square\]

### 2.3 Generic image of Galois

Let $\alpha_1, \alpha_2, ..., \alpha_d$ be transcendental and independent over $\mathbb{C}$, and let $L$ be the subfield of $\mathbb{C}(\{\alpha_i\}_{1 \leq i \leq d})$ generated over $\mathbb{C}$ by the symmetric functions of the $\alpha_i$’s. Let $C$ be a smooth projective model of the hyperelliptic curve over $L$ given by

\[y^2 = \prod_{i=1}^{d}(x - \alpha_i), \quad (2.12)\]

and let $J$ be its Jacobian. Note that $C$ is defined over $L$ and has genus $g := \lfloor (d - 1)/2 \rfloor$, while $J$ is an abelian variety over $L$ of dimension $g$. For each $n \geq 0$, let $L_n = L(J[2^n])$ denote the extension of $L$ over which the $2^n$-torsion of $J$ is defined; note that $L_1 = \mathbb{C}(\{\alpha_i\}_{1 \leq i \leq d})$ for all $d \neq 4$. 
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Fix an algebraic closure $\bar{L}$ of $L$, and write $G_L$ for the absolute Galois group $\text{Gal}(\bar{L}/L)$. As in Chapter 1, we denote the $\ell$-adic Tate module of $J$ by $T_\ell(J)$, and denote the natural Galois action on $T_\ell(J)$ by $\rho_\ell : G_L \to \text{Aut}(T_\ell(J))$. Since $L$ contains all 2-power roots of unity, the Weil pairing on $T_\ell(J)$ is Galois equivariant, and so the image of $G_L$ under $\rho_\ell$ is contained in $\text{Sp}(T_\ell(J))$, the group of symplectic automorphisms with respect to the Weil pairing. For each prime $\ell$ and integer $n \geq 0$, write $\Gamma(\ell^n)$ for the principal level-$\ell^n$ congruence subgroup of $\text{Sp}(T_\ell(J))$.

The main theorem is the following.

**Theorem 2.3.1.** With the above notation, the image under $\rho_2$ of the Galois subgroup fixing $L_1$ coincides with $\Gamma(2) \subset \text{Sp}(T_2(J))$. For $\ell \neq 2$, the image under $\rho_\ell$ of the Galois subgroup fixing $L_1$ coincides with $\text{Sp}(T_\ell(J))$.

### 2.3.1 Proof of the main theorem

This subsection is devoted to proving Theorem 2.3.1 by converting the topological result in Theorem 2.2.4 into an arithmetic statement. Lemma 2.3.2 below is the key result that allows us to do this.

Let $\hat{B}_d$ denote the profinite completion of $B_d \cong \pi_1(X, T_0)$. Since $X$ may be viewed as a scheme over the complex numbers, Riemann’s Existence Theorem yields an isomorphism between its étale fundamental group $\pi_1^{\text{ét}}(X, T_0)$ and $\hat{B}_d$ ([10], Exposé XII, Corollaire 5.2). Meanwhile, the function field of $X$ is $L$, so $\pi_1^{\text{ét}}(X, T_0)$ is isomorphic to the Galois group $\text{Gal}(L^{\text{unr}}/L)$, where $L^{\text{unr}}$ is the maximal extension of $L$ unramified at all points of $X$. The representation $R : B_d \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z}))$ induces a homomorphism of profinite groups

$$R : \text{Gal}(L^{\text{unr}}/L) = \hat{B}_d \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_\ell)$$  \hspace{1cm} (2.13)

for any prime $\ell$. Composing this map with the restriction homomorphism $G_L := \text{Gal}(L/L) \to \text{Gal}(L^{\text{unr}}/L)$ yields a map which we denote $R_\ell : G_L \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_\ell)$.

**Lemma 2.3.2.** Assume the above notation, and let $\ell$ be any prime. Then there is an isomorphism of $\mathbb{Z}_\ell$-modules $T_\ell(J) \cong H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_\ell$ making the representations $\rho_\ell$ and $R_\ell$ isomorphic.

**Proof.** We proceed in four steps.

**Step 1:** We switch from (topological) fundamental groups to étale fundamental groups. Since $X$ and $C$, as well as $C_T$ for each fiber $T$ of $X$, can be
viewed as a scheme over the complex numbers, Riemann’s Existence Theorem implies that the étale fundamental groups of $X$, $C$, and each $C_T$ (defined using a choice of geometric base point $T_0$ over $T_0$) are isomorphic to the profinite completions of their respective topological fundamental groups. Taking profinite completions induces a sequence of étale fundamental groups

$$1 \to \pi_1^{et}(C_{T_0}, \infty_{T_0}) \to \pi_1^{et}(C, \infty_{T_0}) \to \pi_1^{et}(X, T_0) \to 1,$$  

(2.14)

which is a short exact sequence by [10], Corollaire X.2.2. Moreover, the section $\infty : X \to C$ similarly gives rise to an action of $\pi_1^{et}(X, T_0)$ on $\pi_1^{et}(C_{T_0}, \infty_{T_0})^{ab}$. 

Step 2: We switch from $C$ to its Jacobian. Define $J \to X$ to be the abelian scheme representing the Picard functor of the scheme $C \to X$ (see [14], Theorem 8.1). Note that $J_T$ is the Jacobian of $C_T$ for each $C$-point $T$ of $X$, and the generic fiber of $J$ is $J/L$, the Jacobian of $C/L$. Let $\infty \in C(L)$ be the image of the generic point of $X$ under the map $\infty : \pi_1^{et}(X, T_0) \to \pi_1^{et}(C, \infty_{T_0})$. Let $f_\infty : C \to J$ be the morphism (defined over $L$) given by sending each point $P \in C(L)$ to the divisor class $[(P) - (\infty)]$ in $\text{Pic}_L^0(C)$, which is identified with $J(L)$. By [14], Proposition 9.1, the induced homomorphism of étale fundamental groups $(f_\infty)_* : \pi_1^{et}(C, \infty) \to \pi_1^{et}(J, 0)$ factors through an isomorphism $\pi_1^{et}(C, \infty)^{ab} \sim \pi_1^{et}(J, 0)$. This induces an isomorphism $\pi_1^{et}(\tilde{C}_T, \infty_T)^{ab} \sim \pi_1^{et}(J_T, 0_T)$ for each $T \in X$. Note that the composition of the section $s : X \to \tilde{C}$ with $f_\infty$ is the “zero section” $0 : X \to J$ mapping each $T$ to the identity element $0_T \in J_T$. Thus, the action of $\pi_1^{et}(X, T_0)$ on $\pi_1^{et}(C_{T_0}, \infty_{T_0})^{ab}$ coming from the splitting of (2.14) is the same as the action of $\pi_1^{et}(X, T_0)$ on $\pi_1^{et}(J_{T_0}, 0_{T_0})$ coming from the splitting of

$$1 \to \pi_1^{et}(J_{T_0}, 0_{T_0}) \to \pi_1^{et}(J, 0_{T_0}) \to \pi_1^{et}(X, T_0) \to 1$$  

(2.15)

induced by the section $\emptyset_* : \pi_1^{et}(X, T_0) \to \pi_1^{et}(J, 0_{T_0})$.

Step 3: We now show that this action on $\pi_1^{et}(J_{T_0}, 0_{T_0})$ is isomorphic to a particular Galois action on $\pi_1^{et}(J_L, 0)$ (and therefore on its $\ell$-adic quotient $T_l(J)$). Let $\eta : \text{Spec}(L) \to X$ denote the generic point of $X$. Note that we may identify $\tilde{\pi}_1^{et}(L, \bar{L})$ with $G_L$, and that $\eta_* : G_L \to \pi_1^{et}(X, \bar{\eta})$ is a surjection (in fact, it is the restriction homomorphism of Galois groups corresponding to the maximal algebraic extension of $L$ unramified at all points of $X$). Also, the point $0 \in J_L$ may be viewed as a morphism $\emptyset : \text{Spec}(L) \to J_L$ which induces $\emptyset_* : G_L = \pi_1^{et}(L, \bar{L}) \to \pi_1^{et}(J_L, 0)$. Let $T_0$ and $\bar{\eta}$ be geometric points over $T_0$ and $\eta$ respectively. Then we have ([10], Corollaire X.1.4) an exact
sequence of étale fundamental groups
\[ \pi_1^{\text{ét}}(\mathcal{J}_\eta, 0_\eta) \to \pi_1^{\text{ét}}(\mathcal{J}, 0_\eta) \to \pi_1^{\text{ét}}(X, \bar{\eta}) \to 1. \] (2.16)

Changing the geometric basepoint of \( X \) from \( \bar{\eta} \) to \( \mathcal{T}_0 \) (resp. changing the geometric basepoint of \( \mathcal{J} \) from \( 0_\eta \) to \( 0_{\mathcal{T}_0} \)) non-canonically induces an isomorphism \( \pi_1^{\text{ét}}(X, \bar{\eta}) \cong \pi_1^{\text{ét}}(X, \mathcal{T}_0) \) (resp. an isomorphism \( \pi_1^{\text{ét}}(\mathcal{J}, 0_\eta) \cong \pi_1^{\text{ét}}(\mathcal{J}, 0_{\mathcal{T}_0}) \)).

Fix such an isomorphism \( \varphi : \pi_1^{\text{ét}}(X, \bar{\eta}) \cong \pi_1^{\text{ét}}(X, \mathcal{T}_0) \).

Now we have the following commutative diagram, where all horizontal rows are exact:

\[
\begin{array}{ccccccccc}
1 & \rightarrow & \pi_1^{\text{ét}}(J_L, 0) & \rightarrow & \pi_1^{\text{ét}}(J_L, 0) & \rightarrow & \pi_1^{\text{ét}}(L, \bar{L}) & \rightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\pi_1^{\text{ét}}(\mathcal{J}_\eta, 0_\eta) & \rightarrow & \pi_1^{\text{ét}}(\mathcal{J}, 0_\eta) & \rightarrow & \pi_1^{\text{ét}}(X, \bar{\eta}) & \rightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \rightarrow & \pi_1^{\text{ét}}(\mathcal{J}_{\mathcal{T}_0}, 0_{\mathcal{T}_0}) & \rightarrow & \pi_1^{\text{ét}}(\mathcal{J}, 0_{\mathcal{T}_0}) & \rightarrow & \pi_1^{\text{ét}}(X, \mathcal{T}_0) & \rightarrow & 1
\end{array}
\]

Here the vertical arrow from \( \pi_1^{\text{ét}}(\mathcal{J}, 0_\eta) \) to \( \pi_1^{\text{ét}}(\mathcal{J}, 0_{\mathcal{T}_0}) \) is a change-of-basepoint isomorphism chosen to make the lower right square commute, and \( \text{sp} : \pi_1^{\text{ét}}(\mathcal{J}_\eta, 0_\eta) \rightarrow \pi_1^{\text{ét}}(\mathcal{J}_{\mathcal{T}_0}, 0_{\mathcal{T}_0}) \) is the surjective homomorphism induced by a diagram chase on the bottom two horizontal rows. Grothendieck’s Specialization Theorem ([10], Corollaire X.3.9) states that \( \text{sp} \) is an isomorphism, which implies that the second row is also a short exact sequence. Thus, the action of \( \pi_1^{\text{ét}}(X, \mathcal{T}_0) \) on \( \pi_1^{\text{ét}}(\mathcal{J}_{\mathcal{T}_0}, 0_{\mathcal{T}_0}) \) arising from the splitting of the lower row by \( \alpha_\text{sp} \) is isomorphic to the action of \( \pi_1^{\text{ét}}(X, \bar{\eta}) \) on \( \pi_1^{\text{ét}}(\mathcal{J}_\eta, 0_\eta) \) arising from the splitting of the middle row by \( \bar{\eta} \), via the isomorphism \( \text{sp} : \pi_1^{\text{ét}}(\mathcal{J}_\eta, 0_\eta) \rightarrow \pi_1^{\text{ét}}(\mathcal{J}_{\mathcal{T}_0}, 0_{\mathcal{T}_0}) \).

In turn, a simple diagram chase confirms that this action, after pre-composing with \( \eta_* : \pi_1^{\text{ét}}(L, \bar{L}) \rightarrow \pi_1^{\text{ét}}(X, \bar{\eta}) \), can be identified with the action of \( \pi_1^{\text{ét}}(L, \bar{L}) \) on \( \pi_1^{\text{ét}}(J_L, 0) \) arising from the splitting of the top row by \( \bar{\eta}_* \). We denote this action by \( \bar{R} : G_L = \pi_1^{\text{ét}}(L, \bar{L}) \rightarrow \text{Aut}(\pi_1^{\text{ét}}(J_L, 0)) \). Since the Tate module \( T_\ell(J) \) may be identified with the maximal pro-\( \ell \) quotient of \( \pi_1^{\text{ét}}(J_L, 0) \), \( \bar{R} \) induces an action of \( G_L \) on \( T_\ell(J) \), which we denote by \( \bar{R}_\ell : G_L \rightarrow \text{Aut}(T_\ell(J)) \).

One can identify the symplectic pairing on \( \pi_1(\mathcal{J}_{\mathcal{T}_0}, 0_{\mathcal{T}_0}) \) with the Weil pairing on \( T_\ell(J) \) via the results in [16], Chapter IV, §24. Therefore, the image of \( \bar{R}_\ell \) is a subgroup of \( \text{Sp}(T_\ell(J)) \).

By the above construction, we may identify the maximal pro-\( \ell \) quotient of \( \pi_1^{\text{ét}}(\mathcal{J}_{\mathcal{T}_0}, 0_{\mathcal{T}_0}) \) with \( H_1(C_{\mathcal{T}_0}, \mathbb{Z}) \otimes \mathbb{Z}_\ell \). Note that the isomorphism \( \text{sp} : \)
Recall that 

Proof (of Theorem 2.3.1). Recall that \( P_d \) is the normal subgroup of \( B_d \cong \pi_1(X, T_0) \) corresponding to the cover \( Y \to X \), and that if \( d \neq 4 \), the function field of \( Y \) is \( L_1 \). It follows that if \( d \neq 4 \), the image of \( \text{Gal} (\bar{L}/L_{1}) \) under \( \eta_* \) is \( \hat{P}_d \subset \hat{B}_d \cong \pi_1^\text{et}(X, T_0) \) (where \( \hat{P}_d \) denotes the profinite completion of \( P_d \)).

Suppose that \( \ell = 2 \). Then the statement of Theorem 2.2.4 implies that if \( d \neq 4 \) (resp. if \( d = 4 \)), the image of \( \text{Gal}(\bar{L}/L_{1}) \) under \( \rho_{2} \) coincides with (resp. contains) \( \Gamma(2) \lhd \text{Sp}(H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_2) \). It then follows from Lemma 2.3.2 that if \( d \neq 4 \) (resp. if \( d = 4 \)), the image of \( \text{Gal}(\bar{L}/L_{1}) \) under \( \rho_{2} \) coincides with (resp. contains) \( \Gamma(2) \lhd \text{Sp}(T_2(J)) \). The containment is an equality in the \( d = 4 \) case as well since clearly \( \rho_{2}(\text{Gal}(\bar{L}/L_{1})) \subseteq \Gamma(2) \lhd \text{Sp}(T_2(J)) \).

Now suppose that \( \ell \neq 2 \). By a suitable form of the strong approximation theorem applied to the algebraic group \( \text{Sp}_{2g}(\mathbb{Q}) \) (see Theorem 7.12 of [21]), given any element \( \alpha_{\ell} \in \text{Sp}_{2g}(\mathbb{Z}_\ell) \) and any integer \( n \geq 1 \), there is an element \( \alpha \in \text{Sp}_{2g}(\mathbb{Z}) \) which is congruent to 1 modulo 2 and is also congruent to \( \alpha_{\ell} \) modulo \( \ell^n \). It follows that \( \Gamma(2) \lhd \text{Sp}_{2g}(\mathbb{Z}) \subseteq \text{Sp}_{2g}(\mathbb{Z}_\ell) \) is dense. Choosing a symplectic basis of the rank-\( 2g \) \( \mathbb{Z} \)-module \( H_1(C_{T_0}, \mathbb{Z}) \) determines an isomorphism \( \text{Sp}(H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_\ell) \cong \text{Sp}_{2g}(\mathbb{Z}_\ell) \), and we get that \( \Gamma(2) \lhd \text{Sp}(H_1(C_{T_0}, \mathbb{Z})) \subseteq \text{Sp}(H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_\ell) \) is dense. Thus, since the image of \( \rho_{\ell} \) similarly must contain \( \Gamma(2) \lhd \text{Sp}(H_1(C_{T_0}, \mathbb{Z})) \) and also must be closed in
the \( \ell \)-adic topology by the construction of \( R_\ell \) from \( R \), the restriction of \( R_\ell \) to \( \text{Gal}(\bar{L}/L_1) \) is surjective. Then by Lemma \( 2.3.2 \) \( \rho_2 : \text{Gal}(\bar{L}/L_1) \to \text{Sp}(T_\ell(J)) \) is surjective as well.

\[ \square \]

### 2.3.2 Corollaries and applications

We first give some easy immediate corollaries to Theorem \( 2.3.1 \).

**Corollary 2.3.3.** Let \( G_\ell \) denote the image under \( \rho_\ell \) of all of \( G_L \). Then we have the following:

a) We have \( G_2 \) contains \( \Gamma(2) \triangleleft \text{Sp}(T_2(J)) \). Moreover, if \( d \neq 4 \), \( G_2/\Gamma(2) \cong S_d \), and if \( d = 4 \), \( G_2/\Gamma(2) \cong S_3 \).

b) For each \( n \geq 1 \), the homomorphism \( \rho_2 \) induces an isomorphism

\[ \bar{\rho}_2^{(n)} : \text{Gal}(L_n/L_1) \cong \Gamma(2)/\Gamma(2^n) \]

via the restriction map \( \text{Gal}(\bar{L}/L_1) \twoheadrightarrow \text{Gal}(L_n/L_1) \).

**Proof.** If \( d \neq 4 \) (resp. if \( d = 4 \)), then \( \text{Gal}(L_1/L) \cong S_d \) (resp. \( \text{Gal}(L_1/L) \cong S_3 \)), and so part (a) immediately follows from the theorem.

To prove part (b), note that for any \( n \geq 0 \), the image under \( \rho_2 \) of the Galois subgroup fixing the \( 2^n \)-torsion points is clearly \( G_2 \cap \Gamma(2^n) \). But \( G_2 \supset \Gamma(2) \), so for any \( n \geq 1 \), the image under \( \rho_2 \) of \( \text{Gal}(\bar{L}/L(2^n)) \) is \( \Gamma(2^n) \). Then part (b) immediately follows by the definition of \( \bar{\rho}_2^{(n)} \).

\[ \square \]

We also present a proposition which results from constructions used to prove Theorem \( 2.3.1 \) and which will be the main tool we use in \( \S 2.4 \) and \( \S 2.5 \) to derive generators for the fields of definition of 4-torsion and 8-torsion respectively.

**Proposition 2.3.4.** For \( n \geq 1 \), the extension \( L_n/L \) is the Galois subextension of \( L^{unr}/L \) corresponding to the quotient of \( \hat{B}_d \cong \text{Gal}(L^{unr}/L) \) induced by the subgroup \( R^{-1}(\Gamma(2^n)) \triangleleft B_d \).

**Proof.** For \( n \geq 1 \), let \( B_n \) denote the set of bases of the free \( \mathbb{Z}/2^n\mathbb{Z} \)-module \( J[2^n] \). Then it was shown in the proof of Theorem \( 2.3.1 \) that \( G_L \) acts on \( B_n \) through a representation isomorphic to \( R_2 : \pi_1^{\text{\acute{e}t}}(X, \bar{T}_0) \to \text{Sp}(H_1(C_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_2) \) via an isomorphism \( \text{Sp}(T_2(J)) \cong \text{Sp}(H_1(J_{T_0}, \mathbb{Z}) \otimes \mathbb{Z}_2) \), and the subgroup
fixing all elements of $B_n$ corresponds to $R_2^{-1}(\Gamma(2^n)) < \pi_1(\mathcal{T}, T_0)$. Hence, by covering space theory, there is a connected cover $X_{(n)} \to X$ corresponding to an orbit of $B_n$ under the action of $\pi_1(X, T_0)$, and the function field of $X_{(n)}$ is the extension of $L$ fixed by the subgroup of $G_L$ which fixes all bases of $J[2^n]$. Clearly, this extension is $L_n$. Thus, the Galois cover $X_{(n)} \to X$ is an unramified morphism of connected affine schemes corresponding to the inclusion $L \hookrightarrow L_n$ of function fields, and the statement follows.

**Remark 2.3.5.** a) The fact that $\rho_\ell : G_L \to \text{Sp}(T_\ell(J))$ must factor through $\text{Gal}(L^{\text{unr}}/L)$ can also be shown using the criterion of Néron-Ogg-Shafarevich ([26], Theorem 1).

b) It follows directly from Proposition 2.3.4 that for each $n \geq 1$, $L_n/L_1$ is the subextension of $L^{\text{unr}}/L_1$ corresponding to the quotient induced by $R^{-1}(\Gamma(2^n)) < R^{-1}(\Gamma(2))$. Note that if $d \neq 4$, $L_1 = \mathbb{C}\{\alpha_i\}_{i=1}^d$, and $R^{-1}(\Gamma(2)) = P_d < B_d$. In the case that $d = 4$, $L_1$ is the subfield of $L\{\alpha_i\}_{i=1}^d$ given in Proposition 1.2.1(c), which in fact is generated over $\mathbb{C}$ by 3 independent transcendental elements. Therefore, if $d = 4$, $R^{-1}(\Gamma(2))$ is a subgroup of $B_4$ which is isomorphic to $P_3$ and which contains $P_4 < B_4$.

### 2.4 Fields of 4-torsion of hyperelliptic Jacobians

We retain all notation used in §2.3. In addition, for this section, we denote by $-1 \in \text{Gal}(L_2/L_1)$ the Galois automorphism mapping to the scalar matrix $-1 \in \Gamma(2)/\Gamma(4)$ via the isomorphism $\rho_2^{(2)}$ given by Corollary 2.3.3(b).

In this section, we apply the construction which we developed in §2.3 to give generators of the extension $L_2/L$ obtained by adjoining the 4-torsion points of $J/L$.

**Theorem 2.4.1.** (a) If $d = 2g + 1$, then

$$L_2 = L_1(\sqrt[4]{\alpha_i - \alpha_j})_{1 \leq i < j \leq d},$$

(2.17)

and the Galois element $-1 \in \text{Gal}(L_2/L_1)$ acts by changing the sign of each of the generators given above.
(b) If \( d = 2g + 2 \), then

\[
L_2 = L_1(\{\sqrt{\alpha_i - \alpha_j} \prod_{1 \leq l \leq d-1 \atop l \neq i, j} \sqrt{\alpha_l - \alpha_d}\}_{1 \leq i < j \leq d}), \tag{2.18}
\]

and the Galois element \(-1 \in \text{Gal}(L_2/L_1)\) acts by changing the sign of each of the generators given above.

We prove the statement for odd \( d \) first, in §2.4.1, and then prove the statement for even \( d \) in §2.4.2, using some of the lemmas in §2.4.1.

### 2.4.1 The case of odd degree

We first need some results concerning the structures of the pure braid group \( P_d \) and quotients of congruence subgroups of \( \text{Sp}(T_2(J)) \).

**Lemma 2.4.2.** For all integers \( d \geq 2 \), the abelianization of \( P_d \) is isomorphic to \( \mathbb{Z}^{d(d-1)/2} \). More explicitly, it is freely generated by the images \( \bar{A}_{i,j} \) of the generators \( A_{i,j} \) of \( P_d \).

**Proof.** This follows by checking that the relations between the \( A_{i,j} \)'s given in Lemma 1.8.2 of [4] lie in the kernel of the abelianization map.

**Lemma 2.4.3.** The quotient \( \Gamma(2)/\Gamma(4) \) is isomorphic to \( (\mathbb{Z}/2\mathbb{Z})^{2g^2+g} \).

**Proof.** For \( \Gamma(2), \Gamma(4) \triangleleft \text{Sp}_{2g}(\mathbb{Z}) \), this is shown in the proof of Corollary 2.2 of [22]. The statement for \( \Gamma(2), \Gamma(4) \triangleleft \text{Sp}(T_2(J)) \cong \text{Sp}_{2g}(\mathbb{Z}_2) \) follows immediately from this.

To simplify notation, we let \( \bar{L} = L_1(\{\sqrt{\alpha_i - \alpha_j}\}_{1 \leq i < j \leq d}) \). The proof of the following corollary is a variation on J.-K. Yu’s argument in the proof of Corollary 7.4 in [33].

**Corollary 2.4.4.** For \( d = 3 \) and all \( d \geq 5 \), \( L_2 \subseteq \bar{L} \). This inclusion is an equality if and only if \( d = 2g + 1 \).
Proof. It follows from Lemma 2.4.2 that the maximal abelian quotient of exponent 2 of $\hat{P}_d$ is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^{d(d-1)/2}$. Thus, $\hat{P}_d$ has a unique normal subgroup inducing a quotient isomorphic to $(\mathbb{Z}/2\mathbb{Z})^{d(d-1)/2}$, and so there is a unique Galois cover of $X_{(1)}$ corresponding to this quotient. The field extension $\tilde{L} \supset L(\{\alpha_i\}_{1 \leq i \leq d})$ is unramified away from the hyperplanes defined by $(\alpha_i - \alpha_j)$ with $i \neq j$ and is obtained from $L_1$ by adjoining $2g^2 + g$ independent square roots of elements in $L_1^\times \setminus (L_1^\times)^2$. Furthermore, note that since $d \neq 4$, $L_1 = L(\{\alpha_i\}_{1 \leq i \leq d})$. Therefore, $\tilde{L}$ is the function field of the unique maximal Galois cover of $X_{(1)}$ with an abelian Galois group of exponent 2. Now by Proposition 2.3.4, since $d \neq 4$, $L_2/L_1$ is the subextension of $L^{unr}/L_1$ corresponding to the quotient induced by $R^{-1}(\Gamma(4)) < R^{-1}(\Gamma(2)) \cong \hat{P}_d$. Lemma 2.4.3 shows that $\Gamma(2)/\Gamma(4) \cong R^{-1}(\Gamma(2))/R^{-1}(\Gamma(4)) \cong \text{Gal}(L_2/L_1)$ is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^{2g^2 + g}$, which is abelian of exponent 2; therefore, $L_2 \subseteq \tilde{L}$. Moreover, $d(d - 1)/2 = 2g^2 + g$ if and only if $d = 2g + 1$, in which case $L_2$ itself is the unique maximal Galois extension of $L$ of exponent 2 and so $L_2 = \tilde{L}$.

We assume the following notation for the rest of this section. Let $r : \hat{P}_d \to \Gamma(2) < \text{Sp}(T_2(J))$ be the homomorphism induced from the restriction of the natural Galois representation $\rho_2$ on $\text{Gal}(\tilde{L}/L_1)$, by factoring through $\text{Gal}(L^{unr}/L(\{\alpha_i\}_{1 \leq i \leq d})) \cong \hat{P}_d$. Let

$$\Sigma = (A_{1,2})(A_{1,3}A_{2,3})...(A_{1,d}A_{2,d}...A_{d-1,d}) \in \hat{P}_d.$$ 

Lemma 2.4.5. With the above notation, if $d = 2g + 1$, then $r(\Sigma) = -1 \in \Gamma(2)$.

Proof. Let $\bar{r}^{(2)} : \hat{P}_d \to \Gamma(2)/\Gamma(4)$ denote the composition of $r$ with reduction modulo 4. Then since $\Gamma(2)/\Gamma(4) \cong (\mathbb{Z}/2\mathbb{Z})^{2g^2 + g}$ by Lemma 2.4.3, $\bar{r}^{(2)}$ factors through the maximal abelian quotient of $\hat{P}_d$ of exponent 2. As noted above in the proof of Corollary 2.4.4, since $d = 2g + 1$, the maximal abelian quotient of $\hat{P}_d$ of exponent 2 is isomorphic to $\Gamma(2)/\Gamma(4)$, so $\bar{r}^{(2)}$ factors through this isomorphism. It then follows from Lemma 2.4.2 that the element $\Sigma$ is mapped by $\bar{r}^{(2)}$ to a nontrivial element of $\Gamma(2)/\Gamma(4)$. Thus, $r(\Sigma)$ is a nontrivial element of $\Gamma(2)$. Proposition 2.1.1 says that $\Sigma$ is in the center of $\hat{P}_d$, and since $r$ is surjective by Theorem 2.3.1, $r(\Sigma)$ must lie in the center of $\Gamma(2)$. Since the center of any symplectic group consists of scalar matrices and $\Gamma(2)$ is an open...
subgroup of a symplectic group, the only nontrivial element in the center of \( \Gamma(2) \) is the scalar matrix \(-1\). Thus, \( r(\Sigma) = -1 \).

**Lemma 2.4.6.** Assume \( d \neq 4 \). For \( 1 \leq i < j \leq d \), the restriction of the Galois element \( A_{i,j} \in \hat{P}_d \cong \text{Gal}(L^\text{uni}/L_1) \) to \( L \) acts by sending \( \sqrt{\alpha_i - \alpha_j} \mapsto -\sqrt{\alpha_i - \alpha_j} \) and fixing all other generators.

**Proof.** Fix \((i, j)\) such that \( 1 \leq i < j \leq d \), and let \( L_{i,j} \) be the subfield of \( L \) fixed by the subgroup of \( \text{Gal}(\hat{L}/L_1) \) generated by the images of all \( A_{i', j'} \) for \((i', j') \neq (i, j)\). Clearly \( L_{i,j} \) is a quadratic extension of \( L_1 = L(\{\alpha_i\}_{i=1}^d) \).

By considering the action of \( A_{i,j} \) on \( Y_d \) locally around the hyperplane given by \( \alpha_i = \alpha_j \), it is clear that \( L_{i,j}/L_1 \) is ramified at the prime \( (\alpha_i - \alpha_j) \). Therefore \( L_{i,j} = L(\{\alpha_i\}_{i=1}^d, \sqrt{\alpha_i - \alpha_j}) \), and the restriction of \( A_{i,j} \) to \( L_{i,j} \) acts by \( \sqrt{\alpha_i - \alpha_j} \mapsto -\sqrt{\alpha_i - \alpha_j} \). The claim easily follows by considering \( L \) as the compositum of all \( L_{i,j} \) for \( 1 \leq i < j \leq d \).

The following proposition, along with the second statement in Corollary 2.4.4, gives the statement of Theorem 2.4.1(a).

**Proposition 2.4.7.** If \( d = 2g + 1 \), the Galois element \(-1 \in \text{Gal}(L_2/L_1)\) acts by sending \( \sqrt{\alpha_i - \alpha_j} \) to \( -\sqrt{\alpha_i - \alpha_j} \) for \( 1 \leq i < j \leq d \).

**Proof.** Since \( \Sigma \) is a product of the all of the generators \( A_{i,j} \), the claim follows from Lemmas 2.4.5 and 2.4.6.

### 2.4.2 The case of even degree

We retain the notation of §2.4.1, including our definition of \( r : \hat{P}_d \to \Gamma(2) \ltimes \text{Sp}(T_2(J)) \). We first need the following key lemma, which is analogous to Lemma 2.4.5.

**Lemma 2.4.8.** As above, let

\[
\Sigma = (A_{1,2})(A_{1,3}A_{2,3})...(A_{1,d}A_{2,d}...A_{d-1,d}) \in \hat{P}_d.
\]

For \( 1 \leq k \leq 2g + 2 \), let \( \Sigma_k \) be defined as the same product as above, except that all \( A_{i,j} \) with \( k \in \{i, j\} \) are omitted. Then if \( d = 2g + 2 \), we have

a) \( r(\Sigma) = 1 \), and

b) \( r(\Sigma_k) = -1 \) for \( 1 \leq k \leq d \).
Proof. It follows from Lemma 2.3.2 that \( r : \widehat{P}_d \to \Gamma(2) \leq \text{Sp}(T_2(J)) \) is isomorphic to the 2-adic representation induced from \( R : P_d \to \Gamma(2) \leq \text{Sp}(\mathcal{C}_{t_0}, \mathbb{Z})) \). Therefore, it will suffice to show that (a) \( R(\Sigma) = 1 \), and (b) \( R(\Sigma_k) = -1 \) for \( 1 \leq k \leq d \). By Proposition 2.2.3(a), \( R \) factors through the map \( \partial : P_d \to \pi_0 Y_d \). By Corollary 2.1.5, \( \Sigma \) lies in the kernel of \( \partial \) and thus also lies in the kernel of \( R \). This implies part (a).

Proposition 2.2.3(b) and Proposition 2.4.5 show that \( R \) maps

\[
\Sigma_d = (A_{1,2})(A_{1,3}A_{2,3})\cdots(A_{1,d-1}A_{2,d-1}\cdots A_{d-2,d-1})
\]

to \(-1 \in \Gamma(2) \leq H_1(\mathcal{C}_{t_0}, \mathbb{Z}) \). Now repeated applications of Proposition 2.1.6 show that \( \Sigma_k = (\beta_{d-1}\beta_{d-2}\cdots \beta_{k+1})\Sigma_d(\beta_{d-1}\beta_{d-2}\cdots \beta_{k+1})^{-1} \) for each \( k \). Thus, the \( \Sigma_k \)'s all lie in the same conjugacy class, so their images all lie in the same conjugacy class of \( R(\Sigma_d) = -1 \in \Gamma(2) \). But \(-1 \) commutes with everything in \( \Gamma(2) \), so \( R(\Sigma_k) = -1 \) for \( 1 \leq k \leq d \). Part (b) follows.

We now assume that \( d = 2g + 2 \) with \( g \geq 2 \). Then Corollary 2.4.4 says that \( L_2 \) is a proper subfield of \( L \); we want to determine which subfield it is. Since \( \text{Gal}(L_2/L_1) \) is a free \( \mathbb{Z}/2\mathbb{Z} \)-module of finite rank, we may consider it as a finite-dimensional vector space over \( \mathbb{F}_2 \). By Kummer theory, it may be identified with the dual of a finite subgroup \( H < L_1^\times/(L_1^\times)^2 \), which we also view as a finite-dimensional vector space over \( \mathbb{F}_2 \). More precisely, there is a canonical isomorphism

\[
H \xrightarrow{\sim} \text{Hom}(\text{Gal}(L_2/L_1), \mathbb{F}_2)
\]

defined explicitly as follows: for any element in \( H \), a representative \( a \in L_1^\times \) gets mapped to the homomorphism \( \text{Gal}(L_2/L_1) \to \mathbb{F}_2 \) given by \( \sigma \mapsto a^\sigma/a \in \{\pm 1\} \cong \mathbb{F}_2 \). It is clear from this construction that \( L_2 \) is generated over \( L_1 \) by square roots of representatives in \( L_1^\times \) of all elements of \( H < L_1^\times/(L_1^\times)^2 \).

Now assume that \( g \neq 1 \), so that \( L_1 = L(\{\alpha_i\}_{1 \leq i \leq d}) \). Let \( H' \) be the subgroup of \( L_1^\times/(L_1^\times)^2 \) generated by the elements \( (\alpha_i - \alpha_j) \) modulo \( (L_1^\times)^2 \) for \( 1 \leq i < j \leq 2g + 2 \). Since the \( (\alpha_i - \alpha_j) \)'s are independent, we may view \( H' \) as a vector space over \( \mathbb{F}_2 \) of dimension \((2g + 2)(2g + 1)/2 \) with a basis given by the set of classes of the \( (\alpha_i - \alpha_j) \)'s. Let \( S \) be the set of pairs of integers \((i, j)\) with \( 1 \leq i < j \leq d \). Then we may identify each \((i, j) \in S \) with the class of \((\alpha_i - \alpha_j)\), and consider \( H' \) as the vector space \( \bigoplus_{s \in S} \mathbb{F}_2 s \). There is an obvious bijection between the elements of \( H' \) and subsets of \( S \).
Note that Lemma 2.4.4 implies that $H < H'$, so we may consider $H$ as a subspace of the vector space $H'$.

**Lemma 2.4.9.** Any element of $H$, viewed as a subset $T \subset S$, has the following properties:

i) $T$ has even cardinality; and

ii) for every $k \in \{1, \ldots, 2g + 2\}$, the number of elements $(i, j) \in T$ such that $k \in \{i, j\}$ is odd; or, for every $k \in \{1, \ldots, 2g + 2\}$, the number of elements $(i, j) \in T$ such that $k \in \{i, j\}$ is even.

**Proof.** Define $\Sigma$ and $\Sigma_i$ as in Lemma 2.4.8. Then $\Sigma$ is a product of all of the standard generators $A_{i,j}$ and therefore, by Lemma 2.4.6, $\Sigma$ changes the sign of $\sqrt{\alpha_i - \alpha_j} \in \tilde{L}$, for all $1 \leq i < j \leq 2g + 2$. But part (a) of Lemma 2.4.8 implies that $\Sigma$ fixes all square roots of representatives in $L_i^*$ of elements of $H$, so elements of $H$ must each be represented by a product of an even number of terms of the form $(\alpha_i - \alpha_j)$; in other words, each element of $H$ corresponds to an even-cardinality subset $T \subset S$, which is property (i).

Meanwhile, for each $k \in \{1, \ldots, 2g + 2\}$, let

$$\Sigma'_k = A_{1,k} \cdots A_{k-1,k} A_{k,k+1} \cdots A_{k,2g+2}.$$ 

Since $\Gamma(2)/\Gamma(4)$ is abelian, it is easy to see that the images of $\Sigma \Sigma'_k$ and $\Sigma$ are equal in $\Gamma(2)/\Gamma(4)$. Then it follows from both (a) and (b) of Lemma 2.4.8 that $\Sigma'_k$ maps to $-1 \in \Gamma(2)/\Gamma(4)$. Now $\Sigma'_k$ is a product of all generators $A_{i,j}$ such that $k \in \{i,j\}$, and therefore, by Lemma 2.4.6, $\Sigma'_k$ changes the sign of $\sqrt{\alpha_k - \alpha_i} \in \tilde{L}$ for all $1 \leq i \leq 2g + 2$, $i \neq k$ while fixing all $\sqrt{\alpha_i - \alpha_j}$ with $k \notin \{i,j\}$. Thus, if an element of $H$ is fixed by $-1$ (resp. not fixed by $-1$), then the corresponding subset $T \subset S$ must contain an even (resp. odd) number of elements $(i,j)$ with $k \notin \{i,j\}$ for each $k$. So the corresponding subset $T$ satisfies property (ii).

**Lemma 2.4.10.** The set $H_0$ of all subsets $T \subset S$ satisfying properties (i) and (ii) of Lemma 2.4.9 is a subspace of $H' = \bigoplus_{s \subset S} \mathbb{F}_2 s$ of dimension $2g^2 + g$.

**Proof.** First of all, let $T, T' \subset S$ be any subsets satisfying properties (i) and (ii). Then their sum corresponds to the subset $(T \cup T') \setminus (T \cap T')$, and it is easy to show that this subset must also satisfy properties (i) and (ii). It follows that $H_0$ is a subspace of $H'$.
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Let $S_1 = \{(1,2g+2), (2,2g+2), \ldots, (2g+1,2g+2)\} \subset S$, and let $H_1$ be the subspace of $H'$ spanned by the elements of $S_1$. We claim that $H' = H_0 \oplus H_1$. For each $1 \leq i < j \leq 2g + 1$, let

$$h_{i,j} = \sum_{k=1}^{2g+1} (k,2g+2) - (i,2g+2) - (j,2g+2) + (i,j) \in H_0.$$ 

For any element of $H'$, one may obtain an element of $H_1$ by adding elements $h_{i,j}$ for appropriate choices of $i$ and $j$. Thus, every element of $H'$ is the sum of an element of $H_0$ and an element of $H_1$. Moreover, choose any nonzero element of $H_1$, which corresponds to a nonempty subset $T \subset S_1 \subset S$. If $T = S_1$, then $T$ consists of $2g + 1$ elements and violates property (i), and therefore $T \notin H_0$. If $T \subset S_1$, then since $T$ is also nonempty, there is some $k \in \{1,\ldots,2g+1\}$ such that $(k,2g+2) \in T$, but there is some other $k' \in \{1,\ldots,2g+1\}$ such that $(k',2g+2) \notin T$. Then by definition of $S_1$, there is exactly 1 element of $(i,j) \in T$ with $k \in \{i,j\}$, but there are 0 elements $(i,j) \in T$ with $k' \in \{i,j\}$. This violates property (ii), so again $T \notin H_0$. Therefore, $H_0 \cap H_1 = \{0\}$, and the claim follows. In particular, $\dim(H') = \dim(H_0) + \dim(H_1)$.

Since there are $2g + 1$ elements in $S_1$, the dimension of $H_1$ is $2g + 1$. So

$$\dim(H_0) = \dim(H') - \dim(H_1) = (2g + 2)(2g + 1)/2 - (2g + 1) = 2g^2 + g.$$ 

\[ \text{Proposition 2.4.11.} \] With all of the above notation, $L_2$ is the extension of $L_1$ obtained by adjoining square roots of elements of the form

$$\prod_{(i,j) \in T} (\alpha_i - \alpha_j) \in K_1,$$

where $T$ is a subset of $S$ satisfying properties (i) and (ii) of Lemma 2.4.9. Moreover, the square root of such an element $\prod_{(i,j) \in T}(\alpha_i - \alpha_j)$ where $T \subset S$ satisfies (i) and (ii) is fixed by $-1 \in \text{Gal}(L_2/L_1)$ if and only if $T$ satisfies

iii) for every $k \in \{1,\ldots,2g + 2\}$, the number of elements $(i,j) \in T$ such that $k \in \{i,j\}$ is even.

\[ \text{Proof.} \] First assume $g \neq 1$. Lemma 2.4.9 shows that $H \subseteq H_0$, and Lemma 2.4.10 shows that $H_0$ is a subspace of dimension $2g^2 + g$. Since $H$ is finite-dimensional and dual to $\text{Gal}(L_2/L_1)$, the dimension of $H$ is equal to the
rank of $\text{Gal}(L_2/L_1) \cong \Gamma(2)/\Gamma(4)$ as a free $\mathbb{Z}/2\mathbb{Z}$-module. By Lemma 2.4.3, $\Gamma(2)/\Gamma(4) \cong (\mathbb{Z}/2\mathbb{Z})^{2\sigma + g}$. Therefore, the dimensions of $H$ and $H_0$ are equal, so $H = H_0$, which implies the first statement of the theorem for $g \neq 1$.

Let $L'_2$ be the subfield of $L_2$ fixed by $\{\pm 1\} \triangleleft \text{Gal}(L_2/L_1)$. It was shown in the proof of Lemma 2.4.9 that if $T \subset S$ is the subset corresponding to $L'_2$, the number of elements $(i, j) \in T$ such that $k \in \{i, j\}$ is even for all $k$. This proves the second statement of the theorem for $g \neq 1$.

Now assume $g = 1$. Then $L_1$ is the subfield of $L(\{\alpha_i\}_{i=1}^4)$ given in Proposition 1.2.1(c). One checks that if we let $A_1 = (\alpha_1 - \alpha_2)(\alpha_3 - \alpha_4)$, $A_2 = (\alpha_1 - \alpha_3)(\alpha_2 - \alpha_4)$, and $A_3 = (\alpha_1 - \alpha_4)(\alpha_2 - \alpha_3)$, we get $L_1 = L(A_1, A_2, A_3)$. Moreover, the $A_i$'s are algebraically independent, and their product is a square root of the discriminant of the $\alpha_i$'s. Since $L_2$ is unramified over $L$ at all points of $X$, then clearly $L_2$ is unramified over $L_1$ away from the ideals $(A_i)$ for $i = 1, 2, 3$. But $\text{Gal}(L_2/L_1) \cong \Gamma(2)/\Gamma(4) \cong (\mathbb{Z}/2\mathbb{Z})^3$, so by a similar argument as in the proof of Lemma 2.4.4, $L_2 = L_1(\sqrt{A_1}, \sqrt{A_2}, \sqrt{A_3})$. It is easy to check that this is still the extension of $L_1$ described in the first statement of the theorem. Moreover, it follows from Lemma 2.4.8 that the element $\Sigma_4 = A_{1,2}A_{1,3}A_{2,3}$ acts on $L_2 = L_1(\sqrt{A_1}, \sqrt{A_2}, \sqrt{A_3})$ by changing the sign of each $\sqrt{A_i}$. But Lemma 2.4.8 implies that $\Sigma$ acts as the scalar matrix $-1 \in \Gamma(2)/\Gamma(4)$. Thus,

$$L'_2 = L_1(\sqrt{A_2A_3}, \sqrt{A_3A_1}, \sqrt{A_1A_2}).$$

It is easy to check that this is still the extension of $L_1$ described in the second statement of the proposition. Thus, all claims still hold for $g = 1$.

It is easy to convert the above description of $L_2$ and of the action of $-1 \in \text{Gal}(L_2/L_1)$ to the descriptions given in Theorem 2.4.1(b).

**Proof of Theorem 2.4.1(b).** Recall the definition of $H = H_0 < H'$ used above, and of $H_1$ used in the proof of Lemma 2.4.10. It is shown in the proof of Lemma 2.4.10 that any element of $H'$ is the sum of an element in $H_1$ and elements of the form

$$h_{i,j} := \sum_{k=1}^{2g+1} (k; 2g+2) - (i; 2g+2) - (j; 2g+2) + (i, j) \in H_0.$$

It is also shown that $H' = H \oplus H_1$, and therefore, the elements $h_{i,j}$ generate
H. Each $h_{i,j}$ corresponds to the element in $L^\times/(L^\times)^2$ represented by
\[
\sqrt{\alpha_i - \alpha_j} \prod_{1 \leq l \leq 2g+1 \atop l \neq i,j} \sqrt{\alpha_l - \alpha_{2g+2}},
\]
so $L_2$ must be generated over $L_1$ by these elements for $1 \leq i < j \leq 2g + 1$. Moreover, it follows directly from the second statement of Proposition [2.4.11] that $-1 \in \text{Gal}(L_2/L_1)$ changes the sign of each of these generators.

\[\square\]

## 2.5 Fields of 8-torsion of elliptic curves

In this section, we will give generators for the extension $L_3/L$ in the case that $J/L$ is an elliptic curve; in other words, for degrees $d = 3$ and $d = 4$. Throughout the section, for any index $i \in \{1, 2, 3\}$, we will consider $i$ as an element of $\mathbb{Z}/3\mathbb{Z}$. If $d = 3$, for each $i \in \mathbb{Z}/3\mathbb{Z}$, we fix an element $A_i \in L_2$ such that $A_i^2 = \alpha_{i+1} - \alpha_{i+2}$. If $d = 4$, for each $i \in \mathbb{Z}/3\mathbb{Z}$, fix an element $A_i \in L_2$ such that $A_i^2 = (\alpha_i - \alpha_4)(\alpha_{i+1} - \alpha_{i+2})$. One checks that in either case, we have the identity
\[A_1^2 + A_2^2 + A_3^2 = 0, \quad (2.19)\]
which we will exploit below. Now for each $i = 1, 2, 3$, fix an element $B_i \in \bar{L}$ such that $B_i^2 = A_i(A_{i+1} + \zeta_4 A_{i+2})$. The result is as follows.

**Theorem 2.5.1.** Assume the above notation for $d = 3$ or $d = 4$. Then
\[L_3 = L_2(B_1, B_2, B_3). \quad (2.20)\]

We now state some elementary properties of congruence subgroups of $\text{SL}_2(\mathbb{Z})$. For each $n \geq 1$, $\Gamma(2^n)/\Gamma(2^{n+1}) \cong (\mathbb{Z}/2\mathbb{Z})^3$ (see the proof of Corollary 2.2 of [22]), and therefore, $|\Gamma(2)/\Gamma(8)| = 64$. It is also straightforward to show that $\Gamma(2) < \text{SL}_2(\mathbb{Z})$ can be decomposed into the direct product $\Gamma(2)' \times \{\pm 1\}$, where
\[\Gamma(2)' = \{\sigma \in \Gamma(2) \mid \sigma_{1,1} \equiv \sigma_{2,2} \equiv 1 \pmod{4}\}. \quad (2.21)\]

**Lemma 2.5.2.** The group $\Gamma(2)'/\Gamma(8)$ can be presented as
\[\langle \sigma, \tau \mid \sigma^4 = \tau^4 = [\sigma^2, \tau] = [\sigma, \tau]^2 = [[\sigma, \tau], \sigma] = [[\sigma, \tau], \tau] = 1 \rangle. \quad (2.22)\]
Proof. Let $\sigma$ (resp. $\tau$) be the image of $\tilde{\sigma} := \begin{bmatrix} 1 & -2 \\ 0 & 1 \end{bmatrix}$ (resp. $\tilde{\tau} := \begin{bmatrix} 1 & 0 \\ 2 & 1 \end{bmatrix}$) in $\Gamma(2)/\Gamma(8)$. It is well known that $\tilde{\sigma}$ and $\tilde{\tau}$ generate $\Gamma(2)'$ (see, for instance, Proposition A.1 of [17]), so $\sigma$ and $\tau$ generate $\Gamma(2)/\Gamma(8)$. It is then straightforward to check that the relations given in (2.22) hold. To show that these relations determine the $\Gamma(2)/\Gamma(8)$, one checks that the only nontrivial element of the commutator subgroup of the group given by (2.22) is cyclic of order 2, and that the quotient by this commutator subgroup is isomorphic to $\mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$; therefore, the group has order 32. Since $\Gamma(2)/\Gamma(8)$ also has order 32, it must be fully determined by the relations in (2.22).

Lemma 2.5.3. The only normal subgroup of $R^{-1}(\Gamma(2))$ which induces a quotient isomorphic to $\Gamma(2)/\Gamma(8)$ is $R^{-1}(\Gamma(8)) \simeq P_3$, where $R : B_d \rightarrow \text{Sp}(T_2(J))$ is the representation defined in §2.2.2.

Proof. Clearly $R^{-1}(\Gamma(2))/R^{-1}(\Gamma(8)) \simeq \Gamma(2)/\Gamma(8)$. As in Remark 2.3.5(b), $R^{-1}(\Gamma(2)) \simeq P_3$ if $d = 3$ or $d = 4$, so it suffices to show that $P_3$ has a unique quotient isomorphic to $\Gamma(2)/\Gamma(8)$.

Let $N \triangleleft P_3$ be a normal subgroup whose corresponding quotient is isomorphic to $\Gamma(2)/\Gamma(8)$. By Proposition 2.1.1, $A_{1,2}A_{1,3}A_{2,3}$ generates the center of $P_3$; therefore, its image modulo $N$ must lie in the center of $P_3/N \simeq \Gamma(2)/\Gamma(8)$. It can easily be deduced from Lemma 2.5.2 that the center of $\Gamma(2)/\Gamma(8)$ is an elementary abelian 2-group, so the image of $A_{1,2}A_{1,3}A_{2,3}$ in $P_3/N$ must have order dividing 2. It cannot be trivial, since then $P_3/N$ could be generated by the images of $A_{1,2}$ and $A_{1,3}$, and it again can be deduced from Lemma 2.5.2 that $\Gamma(2)/\Gamma(8)$ cannot be generated by only 2 elements. Therefore, the image of $A_{1,2}A_{1,3}A_{2,3}$ modulo $N$ has order 2, and $(A_{1,2}A_{1,3}A_{2,3})^2 \in N$, so the quotient map factors through $P_3/(A_{1,2}A_{1,3}A_{2,3})^2$. But the discussion in §3.6.4 of [8] shows that $P_3/(A_{1,2}A_{1,3}A_{2,3})^2 \cong \Gamma(2) \rtimes \text{SL}_2(\mathbb{Z})$, so the quotient map factors through $\Gamma(2)$. Any surjective homomorphism $\Gamma(2) = \Gamma(2)' \times \{\pm 1\} \to \Gamma(2)/\Gamma(8)$ takes $-1 \in \Gamma(2)$ to a nontrivial element of $\Gamma(2)/\Gamma(8)$, since $\Gamma(2)'$ can be generated by only 2 elements, whereas $\Gamma(2)/\Gamma(8)$ cannot. Then one checks from the presentation given in the statement of Lemma 2.5.2 that the image of $\Gamma(2)' \rtimes \{\pm 1\}$ must be isomorphic to $\Gamma(2)/\Gamma(8)$. Thus, it suffices to show that the only normal subgroup of $\Gamma(2)'$ which induces a quotient isomorphic to $\Gamma(2)/\Gamma(8)$ is $\Gamma(8)$.

Let $N' \triangleleft \Gamma(2)'$ be a normal subgroup such that $\Gamma(2)/N' \cong \Gamma(2)/\Gamma(8)$. Let $\sigma$ and $\tau$ be the matrices given in the proof of Lemma 2.5.2 and let
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\( \phi_N : \Gamma(2)' \rightarrow \Gamma(2)'/N' \) be the quotient homomorphism. One checks from the presentation given in the statement of Lemma 2.5.2 that each element of \( \Gamma(2)'/N' \) has order dividing 4; that each square element is in the center; and that the each commutator has order dividing 2 and is in the center. It follows that 

\[
\phi_N(\sigma^4) = \phi_N(\tau^4) = \phi_N([\sigma^2, \tau]) = \phi_N([\sigma, \tau^2]) = \phi_N([\sigma, \tau]) = 1.
\]

Thus, \( N' \) contains the subgroup normally generated by \( \{\sigma^4, \tau^4, [\sigma^2, \tau], [\sigma, \tau^2], [\sigma, \tau], [\sigma, \tau], [\sigma, \tau], [\sigma, \tau]\} \). But the statement and proof of Lemma 2.5.2 show that \( \Gamma(8) \) is normally generated by these elements, so \( \Gamma(8) \leq N' \). Since \( |\Gamma(2)'/N'| = |\Gamma(2)'/\Gamma(8)| \), we have \( \Gamma(8) = N' \), as desired.

\[\square\]

We are now ready to prove Theorem 2.5.1.

**Proof of Theorem 2.4.1(b).** Let \( L' = L_2(B_1, B_2, B_3) \). First we check that \( L' \) is generated over \( L_2 \) by square roots of three elements of independent classes in \( L_2^2/(L_2^2)^2 \), and thus, \( [L' : L_2] = 8 \). Therefore, \( [L_2 : L_1] = 8 \) implies \( [L' : L_1] = 64 \).

Using the relation (2.19), for each \( i \), we compute

\[
(A_i(A_{i+1} + \zeta_4 A_{i+2}))(A_i(A_{i+1} - \zeta_4 A_{i+2})) = -A_i^4.
\]

In light of this, for \( i = 1, 2, 3 \), we define \( B_i' \) to be the element of \( L' \) such that \( B_i'^2 = A_i(A_{i+1} - \zeta_4 A_{i+2}) \) and \( B_i B_i' = \zeta_4 A_i^2 \in L_1 \). Define \( \sigma \in \text{Gal}(L'/L_1) \) to be automorphism which acts by

\[
\sigma : (A_1, A_2, A_3, B_1, B_2, B_3) \mapsto (A_1, A_2, -A_3, B_1', B_2', \zeta_4 B_3'),
\]

and let \( \tau \in \text{Gal}(L'/L_1) \) be the automorphism which acts by

\[
\tau : (A_1, A_2, A_3, B_1, B_2, B_3) \mapsto (-A_1, A_2, A_3, \zeta_4 B_1, B_2', B_3').
\]

Note that \( \sigma^2 \) and \( \tau^2 \) both act trivially on \( L_2 \) while sending \( (B_1, B_2, B_3) \) to \( (B_1, B_2, -B_3) \) and to \( (-B_1, B_2, B_3) \) respectively; it is now easy to check that \( \sigma^2 \) (resp. \( \tau^2 \)) has order 2 and commutes with \( \tau \) (resp. \( \sigma \)). One also checks that \( [\sigma, \tau] \) acts trivially on \( L_2 \) and sends \( (B_1, B_2, B_3) \) to \( (-B_1, -B_2, -B_3) \), and that this automorphism also commutes with both \( \sigma \) and \( \tau \). Thus, \( \sigma \) and \( \tau \) satisfy the relations given in (2.22).

Moreover, \( \sigma \) and \( \tau \) have exact order 4, while \( [\sigma, \tau] \) has exact order 2, and it is straightforward to verify that this implies that \( \langle \sigma, \tau \rangle \) has order 32 = \( |\Gamma(2)'/\Gamma(8)| \) and therefore is isomorphic to
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Note also that $\langle \sigma, \tau \rangle$ fixes $A_2$, whose orbit under $\text{Gal}(\bar{L}/L_1)$ has cardinality 2, so if $\rho$ is any automorphism in $\text{Gal}(L'/L_1)$ which does not fix $A_2$, then $\langle \sigma, \tau, \rho \rangle$ has order 64 and must be all of $\text{Gal}(L'/L_1)$. We choose $\rho$ to be the automorphism that acts by changing the sign of all $A_i$’s and all $B_i$’s. Then $\rho$ commutes with $\sigma$ and $\tau$, and

$$\text{Gal}(L'/L_1) = \langle \sigma, \tau \rangle \times \langle \rho \rangle \cong \Gamma(2)'/\Gamma(8) \times \{\pm 1\} \cong \Gamma(2)/\Gamma(8). \quad (2.24)$$

One can check that $L'/L_1$ is unramified away from the primes $\{(A_i^2)\}_{i=1}^3$, and thus, $L'$ is a subextension of $L^{\text{unr}}/L_1$. As noted in Remark 2.3.5(b), $\text{Gal}(L^{\text{unr}}/L_1) \cong \hat{P}_3$ if $d = 3$ or $d = 4$, and the subextension $L'$ corresponds to some normal subgroup of $\hat{P}_3$ inducing a quotient isomorphic to $\text{Gal}(L'/L_1) \cong \Gamma(2)/\Gamma(8)$. Lemma 2.5.3 then implies that this normal subgroup of $\hat{P}_3$ is the one corresponding to $R^{-1}(\Gamma(8)) \lhd P_3$. But Proposition 2.3.4 shows that the subextension corresponding to $R^{-1}(\Gamma(8))$ is $L_3$. Therefore, $L' = L_3$.

\[\square\]

### 2.6 Generalization to other ground fields

The goal of §2.6.1 is to strengthen the main results of this chapter (Theorems 2.3.1, 2.4.1, and 2.5.1) by generalizing from a ground field $L$ which is transcendental over $\mathbb{C}$ to a ground field $K$ which is transcendental over some field $k$ of characteristic different from 2. (The statement of Theorem 2.3.1 will only be generalized for $\ell = 2$; the statement can be generalized for odd $\ell$ in an analogous way using a similar argument; we omit this in order to avoid cumbersome notation.)

As in Chapter 1, let $k$ be any field of characteristic different from 2; let $\alpha_1, \alpha_2, \ldots, \alpha_d$ be transcendental and independent over $k$; and let $K$ be the subfield of $k(\{\alpha_i\}_{1 \leq i \leq d})$ generated over $k$ by the symmetric functions of the $\alpha_i$’s. We will also fix the following notation. Let $C_K$ be the hyperelliptic curve defined over $K$ given by the equation (2.12), and let $J_K$ be its Jacobian. For each $n \geq 0$, let $K_n = K(J_K[2^n])$ be the extension of $K$ over which the $2^n$-torsion of $J_K$ is defined. Let $\rho_{2,K} : \text{Gal}(K_\infty/K) \to \text{Aut}(T_2(J_K))$ be the homomorphism arising from the natural Galois action on the Tate module of $J_K$; recall that the image of $\rho_{2,K}$ is contained in the group of symplectic similitudes $\text{GSp}(T_2(J_K))$ and is further contained in $\text{Sp}(T_2(J_K))$ if and only if $K$ contains all 2-power roots of unity. Whenever a statement concerning
the “generic” Jacobian over $L$ remains true when $C$ is replaced by some field $k$ in this way, then we shall say that that statement “holds over $k$”. (In what follows, we canonically identify $T_2(J)$ with $T_2(J_K)$ and $\Gamma(2^n)$ with the level-$2^n$ congruence subgroup of $\text{Sp}(T_2(J_K))$ for each $n \geq 0$.)

**Lemma 2.6.1.** Suppose that $k$ is a subset of $C$. Then the statements of Theorem 2.3.1 and Corollary 2.3.3 hold over $k$.

**Proof.** For any $n \geq 0$, let $\theta_n : \text{Gal}(L_\infty/L_n) \to \text{Gal}(K_\infty/K_n)$ be the composition of the natural inclusion $\text{Gal}(L_\infty/L_n) \hookrightarrow \text{Gal}(L_\infty/K_n)$ with the natural restriction map $\text{Gal}(L_\infty/K_n) \twoheadrightarrow \text{Gal}(K_\infty/K_n)$. Let $\bar{\rho}_2^{(\infty)}$ (resp. $\bar{\rho}_{2,K}^{(\infty)}$) be the representation of $\text{Gal}(L_\infty/L)$ (resp. $\text{Gal}(K_\infty/K)$) induced from $\rho_2$ (resp. $\rho_2, K$) by the restriction homomorphism of the Galois groups. It is easy to see that $\bar{\rho}_2^{(\infty)} = \bar{\rho}_{2,K}^{(\infty)} \circ \theta_0$. It will suffice to show that $\theta_0$ is an isomorphism when $K = K(\mu_2)$.

First, observe that $L_\infty = K_\infty C$ and $L_n = K_n C$, and that therefore, $K_n L_n = K_\infty C = L_\infty$. Choose any $\sigma \in \text{Gal}(L_\infty/L_n)$ such that $\theta_n(\sigma)$ acts trivially on $K_\infty$. Then $\sigma$ acts trivially on $K_\infty$ as well as on $L_n$, so it acts trivially on their compositum $K_\infty L_n = L_\infty$. Thus, $\theta_n$ is injective.

Now suppose that $n \geq 1$. Then, as in the proof of Corollary 2.3.3(b), the image under $\bar{\rho}_2^{(\infty)}$ of $\text{Gal}(L_\infty/L_n)$ coincides with the congruence subgroup $\Gamma(2^n)$. Therefore, since $\theta_n$ is injective, the image under $\bar{\rho}_K$ of $\text{Gal}(K_\infty/K_n)$ contains $\Gamma(2^n)$. If $K$ contains all 2-power roots of unity, then the Weil pairing is Galois invariant, and so the image of $\text{Gal}(K_\infty/K_n)$ must also be contained in $\Gamma(2^n)$. Therefore, $\theta_n$ is an isomorphism for $n \geq 1$ when $K = K(\mu_2)$.

Now if $d \neq 4$, using Corollary 2.3.3(a) and the fact that $\text{Gal}(K(\{\alpha_i\}_{i=1}^d)/K) \cong S_d$, we get the commutative diagram below, whose top and bottom rows are short exact sequences.

$$
\begin{array}{cccccc}
1 & \rightarrow & \text{Gal}(L_\infty/L_1) & \rightarrow & \text{Gal}(L_\infty/L) & \rightarrow & S_d & \rightarrow & 1 \\
\downarrow \theta_1 & & \downarrow \theta_0 & & & & & & \\
1 & \rightarrow & \text{Gal}(K_\infty/K_1) & \rightarrow & \text{Gal}(K_\infty/K) & \rightarrow & S_d & \rightarrow & 1
\end{array}
$$ (2.25)

By the Short Five Lemma, if $\theta_1$ is an isomorphism, then so is $\theta_0$. Thus, $\theta_0$ is an isomorphism when $d \neq 4$ and $K = K(\mu_2)$. The fact that $\theta_0$ is an isomorphism when $d = 4$ and $K = K(\mu_2)$ follows from a similar argument.
Lemma 2.6.2. Suppose that \( k \) is a subfield of \( \mathbb{C} \). Then the statement of Theorem 2.4.1 (resp. Theorem 2.5.1) holds over \( K(\zeta_4) \) (resp. over \( K(\zeta_8) \)).

Proof. For any \( n \geq 1 \), define \( \bar{\rho}_2^{(n)} : \text{Gal}(L_n/L_1) \rightarrow \Gamma(2)/\Gamma(2^n) \triangleleft \text{Sp}(J[2^n]) \) as in the statement of Corollary 2.3.3(b), and define \( \bar{\rho}_2^{(n)} : \text{Gal}(K_n/K_1) \rightarrow \text{GSp}(J_K[2^n]) \) in the obvious way. Additionally, let \( \bar{\theta}^{(n)} : \text{Gal}(L_n/L) \rightarrow \text{Gal}(K_n/K) \) be the composition of the natural inclusion \( \text{Gal}(L_n/L) \hookrightarrow \text{Gal}(L_n/K) \) with the natural restriction map \( \text{Gal}(L_n/K) \rightarrow \text{Gal}(K_n/K) \). It is easy to see that \( \bar{\rho}_2^{(n)} = \bar{\rho}_2 \circ \bar{\theta}^{(n)} \). It will suffice to show that \( \bar{\theta}^{(2)} \) is an isomorphism when \( K = K(\zeta_4) \) and that \( \bar{\theta}^{(3)} \) is an isomorphism when \( K = K(\zeta_8) \).

As in the proof of Lemma 2.6.1, observe that \( L_n = K_n \mathbb{C} \), and that therefore, \( K_nL_1 = K_n \mathbb{C} = L_n \). Choose any \( \sigma \in \text{Gal}(L_n/L_1) \) such that \( \bar{\theta}^{(n)}(\sigma) \) acts trivially on \( K_n \). Then \( \sigma \) acts trivially on \( K_n \) as well as on \( L_1 \), so it acts trivially on their compositum \( K_nL_1 = L_n \). Thus, \( \bar{\theta}^{(n)} \) is injective. It follows that the image under \( \bar{\rho}_2^{(n)} \) contains \( \Gamma(2)/\Gamma(2^n) \triangleleft \text{GSp}(J_K[2^n]) \). If \( K = K(\zeta_4) \) (resp. if \( K = K(\zeta_8) \)), then the Weil pairing on \( J[4] \) (resp. on \( J[8] \)) is Galois invariant, and so the image of \( \text{Gal}(K_2/K) \) (resp. of \( \text{Gal}(K_3/K) \)) must also be contained in \( \Gamma(2)/\Gamma(4) \triangleleft \text{GSp}(J[4]) \) (resp. \( \Gamma(2)/\Gamma(8) \triangleleft \text{GSp}(J[8]) \)). Therefore, \( \bar{\theta}^{(2)} \) (resp. \( \bar{\theta}^{(3)} \)) is an isomorphism when \( K = K(\zeta_4) \) (resp. when \( K = K(\zeta_8) \)), as desired.

\[ \square \]

Lemma 2.6.3. Suppose that \( k = \mathbb{F}_p \) for some prime \( p \neq 2 \). Then the statement of Theorem 2.4.1 (resp. Theorem 2.5.1) holds over \( K(\zeta_4) \) (resp. over \( K(\zeta_8) \)).

Proof. Fix an integer \( n \geq 1 \). Consider the affine scheme

\[ S := \text{Spec}(\mathbb{Z}[\frac{1}{2}, \zeta_{2^n}, \{\alpha_i\}_{i=1}^d, \{(\alpha_i - \alpha_j)^{-1}\}_{1 \leq i < j \leq d}) \]

and the affine scheme \( \mathcal{C}^{(S)} \rightarrow S \) given by

\[ \mathcal{C}^{(S)} = \text{Spec}(\mathcal{O}_S[x, y]/(y^2 - F(x))) \]

where \( \mathcal{O}_S \) is the coordinate ring of \( S \) and \( F(x) = \prod_{i=1}^d (x - \alpha_i) \). Define \( \mathcal{J}^{(S)} \rightarrow S \) to be the abelian scheme representing the Picard functor of the scheme \( \mathcal{C}^{(S)} \rightarrow S \) (see [14], Theorem 8.1). Let \( J_0 \) denote the Jacobian of the hyperelliptic curve defined over \( K' := \mathbb{Q}(\zeta_{2^n}, \{\alpha_i\}_{i=1}^d) \) by the equation in [2.12]. Note that the generic fiber of \( \mathcal{J}^{(S)} \rightarrow S \) is \( J_0 \), while the fiber over the
prime \( (p) \) is the Jacobian \( J_K \) over \( K_1 \) when \( k = \mathbb{F}_p(\zeta_{2^n}) \). Proposition 20.7 of \cite{[13]} implies that the kernel of the multiplication-by-2\(^n\) map on \( J^{(S)} \to S \), which we denote by \( J^{(S)}[2^n] \to S \), is a finite étale group scheme over \( S \). Since the morphism \( J^{(S)}[2^n] \to S \) is finite, \( J^{(S)}[2^n] \) is an affine scheme whose coordinate ring we denote by \( \mathcal{O}_{S,n} \); finiteness implies that \( \mathcal{O}_{S,n} \) is an integral extension of \( \mathcal{O}_S \). Then the corresponding extension of function fields is \( K'(J_0[2^n])/K' \). If \( n = 2 \), then by Lemma 2.6.2, the extension of function fields of \( K'(J_0[2^n])/K' \) is given by the generators in the statement of Theorem 2.4.1. It is easy to check that these elements are integral over \( \mathcal{O}_S \) and thus may be used to generate a subextension of \( \mathcal{O}_{S,2} \) over \( \mathcal{O}_S \) whose fraction field coincides with the fraction field of \( K'(J_0[2^n]) \). It follows that the fraction field of the reduction modulo \( p \) of \( \mathcal{O}_{S,2} \) is generated over the fraction field of \( \mathcal{O}_S \) by the images modulo \( p \) of the generators given in the statement of Theorem 2.4.1. But these fraction fields are clearly \( K_2 \) and \( K_1 \) respectively. This proves that Theorem 2.4.1 holds over \( K(\zeta_4) \) when \( k = \mathbb{F}_p \); the claim that Theorem 2.5.1 holds over \( K(\zeta_8) \) when \( k = \mathbb{F}_p \) follows from a similar argument.

\[\square\]

**Proposition 2.6.4.** Suppose that \( k \) is any field of characteristic different from 2. Then the statement of Theorem 2.4.1 (resp. Theorem 2.5.1) still holds over \( K(\zeta_4) \) (resp. over \( K(\zeta_8) \)).

**Proof.** Let \( \mathfrak{f} \) be the prime subfield of \( k \), and let \( \mathfrak{F} \) be the purely transcendental extension of \( \mathfrak{f} \) obtained by adjoining the symmetric function of the \( \alpha_i \)'s. Then since the coefficients of the equation (2.12) are elements of \( \mathfrak{F} \), we may consider \( C \) (and hence also \( J \)) to be defined over the subfield \( \mathfrak{F} \subset K \). If the characteristic of \( k \) is 0 (resp. \( p > 0 \)), then \( \mathfrak{f} = \mathbb{Q} \) (resp. \( \mathfrak{f} = \mathbb{F}_p \)), and Lemma 2.6.2 (resp. Lemma 2.6.3) give the statement of the proposition when \( K = \mathfrak{F} \). The statement for general \( K \) immediately follows since \( K_2 = K^\mathfrak{F}(J[4]) \) and \( K_3 = K^\mathfrak{F}(J[8]) \).

\[\square\]
Chapter 3

Dyadic torsion of elliptic curves

Let $k$ be any field of characteristic different from 2. Fix an integer $d \geq 3$; let $\alpha_1, \alpha_2, ..., \alpha_d$ be transcendental and independent over $k$; and let $K$ be the subfield of $k(\{\alpha_i\}_{i=1}^d)$ generated over $k$ by the symmetric functions of the $\alpha_i$’s. Let $C$ be a smooth projective model of the hyperelliptic curve over $K$ given by

$$y^2 = \prod_{i=1}^d (x - \alpha_i),$$

and let $J$ be its Jacobian. The main goal of this chapter is to describe generators of the extension of $K$ over which all 2-power torsion is defined when $d = 3$, in which case the genus is $g = 1$ and $C$ (as well as $J$) is an elliptic curve. For our main result, we describe these generators using recursive formulas. To set up these formulas, we first require the notion of a “decoration” on a 3-regular tree, which is developed in the following section. The main result (Theorem 3.2.1) will be stated and proven in §3.2. In §3.3, we will apply the constructions developed in §3.2 to obtain additional results (Proposition 3.3.1 and Theorem 3.3.2), and in §3.4, we will apply the results of this chapter to the Legendre curve.

3.1 Construction of decorations for genus 1

3.1.1 Equivalence classes of rank-2 $\mathbb{Z}_2$-lattices

In this subsection, the genus of $C$ may be any positive integer $g \geq 1$. Let $T_2(J)$ denote the 2-adic Tate module of $E$, and let $V_2(J) = T_2(J) \otimes \mathbb{Q}_2$. Then
Proposition 3.1.1. a) Each vertex of $L$ is represented uniquely by a lattice which contains $\Lambda_0$ but does not contain $2^{-1}\Lambda_0$.

b) There is a bijection between elements of $L$ and finite subgroups of $J[2^\infty]$ which do not contain all of $J[2]$.

Proof. Let $\Lambda$ be any rank-$2g$ $\ZZ_2$-lattice in $V_2(J)$. Consider the sequence of $\ZZ_2$-lattices \( \{2^{-n}\Lambda \cap \Lambda_0\}_{n=0}^\infty \). Each lattice $2^{-n}\Lambda \cap \Lambda_0$ is an open subgroup of $\Lambda_0$ (in the 2-adic topology); moreover, since $\bigcup_{n=0}^\infty 2^{-n}\Lambda = V_2(J)$, this sequence of lattices forms an open cover of $\Lambda_0$. But $\Lambda_0$ is compact, so this cover has a finite subcover. It follows that for some $n' \geq 0$, $2^{-n}\Lambda \geq \Lambda_0$. Now there must be a maximal $n' \geq 0$ such that $2^{-n}\Lambda \geq 2^{-m'}\Lambda_0$, or else $2^{-n}\Lambda \geq \bigcup_{n=0}^\infty 2^{-n}\Lambda_0 = V_2(J)$, which is impossible. Then $2^{m'-n'}\Lambda$ contains $\Lambda$ but not $2^{-1}\Lambda$, and the first part of (a) follows from the fact that $[2^{m'-n'}\Lambda] = [\Lambda]$. To prove uniqueness, suppose that $\Lambda'$ and $\Lambda$ are two lattices in the same class which each contain $\Lambda_0$ but not $2^{-1}\Lambda_0$. Then $\Lambda' = a\Lambda$ for some $a \in \QQ_2^\times$. Let $v_2(a)$ be the 2-adic valuation of $a$. If $v_2(a) > 0$, then $a\Lambda$ does not contain $\Lambda_0$, which is a contradiction, and if $v_2(a) < 0$, then $a\Lambda$ contains $2^{-1}\Lambda_0$, which is a contradiction. Thus, $v_2(a) = 0$ and $a \in \ZZ_2^\times$, so $\Lambda' = a\Lambda = \Lambda$, and part (a) is proved.

To prove (b), it suffices by (a) to construct a bijection between the set of lattices $\Lambda$ which contain $\Lambda_0$ but not $2^{-1}\Lambda_0$ and the set of finite subgroups of $J[2^\infty]$ which do not contain all of $J[2]$. Let $\Lambda$ be a lattice containing $\Lambda_0$ but not $2^{-1}\Lambda_0$. Then $\Lambda/\Lambda_0$ is clearly a finite $\ZZ_2$-module. Choose $n \geq 0$ such that $2^n$ kills $\Lambda/\Lambda_0$. Then $2^n\Lambda_0 \leq 2^n\Lambda \leq \Lambda_0$, so we may identify $\Lambda/\Lambda_0 \cong 2^n\Lambda/2^n\Lambda_0$ with a subgroup of $\Lambda_0/2^n\Lambda_0$. But $\Lambda_0 = T_2(J)$, and $T_2(J)/2^nT_2(J)$ is naturally identified with $J[2^n]$, so we may identify $N := \Lambda/\Lambda_0$ with a subgroup of $J[2^n] < J[2^\infty]$. The fact that $\Lambda$ does not contain $2^{-1}\Lambda_0$ implies that $N$ does not contain $J[2]$. Conversely, let $N$ be a finite subgroup of $J[2^\infty]$ which
does not contain \( J[2] \). Then \( N \) is a subgroup of \( J[2^n] \) for some \( n \geq 0 \), and furthermore, it has an obvious \( \mathbb{Z}_2 \)-module structure. By the inverse limit definition of \( T_2(J) \), a subgroup of \( J[2^n] \) lifts uniquely to a subgroup \( M \) of finite index of \( T_2(J) \) which contains \( 2^n T_2(J) \), and such that there is a canonical isomorphism \( M/2^n T_2(J) \cong N \) which respects the \( \mathbb{Z}_2 \)-module structure. It is clear that \( M \) is a sublattice of \( T_2(J) \). Let \( \Lambda = 2^{-n} M \). Then there are natural isomorphisms of \( \mathbb{Z}_2 \)-modules

\[
\Lambda/T_2(J) \cong 2^n \Lambda/2^n T_2(J) \cong M/2^n T_2(J) \cong N.
\] (3.2)

By construction, this \( \Lambda \) is uniquely determined by \( N \). Moreover, the fact that \( N \) does not contain \( J[2] \) implies that \( \Lambda \) does not contain \( 2^{-1} \Lambda_0 \).

### 3.1.2 A 3-regular tree

For this subsection and for most of the rest of the chapter, we will assume that \( C \) has degree \( d = 3 \) and therefore genus \( g = 1 \) — in other words, \( C \) is an elliptic curve and can be identified with its Jacobian \( J \). In this case, we will write \( E \) for the elliptic curve \( C \) (and \( J \)), but we will continue to denote the associated graph by \( \mathcal{L} \).

**Proposition 3.1.2.** With the above definitions, \( \mathcal{L} \) is a 3-regular tree.

**Proof.** This is proven in Chapter II, §1 of [25].

Let \( |\mathcal{L}| \) denote the set of vertices of \( \mathcal{L} \). Since \( \mathcal{L} \) is a tree, one may define the “distance” between two vertices in \( |\mathcal{L}| \) to be the number of edges in a simple path connecting them. For any integer \( n \geq 0 \), let \( |\mathcal{L}|_n \) (resp. \( |\mathcal{L}| \leq n \), resp. \( |\mathcal{L}| \geq n \)) denote the subset of vertices of \( \mathcal{L} \) which are of distance \( n \) (resp. \( \leq n \), resp. \( \geq n \)) from \( v_0 := [\Lambda_0] \).

**Proposition 3.1.3.** Under the bijection given in Proposition [3.1.1](#3.1.1)/(b), for \( n \geq 0 \), each vertex \( v \in |\mathcal{L}|_n \) is identified with a cyclic \( 2^n \)-subgroup of \( E[2^n] \).

**Proof.** First, note that for each \( n \geq 1 \), \( J[2^n] \) is a free \( \mathbb{Z}/2^n \mathbb{Z} \)-module of rank 2, so any subgroup of \( J[2^n] \) not containing \( J[2] \) must be cyclic. Now let \( N < J[2^n] \) be a cyclic subgroup of order \( 2^n \) corresponding to a vertex \( v \in |\mathcal{L}| \). Then one easily verifies that \( \{N \cap J[2^i]\}_{i=0}^n \) is a sequence of cyclic subgroups
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whose corresponding vertices form a path from \( v_0 \) to \( v \) with \( n \) edges. Now assume inductively that the claim of the proposition holds for any \( m \leq n - 1 \). Then \( v \notin |\mathcal{L}|_m \) for any \( m \leq n - 1 \) since \( N \) is cyclic of order \( 2^n \neq 2^m \). Thus, \( v \in |\Lambda|_n \), and the claim is proved.

\[ \square \]

### 3.1.3 Decorations on 3-regular trees

In order to define “decoration”, we first set up some notation.

The fact that \( \mathcal{L} \) is a 3-regular tree implies immediately that each vertex \( v \in |\mathcal{L}|_n \) for \( n \geq 1 \) has exactly one “parent”, that is, a unique vertex \( \tilde{v} \in |\mathcal{L}|_{n-1} \) of distance 1 from \( v \). Furthermore, each \( v \in |\mathcal{L}|_n \) for \( n \geq 2 \) has a “twin”, that is, a unique lattice \( v' \in |\mathcal{L}|_n \) different from \( v \) with the same parent as \( v \). Note that for any \( v \in |\mathcal{L}|_n \) with \( n \geq 2 \), \( v \neq v' \) but \( (v')' = v \).

Let \( v \in |\mathcal{L}|_1 \). Then there is a lattice \( \Lambda \) representing \( v \) such that \( \Lambda > \Lambda_0 \) and \( \Lambda/\Lambda_0 \cong \mathbb{Z}/2\mathbb{Z} \). There are three such lattices \( \Lambda \) which represent the three vertices in \( |\mathcal{L}|_1 \), all contained in \( 2^{-1}\Lambda_0 \). Then each such \( \Lambda \) can be identified with an order-2 subgroup of \( E[2] \) via the induced injection \( \Lambda/\Lambda_0 \hookrightarrow 2^{-1}\Lambda_0/\Lambda_0 \) composed with the obvious isomorphisms \( 2^{-1}\Lambda_0/\Lambda_0 \cong \Lambda_0/2\Lambda_0 = T_2(E)/2T_2(E) \cong E[2] \). For \( i = 1, 2, 3 \), we denote by \( v(i) \) the vertex in \( |\mathcal{L}|_1 \) corresponding in this way to the order-2 subgroup \( \langle \alpha_i, 0 \rangle \) of \( E[2] \). We define the “twin” of \( v(i) \) to be \( v(i)' := v(i+1) \), where \( i \) is considered as an element of \( \mathbb{Z}/3\mathbb{Z} \).

**Definition 3.1.4.** A decoration on the tree \( \mathcal{L} \) is a map \( \Psi : |\mathcal{L}|_{\geq 1} \to \bar{K} \) with the following properties:

a) For any vertex \( v \in |\mathcal{L}|_{\geq 1} \), \( \Psi(v) \neq \Psi(v') \).

b) For \( i \in \mathbb{Z}/3\mathbb{Z} \), \( \Psi(v(i)) = \alpha_{i+1} - \alpha_{i+2} \).

c) For every \( v \in |\mathcal{L}|_2 \), \( \Psi(v) \) is a root of the quadratic polynomial

\[
x^2 + 2(2\Psi((\tilde{v})') + \Psi(\tilde{v}))x + \Psi((\tilde{v}))^2 \in \bar{K}[x],
\]  

(3.3)

and for every \( v \in |\mathcal{L}|_{\geq 3} \), \( \Psi(v) \) is a root of the quadratic polynomial

\[
x^2 + 2(\Psi((\tilde{v})' - 2\Psi(\tilde{v}))x + \Psi((\tilde{v})')^2 \in \bar{K}[x].
\]  

(3.4)

**Proposition 3.1.5.** A decoration on \( \mathcal{L} \) exists.

**Proof.** For each \( N \geq 1 \), define \( F_N \) to be the set of all functions \( \Psi : |\mathcal{L}|_{\leq n} \setminus \{v_0\} \) that satisfy the conditions of Definition [3.1.4] for \( n \leq N \). Clearly, each
$F_N$ is finite, and for each $N < N'$, there is a map from $F_{N'}$ to $F_N$ by restriction, so it will suffice to show that each $F_N$ is nonempty (because the inverse limit of nonempty sets is also nonempty). By definition, $F_1$ is nonempty, and one can explicitly show that $F_2$ is nonempty and that any function $\Psi \in F_2$ takes nonzero values in $\bar{K}$. Now we prove inductively that $F_N$ is nonempty for $N \geq 3$ by showing that for each $N \geq 2$ and function $\Psi_N \in F_N$, there is a function $\Psi_{N+1} \in F_{N+1}$ restricting to $\Psi_N$. This amounts to showing that for each $v \in |\mathcal{L}|_n$ with $n \geq 2$, the polynomial $x^2 + 2(\Psi(v') - 2\Psi(v))x + \Psi(v')^2$ has two distinct, nonzero roots in $\bar{K}$. It is clear from property (b) of the definition and a little computation that for $v \in |\mathcal{L}|_2$, the polynomial $x^2 + 2(\Psi(v') - 2\Psi(v))x + \Psi(v')^2$ has two distinct, nonzero roots in $\bar{K}$. Now suppose that its roots are equal. Then its discriminant $4(\Psi(v') - 2\Psi(v))^2 - 4\Psi(v)^2 = 16\Psi(v)(\Psi(v) - \Psi(v'))$ is 0, implying that either $\Psi(v) = 0$ or $\Psi(v) = \Psi(v')$. But $\Psi(v)$ and $\Psi(v')$ are the two roots of the polynomial $x^2 + 2(\Psi(v') - 2\Psi(v))x + \Psi(v')^2$, and by the inductive assumption, they are distinct and nonzero, so we have a contradiction.

3.2 Field of dyadic torsion for genus 1

Let $G$ be the image of the natural homomorphism $\rho_2 : \text{Gal}(\bar{K}/K) \to \text{GL}(T_2(E))$ = $\text{Aut}_{\mathbb{Z}_2}(T_2(E))$. As in §2.3.2, for any integer $n \geq 0$, we write $\rho_2^{(n)} : \text{Gal}(K_n/K) \to \text{GL}(E[2^n])$ for the homomorphism induced by the natural Galois action on $E[2^n]$, and denote its image by $G^{(n)}$. Let $G(n)$ denote the kernel of the natural surjection $G \to G^{(n)}$; it is the image under $\rho_2$ of the normal subgroup $\text{Gal}(\bar{K}/K_n) \triangleleft \text{Gal}(\bar{K}/K)$. Note that $G(0) = G$. For any extension field $\bar{K}'$ of $K$, let $\bar{K}'(\mu_2) = \bigcup_{n=1}^{\infty} K'(\zeta_{2^n})$.

We now state the main theorem, which we will prove in the remainder of this section.

**Theorem 3.2.1.** Let an elliptic curve $E/K$ be defined as above, with Weierstrass roots $\alpha_1, \alpha_2, \text{ and } \alpha_3$. Define the tree $\mathcal{L}$ associated with this elliptic
curve as above, and let \( \Psi \) be a decoration on \( \mathcal{L} \). Set

\[
K'_\infty := K(\{\Psi(v)\}_{v \in |\mathcal{L}|_{\geq 1}}).
\]

a) For any \( i, j \in \{1, 2, 3\} \) with \( i \neq j \), choose an element \( a_{i,j} \in \bar{K} \) whose square is \( \alpha_i - \alpha_j \). Then we have

\[
K_\infty = K'_\infty(a_{i,j})(\mu_2).
\]

b) Any Galois automorphism whose image under \( \rho_2 \) is \(-1\) acts on \( K_\infty \) by fixing \( K'_\infty(\mu_2) \) and sending \( a_{i,j} \) to \(-a_{i,j}\).

Remark 3.2.2. In the case that the degree \( d = 4 \) and \( C \) is a smooth projective model of the curve given by (3.1) with \( J \) its Jacobian, for any \( i \in \{1, 2, 3, 4\} \), we may determine the field extension \( K(\hat{\alpha}_i, J[2^\infty])/K(\hat{\alpha}_i) \), where \( \hat{\alpha}_i \) is a square root of \( \prod_{1 \leq j \leq 4, j \neq i} (\alpha_j - \alpha_i) \), as follows. There is a morphism from \( C \) to the (degree-3) elliptic curve \( E \) over \( K(\hat{\alpha}_i) \) given by

\[
E : y'^2 = \prod_{1 \leq j \leq 4, j \neq i} (x' - 1/((\alpha_j - \alpha_i))),
\]

which is defined by \( x' = 1/x - \alpha_i, \ y' = y/\hat{\alpha}_i(x - \alpha_i) \). Then we may apply the above theorem to \( E \) to find the extension of \( K(\hat{\alpha}_i) \) obtained by adjoining all 2-power torsion points of \( E \). Since the morphism \( C \to E \) is defined over \( K(\hat{\alpha}_i) \), this is the field of dyadic torsion of the Jacobian \( J \) of \( C \), considered as a curve over \( K(\hat{\alpha}_i) \). It seems likely that the extension \( K(J[2^\infty])/K \) may be described as in the statement of Theorem 3.2.1 with a similar definition of “decoration”, except where \( \Psi(v(i)) = (\alpha_i - \alpha_4)/(\alpha_{i+1} - \alpha_{i+2}) \) for each \( i \in \mathbb{Z}/3\mathbb{Z} \). This is analogous to the the situation in §2.5, and would result from a generalization of Lemma 2.5.3 stating that \( R^{-1}(\Gamma(2^n)) \) is the unique normal subgroup of \( R^{-1}(\Gamma(2)) \) which induces a quotient isomorphic to \( \Gamma(2)/\Gamma(2^n) \).

3.2.1 Compositions of 2-isogenies of elliptic curves

In this subsection, we will assign to each \( v \in |\mathcal{L}|_n \) an elliptic curve \( E_v \) and a \( 2^n \)-isogeny \( \phi_{N_v} : E \to E_{N_v} \) whose kernel is \( N_v \), which we will later show (Proposition 3.2.9(b)) is defined over \( K(N_v) \). We will do this using a well-known isogeny of degree 2 which is defined over the field of definition of its kernel. (Note that it is well known, as in Exercise 3.13(e) of [28], that for any finite subgroup \( N < E(\bar{K}) \), there is an elliptic curve \( E' \cong E/N \)
and an isogeny $E \to E'$ with kernel $N$ which is defined over the extension $K(N) \supseteq K$. However, the proof for this is not constructive.) In the following, for $\alpha_i \in \{\alpha_1, \alpha_2, \alpha_3\}$, we will write $\alpha_{i+1}$ or $\alpha_{i+2}$ as though $i \in \mathbb{Z}/3\mathbb{Z}$.

**Proposition 3.2.3.** Define, for any distinct, nonzero $\beta, \gamma \in \bar{K}$, the elliptic curves $E_{\beta, \gamma}$ and $E'_{\beta, \gamma}$ over $\bar{K}$ given by the following Weierstrass equations:

\begin{align*}
E_{\beta, \gamma} : y^2 &= x(x - \beta)(x - \gamma), \quad (3.5) \\
E'_{\beta, \gamma} : y^2 &= x^3 + 2(\beta + \gamma)x^2 + (\beta - \gamma)^2x. \quad (3.6)
\end{align*}

Let $\phi_{\beta, \gamma} : E_{\beta, \gamma} \to E'_{\beta, \gamma}$ be the morphism given by

\[ \phi_{\beta, \gamma} : (x, y) \mapsto \left( \frac{y^2}{x^2}, y\left(\frac{\beta \gamma}{x^2} - 1\right) \right). \quad (3.7) \]

Then

a) $\phi_{\beta, \gamma}$ is an isogeny of degree 2 whose kernel is generated by $(0, 0) \in E_{\beta, \gamma}[2]$, and

b) the points $(\beta, 0), (\gamma, 0) \in E_{\beta, \gamma}[2]$ are mapped by $\phi_{\beta, \gamma}$ to the point $(0, 0) \in E'_{\beta, \gamma}[2]$.

**Proof.** This is given as an example of a 2-isogeny of elliptic curves in Example 4.5 of Chapter III in [28], with $a = -(\beta + \gamma)$, $b = \beta \gamma$, and $r = (\beta - \gamma)^2$. Direct computation shows that $\phi_{\beta, \gamma}((\beta, 0)) = \phi_{\beta, \gamma}((\gamma, 0)) = (0, 0) \in E'_{\beta, \gamma}[2]$, proving part (b). This implies that the difference of the points $(\beta, 0), (\gamma, 0) \in E_{\beta, \gamma}[2]$, which is $(0, 0) \in E_{\beta, \gamma}[2]$, lies in the kernel of $\phi_{\beta, \gamma}$, proving part (a).

$\square$

Set $E_{v_0} := E$, and let $\phi_{v_0} : E \to E_{v_0}$ be the identity isogeny.

For any $z \in \bar{K}$, denote by $E_z$ the elliptic curve with Weierstrass equation given by

\[ y^2 = (x - \alpha_1 - z)(x - \alpha_2 - z)(x - \alpha_3 - z). \quad (3.8) \]

Let $t_z$ the isomorphism $E \to E_z$ sending $(x, y) \mapsto (x + z, y)$. Now define, for $i \in \mathbb{Z}/3\mathbb{Z}$,

\[ \phi_{v(i)} : E \to E'_{\alpha_{i+1}-\alpha_i, \alpha_{i+2}-\alpha_i}, \quad \phi_i := \phi_{\alpha_{i+1}-\alpha_i, \alpha_{i+2}-\alpha_i} \circ t_{-\alpha_i}. \quad (3.9) \]

We assign $E_{v(i)} := E'_{\alpha_{i+1}-\alpha_i, \alpha_{i+2}-\alpha_i}$. It follows from Proposition 3.2.3 that for each $i$, $\phi_{v(i)} : E \to E_{v(i)}$ is an isogeny whose kernel is the order-2 cyclic subgroup $N_{v(i)} = \langle (\alpha_i, 0) \rangle$ of $E(K_1)$. 53
From now on, for each $i \in \mathbb{Z}/3\mathbb{Z}$, let $a_{v(i)} = \alpha_{i+1} - \alpha_{i+2}$. Then we may write the Weierstrass equation for $E_{v(i)}$ as

$$y^2 = x^3 + 2((\alpha_{i+2} - \alpha_i) - (\alpha_i - \alpha_{i+1})) x^2 + (\alpha_{i+1} - \alpha_{i+2})^2 x$$

$$= x^3 + 2(2(\alpha_{i+2} - \alpha_i) + (\alpha_{i+1} - \alpha_{i+2})) x^2 + (\alpha_{i+1} - \alpha_{i+2})^2 x$$

$$= x^3 + 2(2a_{v(i)}') + a_{v(i)}) x^2 + a_{v(i)}^2 x. \quad (3.10)$$

Since 0 is a root of the cubic in the above equation, we know that $(0, 0) \in E_{v(i)[2]}$, and Proposition 3.2.3(b) implies that $(0, 0)$ is the image of both points in $E[2] \setminus N_{v(i)}$. It follows that the inverse image of $\langle (0, 0) \rangle < E_{v(i)[2]}$ under $\phi_{v(i)}$ is $E[2]$. Then the inverse images of the other two order-2 subgroups of $E_{v(i)}(\bar{K})$ under $\phi_{v(i)}$ are the two cyclic order-4 subgroups of $E(\bar{K})$ which contain $N_{v(i)}$. It follows that these cyclic order-4 subgroups must be $N_v$ and $N_{v'}$, where $v$ and $v'$ are twin vertices in $|L|_2$ whose parent vertex is $v(i)$. Let $a_v$ (resp. $a_{v'}$) be the (nonzero) root of the cubic in the above equation such that $\phi_{v(i)}$ takes $N_v$ (resp. $N_{v'}$) to the subgroup $\langle (a_v, 0) \rangle$ (resp. $\langle (a_{v'}, 0) \rangle$) of $E_{N_{v(i)}}(\bar{K})$. Now, using the notation of above, we have the elliptic curve $E'_{-a_v,a_{v'}-a_v}$ and the isogeny $\phi_{-a_v,a_{v'}-a_v} : E_{v(i)} ightarrow E'_{-a_v,a_{v'}-a_v}$. Its kernel is $\langle a_{v'}, 0 \rangle$. Therefore, if we assign $E_v := E'_{-a_v,a_{v'}-a_v}$ and

$$\phi_v := \phi_{-a_v,a_{v'}-a_v} \circ t_{-a_v} \circ \phi_{v(i)} : E \rightarrow E_v, \quad (3.11)$$

then $\phi_v$ has kernel $N_v$. Its Weierstrass equation can be written as

$$y^2 = x^3 + 2((-a_v) + (a_{v'} - a_v)) x^2 + ((-a_v) - (a_{v'} - a_v))^2 x$$

$$= x^3 + 2(a_{v'} - 2a_v) x^2 + a_{v'}^2 x. \quad (3.12)$$

Thus, we have defined the desired $E_v$ and $\phi_v$ for all $v \in |L|_2$.

Now we will define the desired $\phi_{N_v}$ and $E_{N_v}$ for any $v \in |L| \setminus \{v_0\}$ using induction. Choose any vertex $v \in |L|_n$ for $n \geq 2$, and suppose (inductively) that we have assigned elements $a_v, a_{v'} \in \bar{K}$, as well as an elliptic curve $E_{N_v}$ and an isogeny $\phi_{N_v} : E \rightarrow E_{N_v}$ whose kernel is $N_v$. Assume further the existence of an elliptic curve $E_{N_v}$ and an isogeny $\phi_{N_v} : E \rightarrow E_{N_v}$ whose kernel is $N_v$. Suppose that $E_{N_v}$ has Weierstrass equation

$$y^2 = x(x - a_v)(x - a_{v'}), \quad (3.13)$$

that $E_{N_v}$ has Weierstrass equation

$$y^2 = x^3 + 2(a_{v'} - 2a_v) x^2 + a_{v'}^2 x, \quad (3.14)$$
and that $\phi_{N_u} \circ \phi_{-a_v, a_{v'} - a_v} \circ t_{-a_v} \circ \phi_{E_{\phi}}$. Then as above, $(0, 0) \in E_{N_v}[2]$, and it is easy to verify that, again as above, the inverse image of $\langle (0, 0) \rangle < E_{N_v}[2]$ under $\phi_{-a_v, a_{v'} - a_v} \circ t_{-a_v}$ is $E_{N_v}[2]$. The inverse image of $\langle (0, 0) \rangle < E_{N_v}[2]$ under $\phi_{N_v}$ therefore contains $E[2]$ and is not a cyclic subgroup of $E(\bar{K})$. The inverse images under $\phi_{N_v}$ of the other two order-2 subgroups of $E_{N_v}(\bar{K})$ therefore correspond to the two order-$2^{n+1}$ cyclic subgroups of $E(\bar{K})$ which contain the order-$2^n$ cyclic subgroup $N_v$. Therefore, these inverse images are $N_u$ and $N_{u'}$, where $u$ is a vertex in $|L|_{n+1}$ such that $\bar{u} = v$. Let $a_u$ (resp. $a_{u'}$) be the (nonzero) root of the cubic in the above equation such that $\phi_{N_v}$ takes $N_u$ (resp. $N_{u'}$) to the subgroup $\langle (a_u, 0) \rangle$ (resp. $\langle (a_{u'}, 0) \rangle$) of $E_{N_v}(\bar{K})$. Now, using the notation of above, we have the elliptic curve $E'_{-a_u, a_{u'} - a_u}$ and the isogeny $\phi_{-a_u, a_{u'} - a_u} \circ t_{-a_u} : E_{N_v} \rightarrow E'_{-a_u, a_{u'} - a_u}$. Its kernel is $\langle (a_u, 0) \rangle$. Therefore, if we assign $E_{N_u} := E'_{-a_u, a_{u'} - a_u}$ and 

$$\phi_{N_u} := \phi_{-a_u, a_{u'} - a_u} \circ t_{-a_u} \circ \phi_{N_v} : E \rightarrow E_{N_u},$$

then $\phi_{N_u}$ has kernel $N_u$. Its Weierstrass equation can be written as

$$y^2 = x^3 + 2((-a_v) + (a_{v'} - a_v))x^2 + ((-a_v) - (a_{v'} - a_v))^2x$$

$$= x^3 + 2(a_{v'} - 2a_u)x^2 + a_{v'}^2x. \quad (3.15)$$

Since the parent of every vertex $|L|_{n+1}$ is a vertex in $|L|_n$, it follows that through the method described above, we have defined the desired $E_v$ and $\phi_v$ for all $v \in |L|_{n+1}$. In this way, $E_v$, $\phi_v$, and $a_v \in \bar{K}$ are defined for all $v \in |L|_{\geq 1}$. Furthermore, for all $v \in |L|$, we define $K_v$ to be the extension of $K$ obtained by adjoining the coefficients of the Weierstrass equation of $E_v$ given above.

**Remark 3.2.4.** With the above notation, for any $v \in |L|_n$ with $n \geq 2$, let $a_u$ and $a_{u'}$ be the two distinct nonzero roots of the cubic in (3.14). Then we have shown above that the isogeny

$$\phi_{a_u, a_{u'}} \circ \phi_{-a_u, a_{u'} - a_u} \circ t_{-a_u} : E_{N_{\phi}} \rightarrow E'_{a_u, a_{u'}} \quad (3.16)$$

has kernel $E_{N_{\phi}}[2]$. In fact, one can compute that it takes

$$E_{N_{\phi}} : y^2 = x(x - a_v)(x - a_{v'}) \quad (3.17)$$

to

$$E'_{a_u, a_{u'}} : y^2 = x(x - 4a_v)(x - 4a_{v'}). \quad (3.18)$$

These two elliptic curves are easily verified to be isomorphic over $K$; for instance, one can define an isomorphism $E_{N_{\phi}} \rightarrow E'_{a_u, a_{u'}}$ by $(x, y) \mapsto (4x, 8y)$.
Lemma 3.2.5. Using the above notation, define $\Psi : |L|_{\geq 1} \to \overline{K}$ by setting $\Psi(v) = a_v$ for $v \in |L|_{\geq 1}$. Then $\Psi$ is a decoration on $L$.

Proof. The assignments of $a_{v(i)}$ for $i \in \mathbb{Z}/3\mathbb{Z}$ satisfy the property (b) given in Definition 3.1.4. By construction, $\Psi$ also satisfies property (c) also (see the cubics in (3.10) and (3.12)). Finally, as in the proof of Proposition 3.1.5, the roots of the above quadratics must be distinct, fulfilling property (a).

Definition 3.2.6. For any integer $n \geq 0$, define the extension $K'_n$ of $K$ to be the compositum of the fields $K_v$ for all $v \in |L|_{\leq n}$. Define the extension $K'_\infty$ of $\overline{K}$ to be the infinite compositum $K'_\infty := \bigcup_{n \geq 0} K'_n$.

In this way, we obtain a tower of field extensions

$$K = K'_0 \subset K'_1 \subset K'_2 \subset \ldots \subset K'_n \subset \ldots,$$

with $K'_\infty = \bigcup_{n \geq 0} K'_n$.

Lemma 3.2.7. For each $v \in |L|_n$ with $n \geq 1$, let $\{v_0, v_1, \ldots, v_n = v\}$ be the sequence of vertices in the path of length $n$ from $v_0$ to $v$. Let $\tilde{K}_v$ denote the compositum of the fields $K_v$ for all $v \in \{v_0, v_1, \ldots, v_n\}$. Then

$$\tilde{K}_v = K(\alpha_1, \alpha_2, \alpha_3, \{a_u\}_{u \in \{v_2, \ldots, v_n\}}).$$

Proof. This is trivial for $n = 1$. Now assume inductively that the statement holds for some $n \geq 1$ and all $v \in |L|_n$. Choose any $v \in |L|_{n+1}$. We may apply the inductive assumption to $\tilde{v}$, since $\tilde{v} \in |L|_n$. We know that $E_{\tilde{v}}$ is given by a Weierstrass equation of the form (3.10) or (3.12) and is therefore defined over $K(a_v, a_{v'})$. But $a_v a_{v'}$ is a coefficient of $E_{\tilde{v}}$, and so the only element that we need to adjoin to $\tilde{K}_{\tilde{v}} = K(\alpha_1, \alpha_2, \alpha_3, \{a_u\}_{u \in \{v_0, v_1, \ldots, v_{n-1} = \tilde{v}\}})$ to obtain $\tilde{K}_v$ is $a_v$. Moreover, $a_v$ does lie in this extension, since $a_v + a_{v'}$ is a coefficient in the equation for $E_{\tilde{v}}$ and $2(2a_{v'} + a_v)$ (resp. $2(a_{v'} - 2a_v)$) is a coefficient of $E_{\tilde{v}}$ if $n = 1$ (resp. $n \geq 2$). Thus, we have proved the claim for $n + 1$.

Proposition 3.2.8. a) For any $n \geq 1$, $K'_n = K(\{\Psi(v)\}_{v \in |L|_{\leq n} \setminus \{v_0\}})$ for any decoration $\Psi$ on $L$.
b) As in the statement of Theorem 3.2.1, \( K'_\infty = K(\{\Psi(v)\}_{v\in|L|_{\geq 1}}) \) for any decoration \( \Psi \) on \( L \).

(In particular, the extensions \( K(\{\Psi(v)\}_{v\in|L|_{\leq n}\{v_0\}}) \) and \( K(\{\Psi(v)\}_{v\in|L|_{\geq 1}}) \) do not depend on the choice of decoration \( \Psi \).)

**Proof.** Keeping in mind that \( K(a_{v_1}, a_{v_2}, a_{v_3}) = K(\alpha_1, \alpha_2, \alpha_3) \), it follows directly from the definition of \( K'_n \) and the statement of Lemma 3.2.7 that

\[
K'_n = K(\{a_v\}_{v\in|L|_{\leq n}\{v_0\}}),
\]

from which it follows that

\[
K'_\infty = K(\{a_v\}_{v\in|L|_{\geq 1}}).
\]

Therefore, it suffices to show that for any decoration \( \Psi \), \( K(\{\Psi(v)\}_{v\in|L|_{n}}) = K(\{a_v\}_{v\in|L|_{n}}) \). Choose any decoration \( \Psi \). By Definition 3.1.4(b), \( \Psi(v) = a_v \) for any \( v \in |L|_{1} \), so the above claim is true for \( n = 1 \).

Now assume inductively that for some \( n \geq 1 \), there is a permutation \( \sigma \) on \( |L|_{\leq n} \) which preserves distances between vertices (in particular, it acts on each \( |\mathcal{L}| \) for \( 1 \leq i \leq n \), such that \( \Psi(v) = a_{\sigma(v)} \) for all \( v \in |L|_{\leq n} \). For any \( i \in \{1, ..., n\} \), two vertices in \( |L|_i \) are of distance 2 apart if and only if they are twins, so it is clear that \( \sigma(v') = \sigma(v)' \) for all \( v \in |L|_{\leq n} \). Now choose any \( v \in |L|_{n+1} \).

Since \( \Psi(v) \) is a root of the quadratic polynomial \( x^2 + 2(\Psi(\tilde{v}) + 2\Psi(\tilde{v}')x + \Psi(\tilde{v})^2 = x^2 - 2(a_{\sigma(\tilde{v})} + 2a_{\sigma(\tilde{v})'})x + a_{\sigma(\tilde{v})}^2) \) (resp. \( x^2 + 2(\Psi(\tilde{v}') - 2\Psi(\tilde{v}))x + \Psi(\tilde{v}')^2 = x^2 - 2(a_{\sigma(\tilde{v})'} - 2a_{\sigma(\tilde{v})'})x + a_{\sigma(\tilde{v})'}^2) \) if \( n = 1 \) (resp. \( n \geq 2 \)), there must exist \( u \in |L|_{n+1} \) with \( \tilde{u} = \sigma(\tilde{v}) \) such that \( \Psi(v) = a_u \). Extend \( \sigma \) to a permutation on \( |L|_{\leq n+1} \) by assigning \( \sigma \) to take each \( v \in |L|_{n+1} \) to the vertex \( u \) obtained in this way. Then this extension \( \sigma \) is clearly a permutation on \( |L|_{\leq n+1} \), and one can easily check that \( \sigma \) preserves distances between vertices. Therefore, we have the equalities

\[
K(\{\Psi(v)\}_{v\in|L|_{n+1}}) = K(\{a_{\sigma(v)}\}_{v\in|L|_{n+1}\{v_0\}}) = K(\{a_v\}_{v\in|L|_{n+1}\{v_0\}}),
\]

and we are done.

□

**Proposition 3.2.9.** With the above notation,

a) the isogeny \( \phi_{N_\nu} \) is defined over \( K(N_\nu) \), and \( K_\nu \subseteq K(N_\nu) \),

b) for all \( n \geq 0 \), \( K'_n \subseteq K_n \), and equality holds for \( n = 0, 1 \).
Proof. First of all, for \( i \in \mathbb{Z}/3\mathbb{Z} \), \( E_{v(i)} \) and \( \phi_{v(i)} \) are defined over \( K(\alpha_{i+1} - \alpha_i, \alpha_{i+2} - \alpha_i) = K(\alpha_i) = K_1 \). This implies the equality in the \( n = 1 \) case of the statement in part (b) (the equality in the \( n = 0 \) case is trivial). It also proves part (a) for \( v \in |L|_1 \), since \( K(N_{\tilde{v}(i)}) = K(\alpha_i) \) for all \( i \in \mathbb{Z}/3\mathbb{Z} \).

Now assume inductively that for some \( n \geq 1 \) and all \( v \in |L|_n \), \( \phi_v \) is defined over \( K(N_v) \) and \( K_v \subseteq K(N_v) \). Choose any \( v \in |L|_{n+1} \). We may apply the inductive assumption to \( \tilde{v} \), since \( \tilde{v} \in |L|_n \). Let \( P \) be a generator of the cyclic order-\( 2^n+1 \) subgroup \( N_v \). Then \( P \) has coordinates in \( K(N_v) \) and \( \phi_\tilde{v} \) is defined over \( K(N_\tilde{v}) \subseteq K(N_v) \), and it follows that \( \phi_\tilde{v}(P) = (a_v, 0) \) has coordinates in \( K(N_v) \). Thus, \( a_v \in K(N_v) \). But \( a_v, a_v' \) is a coefficient of \( E_\tilde{v} \) and \( K_v \subseteq K(N_\tilde{v}) \), so \( a_v' \in K(N_v) \) also. By construction, \( \phi_{-a_v, a_v' - a_v} \circ t_{-a_v} \) is defined over \( K(a_v, a_v') \), so \( \phi_v = \phi_{-a_v, a_v' - a_v} \circ t_{-a_v} \circ \phi_\tilde{v} \) is defined over \( K(N_v)(a_v, a_v') \subseteq K(N_v) \). Moreover, the Weierstrass equation \( (3.12) \) of \( E_v = E_{a_v, a_v'} - a_v \) has coefficients in \( K(a_v, a_v') \subseteq K(N_v) \), and so \( K_v \subseteq K(N_v) \), thus proving part (a).

Now part (a) and the fact that \( K_n' \) is the compositum of the fields \( K_v \) for all \( v \in |L|_{\leq n} \setminus \{v_0\} \) imply that \( K_n' \) is contained in the compositum of the extensions \( K(N_v) \) for all \( v \in |L|_{\leq n} \setminus \{v_0\} \). Since \( \{N_v \mid v \in |L|_{\leq n} \} \) is the set of all cyclic subgroups of \( E[2^n] \) and therefore generates \( E[2^n] \), this compositum is \( K_n \). Thus, \( K_n' \subseteq K_n \), which is the statement of (b).

\[ \square \]

Remark 3.2.10. Using Proposition 3.2.8(a) and Definition 3.1.4, one can directly compute that \( a_{1,2}a_{1,3} \) (or any of its conjugates) lies in \( K'_2 \), as is already known from Theorem 2.4.1 and Proposition 3.2.12, and that \( a_{1,2}a_{1,3} \) has a square root in \( K'_3 \). Then Proposition 3.2.9 implies that \( K'_3 \) itself contains a square root of \( a_{1,2}a_{1,3} \). In fact, it is possible to confirm this using Theorem 2.5.1 (with Proposition 2.6.4). With the notation of \( \S 2.5 \), one checks that the square of the element \( (1 - \zeta_4)^{-1}(B_3 - B_3')(B_2'/((A_1 - \zeta_4 A_3) \in K_3 \)

\[ -\zeta_4 2^{-1}(B_3 - B_3')^2B_2'/((A_1 - \zeta_4 A_3)^2 \]

\[ = 2^{-1}(2A_3(A_1 - \zeta_4 A_3))(\zeta_4 A_3 - \zeta_4 A_1)/(A_1 - \zeta_4 A_3)^2 \]

\[ = A_3 A_2(A_1 - \zeta_4 A_3)^2/(A_1 - \zeta_4 A_3)^2 = A_3 A_2 = a_{1,2}a_{1,3}. \quad (3.23) \]

3.2.2 The subfield fixed by the scalar subgroup

We now characterize the compositum of the fields of definition of these isogenous elliptic curves as the fixed subextension of \( K_\infty/K \) corresponding to the
scalar subgroup of $G$. In order to do so, we first want to determine how the absolute Galois group of $K$ acts on the $a_v$’s defined above. We will adopt the following notation. The automorphism group $GL(T_2(E))$ acts on the set of rank-2 $\mathbb{Z}_2$-lattices in $V_2(E)$ by left multiplication, and this action stabilizes $|\mathcal{L}|$, since $GL(T_2(E))$ fixes $T_2(E)$. (In fact, this action of $GL(T_2(E))$ on $\mathcal{L}$ is the action of $Aut_{\mathbb{Z}_2}(T_2(E)) \subset Aut_{\mathbb{Q}_2}(V_2(E))$ on the tree described in [25], §1.2.) In particular, this action preserves adjacency of vertices, so each $|\mathcal{L}|_n$ is invariant under the action. We will denote the action of $G \subset GL(T_2(E))$ on $|\mathcal{L}|$ by $(s,v) \mapsto s \cdot v$ for an automorphism $s$ and a vertex $v$. Note that this action of $G$, when restricted to $|\mathcal{L}|_{\leq n}$, factors through $G \rightarrow G^{(n)}$. We similarly denote the resulting action of $G^{(n)}$ on the induced subtree whose set of vertices is $|\Lambda|_n$ by $(\bar{s}, v) \mapsto \bar{s} \cdot v$ for an automorphism $\bar{s}$ and a vertex $v$.

For any Galois element $\sigma \in Gal(\bar{K}/K)$ and vertex $v \in |\mathcal{L}|$, let $v^\sigma := \rho_2(\sigma) \cdot v$. If $v \in |\mathcal{L}|_{\leq n}$ for some $n \geq 1$, then let $v^\sigma|K_n = \rho_2^{(n)}(\sigma) \cdot v$.

**Lemma 3.2.11.** For any $\sigma \in Gal(\bar{K}/K_1)$ and $v \in |\mathcal{L}|$, we have $a_v^\sigma = a_{v^\sigma}$. If $v \in |\mathcal{L}|_{\leq n}$, then $a_v^{\sigma|K_n} = a_{v^\sigma|K_n}$.

**Proof.** Choose any $\sigma \in Gal(\bar{K}/K_1)$. We will prove that $a_v^\sigma = a_{v^\sigma}$ for all $v \in |\mathcal{L}|_n$ for each $n \geq 1$. The claim is trivially true for $n = 1$. Moreover, in the $n = 1$ case, $E_{N_v}$ and $\phi_{N_v}$ are clearly defined over $K_1$ and are therefore fixed by $\sigma$. In particular, for any $v \in |\mathcal{L}|_1$, $a_v^\sigma = a_{v^\sigma}$, $E_v^\sigma = E_{v^\sigma}$, and $\phi_v^\sigma = \phi_{v^\sigma}$. Now choose $v \in |\mathcal{L}|_2$. Then $a_v$ is a nonzero root of $(3.10)$, which is the Weierstrass cubic for $E_v$. Let $P$ be a generator of the cyclic order-4 subgroup $N_v$; then $\phi_v(P) = (a_v, 0) \in E_v[2]$, by the above construction of $a_v$. So we have
\[
\phi_v(P^\sigma) = \phi_v^\sigma(P^\sigma) = (\phi_v(P))^{\sigma} = (a_v^{\sigma}, 0).
\] (3.24)
But $P^\sigma$ generates $N_v^\sigma = N_{v^\sigma}$. Since $\bar{\sigma} = \bar{v}$, by the above construction, we have $\phi_{v^\sigma}(P^\sigma) = (a_{v^\sigma}, 0)$. Then (3.24) implies that $a_v^\sigma = a_{v^\sigma}$.

Now assume inductively that for some $n \geq 2$ and $\sigma \in |\mathcal{L}|_n$, $a_v^\sigma = a_{v^\sigma}$, $E_v^\sigma = E_{v^\sigma}$, and $\phi_v^\sigma = \phi_{v^\sigma}$. Choose any $v \in |\mathcal{L}|_{n+1}$. We may apply the induction assumption to $\bar{v}$, since $\bar{v} \in |\mathcal{L}|_{n}$. Then $a_v$ is a nonzero root of the cubic polynomial $(3.12)$, which is the Weierstrass cubic for $E_v$. Let $P$ be a generator of the cyclic order-$2^{n+1}$ subgroup $N_v$; then $\phi_v(P) = (a_v, 0) \in E_v[2]$, by the above construction of $a_v$. Then we have
\[
\phi_v^{\sigma}(P^\sigma) = \phi_v^{\sigma}(P^\sigma) = (\phi_v(P))^{\sigma} = (a_v^{\sigma}, 0).
\] (3.25)
But since $P^\sigma$ generates $N^\sigma N_v$, again we have $\phi_\sigma(P^\sigma) = (a_v^\sigma, 0)$. Then (3.25) implies that $a_v^\sigma = a_v$, and so the first statement is proven.

Now let $v \in |L|_n \leq n$. Then $a_v \in K_n$ by Proposition 3.2.9(b), and one easily checks from the definitions that $v^\sigma = v^{|K_n}$ for any $\sigma \in \Gal(\bar{K}/K)$. Thus, the second statement follows from the first.

**Proposition 3.2.12.** For all $n \geq 1$, the image of $\Gal(K_n/K'_n)$ (resp. of $\Gal(K_\infty/K'_\infty)$) under $\bar{\rho}_2^{(n)}$ (resp. $\rho_2$) coincides with the subgroup of scalar automorphisms in $G$ (resp. in $\bar{G}^{(n)}$).

**Proof.** Fix $n \geq 1$. Since $K'_n \supseteq K_1$ for each $n \geq 1$, it suffices to consider the Galois subgroup $\Gal(K'_n/K_1) \subseteq \Gal(K_n/K_1)$. Proposition 3.2.7 with the help of Lemma 3.2.5 implies that $K'_n$ is generated over $K_1$ by the elements $a_v$ for all $v \in |L|_n \setminus \{v_0\}$. Therefore, the elements of $\Gal(K_\infty/K_1)$ which fix $K'_n$ are exactly those which fix all of the elements $a_v$ for $v \in |L|_n \setminus \{v_0\}$.

By Lemma 3.2.11, these are the Galois elements which fix every vertex in $|L|_n$. It is easy to see that an element of $\GL(E[2^n])$ fixes every vertex in $|L|_n$ if and only if it is a scalar automorphism. Thus, the image of $\Gal(K_n/K'_n)$ coincides with the subgroup of scalars, as desired. A similar argument proves the analogous statement for $\Gal(K_\infty/K'_\infty)$.

**Remark 3.2.13.** Since each $\sigma \in \Gal(\bar{K}/K)$ takes $\zeta_8$ to $\zeta_8^{\det(\bar{\rho}_2^{(3)}(\sigma))}$, all scalar automorphisms in $G$ must fix $\zeta_8$. Thus, the above proposition implies that $K'_\infty$ contains the 8th roots of unity.

### 3.2.3 A general lemma

In order to finish proving Theorem 3.2.1, we need a lemma that gives a generator for $K_\infty$ over $K'_\infty$. We will prove a more general statement for the Jacobian of the analogous hyperelliptic curve of any degree $d \geq 3$, as it will be used for the main result of the next chapter as well. To this end, in Lemma 3.2.14 below as well as its proof, $K$, $J$, $\rho_2 : \Gal(\bar{K}/K) \to \Sp(T_2(J))$, $K_1$, and $\bar{\rho}_2^{(2)}$ are defined for any degree $d \geq 3$ analogously to how they are defined elsewhere in this chapter for $d = 3$. Again, let $G$ be the image of Galois under $\rho_2$. We define $K'_\infty$ to be the subextension of $K_\infty/K$ fixed by the scalar subgroup of $G$; when $d = 3$, Proposition 3.2.12 shows that this is consistent with the notation used in the rest of this section.
Note that, due to the Galois equivariance of the Weil pairing, the image of \( \text{Gal}(\bar{K}/K(\mu_2)) \) under \( \rho_2 \) is \( G \cap \text{Sp}(T_2(J)) \), and \( K_\infty \supset K(\mu_2) \). The homomorphism \( \rho_2 \) induces an isomorphism \( \text{Gal}(K_\infty/K) \sim G \); if \( -1 \in G \), we denote the element of \( \text{Gal}(K_\infty/K) \) mapping to \(-1\) via this isomorphism also by \(-1 \in \text{Gal}(K_\infty/K) \).

The statement of the following lemma for \( d = 3 \), together with Lemma 3.2.8, gives the statement of Theorem 3.2.1.

**Lemma 3.2.14.** Choose \( i,j \in \{1,2,...,d\} \) with \( i \neq j \). If \( d \) is odd, choose an element \( a_{i,j} \in \bar{K} \) whose square is \( \alpha_i - \alpha_j \). Then with all of the above notation, we have

\[
K_\infty = K'_\infty(a_{i,j})(\mu_2).
\]  

If \(-1 \in G \), the Galois element \(-1 \in \text{Gal}(K_\infty/K) \) acts by fixing \( K'_\infty(\mu_2) \) and sending \( a_{i,j} \) to \(-a_{i,j} \).

**Proof.** We first observe that by Galois equivariance, \( K_\infty \supset K(\mu_2) \), and that by Theorem 2.4.1 and Proposition 2.6.4, \( a_{i,j} \in K_2 \subset K_\infty \). If the scalar subgroup of \( G \) is trivial, then \( K_\infty = K'_\infty \), and the claim is proven, so we assume that \(-1 \in G \). Note that by Galois equivariance, \(-1 \) fixes everything in \( K(\mu_2) \). So if we replace \( K \) with \( K(\mu_2) \), it will suffice to assume that \( K \) contains all 2-power roots of unity and to prove that \( K_\infty = K'_\infty(a_{i,j}) \) and that \(-1 \in \text{Gal}(K_\infty/K) \) acts as claimed.

Since \( K \) contains all 2-power roots of unity, \( G \) is contained in \( \text{Sp}(T_2(J)) \). But the only scalar automorphisms in \( \text{Sp}(T_2(J)) \) are \( \pm 1 \), so the image under \( \rho_2 \) of \( \text{Gal}(K_\infty/K'_\infty) \) coincides with \( \{ \pm 1 \} < G \). It immediately follows that \( K_\infty \) is generated over \( K'_\infty \) by any element of \( K_\infty \) which is not fixed by \(-1 \in \text{Gal}(K_\infty/K) \). Clearly, \( \rho_2(\bar{\text{det}})(-1|_{K_2}) = -1 \in \Gamma(2)/\Gamma(4) \). But setting \( n = 2 \) in the statement of Proposition 3.2.12 implies that

\[
\text{Gal}(K_2/K'_2) \cong \{ \pm 1 \} < \Gamma(2)/\Gamma(4),
\]  

so any element in \( K_2 \setminus K'_2 \) will not be fixed by \(-1 \). Theorem 2.4.1 and Proposition 2.6.4 imply that \( a_{i,j} \in K_2 \setminus K'_2 \), so \( K_\infty = K'_\infty(a_{i,j}) \). Moreover, \( a_{i,j}^2 \in K_1 \subset K'_\infty \), so \(-1 \) sends \( a_{i,j} \) to \(-a_{i,j} \).

\[\square\]
3.3 Description of some subextensions

The constructions used in §3.2 to prove Theorem 3.2.1 may be used to obtain additional results describing various subextensions of $K_\infty/K$. Throughout, we will assume that we have chosen $i, j \in \{1, 2, 3\}$ with $i \neq j$ and an element $a_{i,j} \in \bar{K}$ as in the statement of Theorem 3.2.1.

3.3.1 Extensions generated by $x$-coordinates

The following proposition characterizes certain subextensions of $K_\infty/K$ in terms of extensions of $K$ generated by the $x$-coordinates of points in 2-power torsion subgroups of $E$.

Proposition 3.3.1. With the above notation, assume that $k$ is a subfield of $\mathbb{C}$. Write $K(x(E[2^n]))$ (resp. $K(x(E[2^\infty]))$) for the extension of $K$ obtained by adjoining the $x$-coordinates of all elements of $E[2^n]$ (resp. $E[2^\infty]$). Then

a) $K_n = K(x(E[2^n]))(a_{i,j})$ for all $n \geq 2$;

b) $K'_n(\zeta_{2^n}) \subseteq K(x(E[2^n]))$ for all $n \geq 1$; and

c) $K'_\infty(\mu_2) = K(x(E[2^\infty])).$

Proof. The Galois equivariance of the Weil pairing implies that $K_n \supset K(\zeta_{2^n})$ for each $n \geq 0$ and that $K_\infty \supset K(\mu_2)$. For any $n \geq 1$, the subgroup of $\text{Gal}(K_n/K)$ which fixes the $x$-coordinates of the points in $E[2^n]$ can be identified with the elements of $G \subset \text{GL}(T_2(E))$ which send each point $P \in E[2^n]$ either to $P$ or to $-P$. The only such automorphisms in $\text{GL}(T_2(E))$ are the scalars $\pm 1$. Thus, $K(x(E[2^n]))$ is the subextension of $K_n$ corresponding to the subgroup $\tilde{G}(n) \cap \{\pm 1\} \subset \tilde{G}(n) \cap \text{SL}(E[2^n])$, and similarly, $K(x(E[2^\infty]))$ is the subextension of $K_\infty$ corresponding to the subgroup $G \cap \{\pm 1\} \subset G \cap \text{SL}(T_2(E))$. Part (b) now follows from the fact that, by Galois invariance and Proposition 3.2.12, $K'_n(\zeta_{2^n})$ is the fixed field corresponding to the subgroup of scalars in $G \cap \text{SL}(T_2(E))$, which contains $G \cap \{\pm 1\}$. Part (c) follows similarly. Note that $a_{i,j} \in K_2$ by Theorem 2.4.1 and Proposition 2.6.4. Therefore, we already have part (a) if $G \cap \{\pm 1\}$ is trivial, so we assume that $-1 \in G$. Then $K_n$ is a quadratic extension of $K(x(E[2^n]))$, and a generator is any element in $K_n$ which is not fixed by $-1$. It is shown in the proof of Proposition 3.2.14 that $a_{i,j}$ lies in $K_2 \subseteq K_n$ and is not fixed by $-1$, hence the statement of part (a).

\[ \square \]
3.3.2 Bounding each field of $2^n$-torsion

The description of $K'_{n\infty}$ given in the statement of Theorem 3.2.1 provides us with recursive formulas for the generators of $K'_n$ for each $n \geq 0$. We will not similarly obtain formulas for the generators of each extension $K_n$, but the above results do give us a way of “bounding” each $K_n$, as follows:

**Theorem 3.3.2.** Assume that $k$ is a subfield of $\mathbb{C}$. For $1 \leq i < j \leq 3$ and each $n \geq 2$,

$$K'_n(a_{i,j}, \zeta_{2^n}) \subseteq K_n \subseteq K'_{n+1}(a_{i,j}, \zeta_{2^{n+1}}), \quad (3.28)$$

where the first inclusion is an equality if and only if $n = 2$. Furthermore, $[K_n : K'_n(a_{i,j}, \zeta_{2^n})] = 2$ for $n \geq 3$, and $[K'_{n+1}(a_{i,j}, \zeta_{2^{n+1}}) : K_n] = 4$ for $n \geq 2$.

**Proof.** Fix $n \geq 2$. Proposition 3.2.9(b) and the inclusion $K_n \supset K(\zeta_{2^n})$ imply that $K'_n \subset K_n$, and by Theorem 2.4.1, $a_{i,j} \in K_2 \subseteq K_n$, thus implying the first inclusion. For $n = 2$, it has already been shown in the proof of Proposition 3.2.14 that the inclusion is an equality. Since $a_{i,j} \notin K'_{\infty}(\mu_2)$, it follows that $a_{i,j} \notin K(2^m)(\zeta_{2^n})$ for any positive integer $m$. Note that Proposition 3.2.12, Corollary 2.3.3(b), and Lemma 2.6.1 imply that for $n \geq 3$, $\text{Gal}(K_n/K_n(\zeta_{2^n}))$ is identified with the subgroup $\{\pm 1, \pm (2^{n-1} + 1)\} \leq \text{SL}(E[2^n])$, which has order 4. It follows that the degree of the first inclusion is 2 in this case. Equivalently, for all $n \geq 2$, $K'_{n+1} \supset K'_{n+1}(a_{i,j}, \zeta_{2^{n+1}})$ is an extension of degree 2. We have (via $\rho_2^{(n+1)}$) the following identifications:

$$\text{Gal}(K_{n+1}/K) \cong G(2)/G(2^{n+1}), \quad (3.29)$$

$$\text{Gal}(K_{n+1}/K'_{n+1}(\zeta_{2^{n+1}})) \cong \langle -1, 2^n + 1 \rangle < G(2)/G(2^{n+1}). \quad (3.30)$$

These imply that $\text{Gal}(K_{n+1}/K'_{n+1}(a_{i,j}, \zeta_{2^{n+1}}))$ is a subgroup of $\langle -1, 2^n + 1 \rangle$ of order 2. Since $2^n + 1$ fixes all of $K_2$, which includes the element $a_{i,j}$, we have $\text{Gal}(K_{n+1}/K'_{n+1}(a_{i,j}, \zeta_{2^{n+1}})) \cong \langle 2^n + 1 \rangle < \Gamma(2)/\Gamma(2^{n+1})$. But this subgroup also leaves $K_n$ fixed, whence the second inclusion $K_n \subset K'_{n+1}(a_{i,j}, \zeta_{2^{n+1}})$. The fact that $[K'_{n+1}(a_{i,j}) : K_n] = 4$ follows quickly from the fact that $\text{Gal}(K_{n+1}/K_n) \cong (G(n) \cap \text{SL}(T_2(E)))/G(2^{n+1}) \cap \text{SL}(T_2(E)) = \Gamma(2^n)/\Gamma(2^{n+1})$ is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^3$ (see the proof of Corollary 2.2 of [22]) and therefore has order 8.

$\square$
3.4 Application to the Legendre family

In this section, we assume that \( k \) is a number field. Let \( E_\lambda \) be the elliptic curve defined over \( k \) by the Weierstrass equation in Legendre form

\[
y^2 = x(x - 1)(x - \lambda)
\] (3.31)

with \( \lambda \in k \) (see Chapter III §1 of [28]). We now apply Theorem 3.2.1 and its proof to study the image of the natural 2-adic Galois action \( \rho_2 : \text{Gal}(\overline{k}/k) \to \text{GL}(T_2(E_\lambda)) \) associated to \( E_\lambda \).

For each finite prime \( p \) of \( k \) not lying over 2, we denote the corresponding ring of integers by \( R_p \subset k \), and denote the fraction field of the strict Henselization of \( R_p \) by \( k^{\text{alg}}_p \). The field \( k^{\text{alg}}_p \) may be more explicitly described as consisting of the elements of the completion of \( k \) with respect to \( v \) which are algebraic over \( k \).

Let \( v_p : (k^{\text{alg}}_p)^\times \to \mathbb{Z} \) be the (normalized) valuation corresponding to \( p \), and let \( \pi \) be a uniformizer of \( k^{\text{alg}}_p \), so \( v_p(\pi) = 1 \). For each \( z \in \overline{k} \), we write \( v_p(z) \) for the image of \( z \) under the extension of \( v_p \) to \( k^{\text{alg}}_p(z) \).

It is clear that since \( p \) does not lie over 2, for any \( n \geq 1 \), any algebraic extension of \( k^{\text{alg}}_p \) of degree \( 2^n \) is totally tamely ramified and is of the form \( k^{\text{alg}}_p(\pi^{1/2^n}) \). Moreover, since \( k^{\text{alg}}_p \) is strictly Henselian, it contains all 2-power roots of each \( u \in k^{\text{alg}}_p \) such that \( v_p(u) = 0 \); in particular, \( k^{\text{alg}}_p \) contains all 2-power roots of unity.

Now we consider \( E_\lambda \) as an elliptic curve over \( k^{\text{alg}}_p \), determine the extension \( k^{\text{alg}}_p(E_\lambda[2^n]) \), and describe the image under \( \rho_2 \) of \( \text{Gal}(\overline{k}/k^{\text{alg}}_p) \).

**Proposition 3.4.1.** With the above notation, let \( m = \max(v_p(\lambda), v_p(\lambda - 1)) \) and assume that \( m > 0 \). Then we have the following.

a) For each \( n \geq 1 \), we have \( k^{\text{alg}}_p(E_\lambda[2^n]) = k^{\text{alg}}_p(\pi^{m/2^n-1}) \).

b) There is an element \( a \in T_2(E_\lambda) \) whose image modulo 2 is \( (1, 0) \in E_\lambda[2] \) (resp. \( (0, 0) \in E_\lambda[2] \)) if \( v_p(\lambda) > 0 \) (resp. if \( v_p(\lambda - 1) > 0 \)) such that the image under \( \rho_2 \) of \( \text{Gal}(\overline{k}/k^{\text{alg}}_p) \) is generated by \( T^{2m}_a \in \text{SL}(T_2(E_\lambda)) \), where the transvection \( T_a \) acts by \( b \mapsto b + e_2(b, a) \) for all \( b \in T_2(E_\lambda) \).

**Proof.** We assume that \( m = v_p(\lambda) > 0 \), so \( v_p(\lambda - 1) = 0 \); the case that \( m = v_p(\lambda - 1) > 0 \) and \( v_p(\lambda) = 0 \) is proven similarly. Let \( (\alpha_1, \alpha_2, \alpha_3) = (1, 0, \lambda) \), so that \( E_\lambda \) is defined by the equation \( y^2 = (x - \alpha_1)(x - \alpha_2)(x - \alpha_3) \). We define the corresponding tree \( \mathcal{L} \) as in §3.1.2. Let \( \Psi \) be a decoration on \( \mathcal{L} \) as in §3.1.3. We claim that for each \( n \geq 1 \), there is a vertex \( v \in |\mathcal{L}|_n \) such that \( k^{\text{alg}}_p(\Psi(v)) = k^{\text{alg}}_p(\pi^{m/2^n-1}) \). We prove this claim by induction on \( n \). Indeed, if
If \( n = 1 \), then for any vertex \( v \in |\mathcal{L}|_1 \), \( k_p^{\text{alg}}(\Psi(v)) = k_p^{\text{alg}} \). If \( n = 2 \), then for each vertex \( v \in |\mathcal{L}|_2 \) such that \( \Psi(v) = \lambda - 1 \), we have \( k_p^{\text{alg}}(\Psi(v)) = k_p^{\text{alg}}(\sqrt{\lambda}) \), and clearly \( \pi_m/2 \in k_p^{\text{alg}}(\pi_m/2) \). Moreover, note that \( v_p(\Psi(v)) = v_p(\Psi(v')) = v_p(1 + \lambda \pm \sqrt{\lambda}) = 0 \), and \( v_p(\Psi(v) - \Psi(v')) = v_p(\pm 2\sqrt{\lambda}) = m/2 \). Now assume that for some \( n \geq 2 \), there is a vertex \( v \in |\mathcal{L}|_n \) such that \( k_p^{\text{alg}}(\Psi(v)) = k_p^{\text{alg}}(\pi_m/2^{n-1}) \), \( v_p(\Psi(v)) = v_p(\Psi(v')) = 0 \), and \( v_p(\Psi(v) - \Psi(v')) = m/2^{n-1} \). Let \( u \) be a vertex in \( |\mathcal{L}|_{n+1} \) such that \( v = \tilde{u} \). Since \( \Psi(u) \) is a root of the quadratic polynomial in (3.4), using the inductive assumption, we have

\[
v_p(\Psi(u) - \Psi(u')) = v_p(\pm 2\sqrt{\lambda}(\Psi(v) - \Psi(v'))) = (v_p(\Psi(v)) + v_p(\Psi(v) - \Psi(v')))/2 = m/2^n, \tag{3.32}
\]
and it follows that,

\[
k_p^{\text{alg}}(\Psi(u)) = k_p^{\text{alg}}(\sqrt{\lambda}(\Psi(v) - \Psi(v'))) = k_p^{\text{alg}}(\pi_m/2^n). \tag{3.33}
\]

Moreover, by the inductive assumption,

\[
v_p(\Psi(u)) = v_p(\Psi(u')) = v_p(\Psi(v) - (\Psi(v') - \Psi(v)) \pm \sqrt{\lambda}(\Psi(v) - \Psi(v'))) = \min(v_p(\Psi(v)), v_p(\Psi(v) - \Psi(v')), v_p(\sqrt{\lambda}(\Psi(v) - \Psi(v')))) = 0. \tag{3.34}
\]

This proves the claim for all \( n \geq 1 \).

We also claim that for each \( n \geq 1 \) and every vertex \( v \in |\mathcal{L}|_n \), we have \( k_p^{\text{alg}}(\Psi(v)) \subseteq k_p^{\text{alg}}(\pi_m/2^{n-1}) \). Indeed, as above, this is true for \( n = 1 \), and the claim for all \( n \geq 1 \) follows from the fact that if \( v \in |\mathcal{L}|_2 \), then \( k_p^{\text{alg}}(\Psi(v)) \) is clearly an extension of degree at most 2 over \( k_p^{\text{alg}}(\Psi(v)) \). Thus, \( k_p^{\text{alg}}(\{v \in |\mathcal{L}|_n \}) = k_p^{\text{alg}}(\pi_m/2^{n-1}) \). Applying Proposition 3.3.2, we have

\[
k_p^{\text{alg}}(\pi_m/2^{n-1}) \subseteq k_p^{\text{alg}}(E_\lambda[2^n]) \subseteq k_p^{\text{alg}}(\pi_m/2^n). \tag{3.35}
\]

Moreover, for \( n = 1 \), as above we have \( k_p^{\text{alg}}(E_\lambda[2]) = k_p^{\text{alg}}(\pi_m/2^{n-1}) \). Suppose that \( k_p^{\text{alg}}(E_\lambda[2^n]) = k_p^{\text{alg}}(\pi_m/2^n) \) for some \( n \geq 2 \). Then there is some positive integer \( m \leq n - 1 \) such that \( k_p^{\text{alg}}(E_\lambda[2^{m+1}])/k_p^{\text{alg}}(E_\lambda[2^m]) \) is a cyclic extension of degree \( \geq 4 \). This is impossible, since Corollary 2.3.3(b) implies that \( \text{Gal}(k_p^{\text{alg}}(E_\lambda[2^{m+1}])/\text{Gal}(k_p^{\text{alg}}(E_\lambda[2^m])) \) is isomorphic to a subgroup of \( \Gamma(2^m)/\Gamma(2^{m+1}) \cong (\mathbb{Z}/2\mathbb{Z})^3 \). Therefore, \( k_p^{\text{alg}}(E_\lambda[2^n]) = k_p^{\text{alg}}(\pi_m/2^{n-1}) \) for each \( n \geq 1 \), which is the statement of (a).
In order to prove (b), we first show that there exists a non-backtracking infinite path \( \{v_0, v_1, v_2, \ldots \} \) such that \( \Psi(v_i) \in k^{\text{alg}}_p \) for \( i = 1, 2, 3, \ldots \). Let \( v_1 \) be the vertex in \(|L|_1\) such that \( \Psi(v_1) = -\lambda \in \kappa^{\text{alg}}_p \). Then clearly the values of \( \Psi(u) \) for the two vertices \( u \in \{|L|_2\} \) such that \( v_1 = \tilde{u} \) are \(-\lambda + 2 \pm \sqrt{1 - \lambda} \). Since \( v_p(\sqrt{1 - \lambda}) = 0 \), it is clear that for at least one such vertex \( u \), \( v_p(\Psi(u)) = 0 \). Let \( v_2 \) be this vertex, and note that \( \Psi(v_2) \in k^{\text{alg}}_p \) and \( v_p(\Psi(v_2)) = v_p(\Psi(v_2) - \Psi(v'_2)) = 0 \). Now assume inductively that for some \( n \geq 0 \), we have a non-backtracking path \( \{v_0, v_1, v_2, \ldots, v_n\} \) such that \( \Psi(v_i) \in k^{\text{alg}}_p \) for \( i = 1, 2, \ldots, n \) and \( v_p(\Psi(v_i)) = v_p(\Psi(v_1 - \Psi(v'_1)) = 0 \). It is clear that the values of \( \Psi(u) \) for the two vertices \( u \in \{|L|_{n+1}\} \) such that \( v_n = \tilde{u} \) are \( \Psi(v_n) = (\Psi(v'_n) - \Psi(v_n)) = \sqrt{-\Psi(v_n)(\Psi(v'_n) - \Psi(v_n)))}. \) Since the inductive assumption implies that \( v_p(\sqrt{-\Psi(v_n)(\Psi(v'_n) - \Psi(v_n))) = 0 \), it is clear that for at least one such vertex \( u \), \( v_p(\Psi(u)) = 0 \). Let \( v_{n+1} \) be this vertex; one checks again that \( \Psi(v_{n+1}) \in k^{\text{alg}}_p \) and \( v_p(\Psi(v_{n+1})) = v_p(\Psi(v_{n+1}) - \Psi(v'_n)) = 0 \). In this way, we construct the desired infinite path \( \{v_0, v_1, v_2, \ldots\} \).

Now there is a corresponding sequence of embedded subgroups \( \{0\} \subset N_1 \subset N_2 \subset \cdots \) of \( E_\lambda(k) \) such that each \( N_i \) is the cyclic subgroup of order \( 2^i \) corresponding to \( v_i \). One checks using Theorem 2.4.1 (with Proposition 2.6.4) that the image of \( \text{Gal}(\bar{k}/k^{\text{alg}}_p) \) does not contain the scalar \(-1 \in \text{SL}(T_2(E_\lambda)) \). It then follows from the above discussion and from Lemma 3.2.11 that \( \text{Gal}(\bar{k}/k^{\text{alg}}_p) \) fixes each of these subgroups elementwise. The subgroups \( N_i \) induce a cyclic \( \mathbb{Z}_2 \)-submodule \( N \) of \( T_2(E_\lambda) \). It is clear that the reduction modulo 2 of \( N \) is \( \langle (0, 1) \rangle \subset E_\lambda[2] \) since \( \Psi(v_1) = -\lambda \). Let \( a \in T_2(E_\lambda) \) be a generator of \( N \); clearly, the image of \( a \) modulo 2 is \((0, 1) \in E_\lambda[2] \). Since the image of \( \text{Gal}(\bar{k}/k^{\text{alg}}_p) \) in \( \text{SL}(T_2(E_\lambda)) \) acts trivially on \( \langle a \rangle \subset T_2(E_\lambda) \), it must be generated by some power of the transvection \( T_a \). Let \( s \) be the greatest integer such that \( 2^s \mid m \). Since \( k^{\text{alg}}_p(E_\lambda[2^s+2]) = k^{\text{alg}}_p(n^{m/2^s+1}) = k^{\text{alg}}_p(\pi^{1/2}) \) is quadratic over \( k^{\text{alg}}_p \), the Galois image modulo \( 2^{s+1} \) must be an order-2 subgroup of \( \text{SL}(E_\lambda[2^{s+2}]) \). It follows that the Galois image is generated by \( T_a^{2^{s+1}} \). Since \( \langle T_a^{2^{s+1}} \rangle = \langle T_a^{2m} \rangle \subset T_2(E_\lambda) \), the statement of (b) is proved.

\[ \Box \]

Remark 3.4.2. The \( j \)-invariant of \( E_\lambda \) is \( 2^8(\lambda^2 - \lambda + 1)/((\lambda^2 - \lambda - 1)^2) \); thus, \( v_p(j(E_\lambda)) < 0 \). The hypotheses of Proposition 3.4.1 therefore imply that \( E_\lambda \) has multiplicative reduction at \( p \). Then in this case, one may use the theory of Tate curves to show that the Galois image contains a power of a transvection as in the statement of Proposition 3.4.1 (this is Exercise 5.13(b) of [27] with \( \ell = 2 \); see also [24], A.1.5).
Proposition 3.4.3. Let $E_\lambda$ be the elliptic curve over $k$ defined by the equation $y^2 = x(x-1)(x-\lambda)$ with $\lambda \in k$. Let $p$ and $p'$ be primes of $k$ which do not lie over 2, and let $v_p, v_{p'} : k^\times \to \mathbb{Z}$ be the respective (normalized) valuations. Suppose that $m := v_p(\lambda) > 0$ and $m' := v_{p'}(\lambda - 1) > 0$, and let $s$ and $s'$ be the greatest integers such that $2^s|m$ and $2^{s'}|m'$. Then the image under $\rho_2$ of $\text{Gal}(\bar{k}/k)$ contains $\Gamma(2^{s+s'+2}) \triangleleft \text{SL}(T_2(E_\lambda))$; in particular, $G \cap \text{SL}(T_2(E_\lambda))$ is open of finite index in $\text{SL}(T_2(E_\lambda))$.

Proof. Define the algebraic extensions $k_p^{\text{alg}}, k_{p'}^{\text{alg}} \supseteq k$ as above. Then since $k \subseteq k_p^{\text{alg}}, k_{p'}^{\text{alg}}$, the image under $\rho_2$ of $\text{Gal}(\bar{k}/k)$ contains the images of $\text{Gal}(\bar{k}/k_p^{\text{alg}})$ and of $\text{Gal}(\bar{k}/k_{p'}^{\text{alg}})$ in $\text{SL}(T_2(E_\lambda))$. Proposition 3.4.1 says that there is some $a \in T_2(E_\lambda)$ whose image modulo 2 is $(1,0) \in E_\lambda[2]$, and some $a' \in T_2(E_\lambda)$ whose image modulo 2 is $(0,0) \in E_\lambda[2]$, such that the images of $\text{Gal}(\bar{k}/k_p^{\text{alg}})$ and of $\text{Gal}(\bar{k}/k_{p'}^{\text{alg}})$ are generated by $T_2^a$ and $T_2^{a'}$ respectively. Clearly, $a, a' \in T_2(E_\lambda)$ are independent, because their images modulo 2 are distinct elements of order 2 in $E_\lambda[2]$. Thus, with respect to the $\mathbb{Z}_2$-basis $\{a, a'\}$ of $T_2(E_\lambda)$, the cyclic subgroups of $\text{SL}(T_2(E_\lambda))$ generated by $T_2^a$ and $T_2^{a'}$ are generated by the matrices $\begin{bmatrix} 1 & 2^s \\ 0 & 1 \end{bmatrix}$ and $\begin{bmatrix} 1 & 0 \\ 2^{s'+1} & 1 \end{bmatrix}$ respectively. The proposition then follows from the elementary lemma below.

\[\square\]

Lemma 3.4.4. Let $n, n' \geq 0$ be integers. The subgroup of $\text{SL}_2(\mathbb{Z}_2)$ generated by the matrices $A := \begin{bmatrix} 1 & 2^n \\ 0 & 1 \end{bmatrix}$ and $A' := \begin{bmatrix} 1 & 0 \\ 2^{n'} & 1 \end{bmatrix}$ contains $\Gamma(2^{n+n'}) \triangleleft \text{SL}_2(\mathbb{Z}_2)$.

Proof. It suffices to show that the images of $A$ and $A'$ modulo $2^r$ generate a subgroup of $\text{SL}_2(\mathbb{Z}/2^r\mathbb{Z})$ containing $\Gamma(2^{n+n'})/\Gamma(2^r)$ for each $r \geq n + n'$. This is trivially true for $r = n + n'$. Assume inductively that this statement holds for some $r \geq n + n'$. Note that the surjectivity of each reduction-modulo-$2^i$ map $\text{SL}_2(\mathbb{Z}_2) \to \text{SL}_2(\mathbb{Z}/2^i\mathbb{Z})$ (see Theorem 7.12 of [21]) implies that the obvious map $\text{SL}_2(\mathbb{Z}/2^{r+1}\mathbb{Z}) \to \text{SL}_2(\mathbb{Z}/2^r)$ is surjective. Thus, to prove the statement for $r + 1$, it will suffice to show that the subgroup of $\text{SL}(\mathbb{Z}/2^{r+1}\mathbb{Z})$ generated by the images of $A$ and $A'$ contains $\Gamma(2^r)/\Gamma(2^{r+1})$. Straightforward calculations show that the images modulo $2^{r+1}$ of $A^{2^{r-n}}, (A')^{2^{r-n'}},$ and $(AA'A^{-1}A'^{-1})^{r-n-n'}$ generate $\Gamma(2^r)/\Gamma(2^{r+1})$, as desired.

\[\square\]
Example 3.4.5. We compute the $2$-adic image of Gal($\overline{k}/k(\mu_2)$) for the elliptic curve $E_7 : y^2 = x(x-1)(x-7)$ over $k = \mathbb{Q}$ as follows.

We apply Proposition 3.4.3 with $\lambda = 7$, $p = (7)$, and $p' = (3)$. Since 7 and 3 respectively divide $\lambda = 7$ and $\lambda - 1 = 6$ exactly once, we have $s = s' = 0$, and the proposition shows that $G \cap \text{SL}(T_2(E_7))$ contains $\Gamma(4)$. We will therefore be able to fully describe $G \cap \text{SL}(T_2(E_7))$ once we have determined its image modulo 4.

From the proof of Proposition 3.4.3, we see that $G \cap \text{SL}(T_2)$ contains transvections $T_a^2$ and $T_{a'}^2$ for some $a, a' \in T_2(E_7)$ whose images modulo 2 are the points $(1,0), (0,0) \in E_7[2]$. The images modulo 4 of these transvections generate a subgroup of order 4 of $\Gamma(2)/\Gamma(4) < \text{SL}(E_7[4])$. Meanwhile, Theorem 2.4.1(a) shows that $\mathbb{Q}(E_7[4]) = \mathbb{Q}(\zeta_4, \sqrt{6}, \sqrt{7})$, which is Galois over $\mathbb{Q}(\zeta_4)$ with degree 4. Therefore, the image modulo 4 of $G \cap \text{SL}(T_2(E_7))$ coincides with the subgroup of $\Gamma(2)/\Gamma(4)$ generated by the images of these two transvections. Thus, the image of Gal($\mathbb{Q}/\mathbb{Q}(\mu_2)$) is isomorphic to

$$\begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_2(\mathbb{Z}_2) \mid a \equiv d \equiv 1 \pmod{4}, \ b \equiv c \equiv 0 \pmod{2},$$

via any $\mathbb{Z}_2$-basis of $T_2(E_7)$ whose image modulo 2 is the $\mathbb{Z}/2\mathbb{Z}$-basis $\{(1,0), (0,0)\}$ of $E_7[2]$. 
Chapter 4

Dyadic torsion of 2-dimensional hyperelliptic Jacobians

Throughout this chapter, as in Chapter 3, $k$ is any field of characteristic different from 2. Fix an integer $d \geq 3$; let $\alpha_1, \alpha_2, \ldots, \alpha_d$ be transcendental and independent over $k$; and let $K$ be the subfield of $k(\{\alpha_i\}_{i=1}^d)$ generated over $k$ by the symmetric functions of the $\alpha_i$’s. Again, let $C$ be a smooth projective model of the hyperelliptic curve over $K$ given by the equation in (3.1), and let $J$ be its Jacobian. The main goal of this chapter is to describe generators of the extension of $K$ over which all 2-power torsion is defined when $d = 5$ or $d = 6$ – that is, when the genus is $g = 2$.

In the following section, we will construct a 15-regular tree associated to $J$ and develop the notion of a “decoration” on a 15-regular tree which will be needed to state the main result; these is somewhat analogous to the 3-regular tree and “decoration” developed in Chapter 3. The main result (Theorem 4.2.1) will be stated and proven in §4.2. In §4.3, we will apply the constructions developed in §4.2 to obtain Proposition 4.3.1.

4.1 Construction of decorations for genus 2

4.1.1 Preliminary results on the Weil pairing

Before constructing the desired 15-regular tree associated to $J$, we state and prove some technical lemmas involving the Weil pairing on Jacobian surfaces. In this subsection, we will drop the assumption that $d = 5$ or $d = 6$, so that
$J$ is the Jacobian of a hyperelliptic curve of any (positive) genus $g$. Let $T_2(J)$ denote the 2-adic Tate module of $J$, and let $V_2(J) = T_2(J) \otimes \mathbb{Q}_2$. Then $V_2(J)$ is a $2g$-dimensional vector space over $\mathbb{Q}_2$ which contains the rank-$2g$ $\mathbb{Z}_2$-lattice $T_2(J)$. We denote the Weil pairing on $T_2(J)$ by $e_2 : T_2(J) \times T_2(J) \to T_2(\mu)$, and for each $n \geq 0$, we write $\bar{e}_2^{(n)} : J[2^n] \times J[2^n] \to \mu_{2^n}$ for the Weil pairing on $J[2^n]$. Below we will freely use one a well-known identity of the Weil pairing ([13], Lemma 16.1): for $n \geq m$ and $P, Q \in J[2^n]$,

$$e_2^{(n)}(P, Q) = e_2^{(m)}(2^{n-m}P, 2^{n-m}Q).$$  \hspace{1cm} (4.1)

For any $n \geq 0$, we say that a subgroup $N < J[2^n]$ is Weil isotropic if $\bar{e}_2^{(n)}(P, Q) = 1$ for all $P, Q \in N$, and that it is maximal Weil isotropic if it is not properly contained in any other Weil isotropic subgroup of $J[2^n]$. More generally, for any module over any ring which is equipped with an alternating bilinear pairing, we define “isotropic” and “maximal isotropic” similarly.

**Lemma 4.1.1.** Let $M$ be a free module of (finite) even rank $2m$ over a finite commutative ring $\Sigma$, equipped with a nondegenerate alternating bilinear pairing $e : M \times M \to \Sigma$. Then an isotropic submodule of $M$ is maximal isotropic if and only if it has cardinality $|\Sigma|^m$.

**Proof.** Let $N$ be an isotropic submodule of $M$, and let $N^\perp = \{m \in M | e(m, n) = 0 \ \forall n \in N\}$. Since $N$ is isotropic, $N \subseteq N^\perp$. Clearly, $N$ is a maximal isotropic submodule if and only if $N = N^\perp$; thus, it suffices to show that $|N^\perp| = |M|/|N| = |\Sigma|^{2m}/|N|$.

Define a map from $M$ to its dual space $M^\ast$ given by $m \mapsto e(\cdot, m)$. Since $e$ is nondegenerate, this is an isomorphism. Moreover, it maps $N^\perp$ to the submodule $\{\alpha \in M^\ast | \alpha(N) = 0\} \cong (M/N)^\ast$, which has cardinality $|M/N|$. Thus, $N^\perp$ has cardinality equal to $|M|/|N|$, as desired.

**Lemma 4.1.2.** Let $M$ be a vector space of dimension $4$ over $\mathbb{F}_2$, equipped with a nondegenerate alternating bilinear pairing $e : M \times M \to \mathbb{F}_2$. Then $M$ has exactly 15 maximal isotropic subspaces.

**Proof.** This is well known and can be proved using elementary methods, for instance, choosing a symplectic basis of $M$ and checking all subspaces of dimension $2$. Alternately, one can prove the lemma in the case of $M = J[2]$ by noting that, as in the proof of Proposition 4.1.11(a), there are exactly 15
permutation equivalence class representatives $R \in R$ with $|R| = B$, which are in one-to-one correspondence with the maximal Weil isotropic subgroups of $J[2]$ as a result of Proposition 4.1.4.

Lemma 4.1.3. Let $J$ be the Jacobian of a curve, whose principal polarization determines a Weil pairing $e_2 : T_2(J) \times T_2(J) \to T_2(\mu)$. Let $J'$ be another abelian variety, and let $\phi : J \to J'$ be an isogeny whose kernel is a maximal Weil isotropic subgroup of $J[2]$. Then $J'$ has a principal polarization which determines a Weil pairing $e_2' : T_2(J') \times T_2(J') \to T_2(\mu)$, and $e_2'(\phi(P), \phi(Q)) = e_2(P, Q)^2$ for all $P, Q \in J[2^\infty]$.

Proof. Let $\lambda : J \sim \to J^\vee$ (resp. $\lambda' : J' \sim \to (J')^\vee$) be the canonical principal polarization on $J$ (resp. on $J'$), and let $\phi^\vee : (J')^\vee \to J^\vee$ be the dual isogeny corresponding to $\phi$. Then Proposition 16.8 of [13], applied to the polarization $2\lambda$, shows that $\phi^\vee \circ \lambda' \circ \phi = 2\lambda$. By Lemma 16.2(c) of [13],

$$e_2'(\phi(P), \phi(Q)) = e_2(P, \phi^\vee \circ \lambda' \circ \phi(Q)) = e_2(P, 2Q) = e_2(P, Q)^2.$$

Lemma 4.1.4. Let $J$ be the Jacobian of the hyperelliptic curve $C$ defined over $K$ by (3.1), where the degree is any integer $d \geq 3$. With notation as in Proposition 1.2.1, let $P, P' \in J[2]$ be represented by divisors $e_U$ and $e_{U'}$ respectively, where $U$ and $U'$ are even-cardinality subsets of the set of branch points $B$ of $C$. Then $e_2(1)(P, P') = (-1)^{|U \cap U'|} \in \mu_2$.

Proof. First assume that $U$ and $U'$ are disjoint; we will show that $e_2(P, P') = 1$. If one of these sets is empty, say $U$, then $P = 0 \in J[2]$ and $e_2(1)(P, P') = 1$ and we are done, so assume that $U$ and $U'$ are both nonempty. If $U \cup U' = B$, then $P = P'$ by Proposition 1.2.1 and $e_2(1)(P, P') = 1$ and we are done. Now assume that $U \cup U' \subset B$, and let $\beta \in \mathbb{P}_K \setminus \{\infty\}$ be a branch point in $B \setminus (U \cup U')$. Then if $d$ is odd (resp. if $d$ is even), $|U'|(\infty_1) - |U'|(\beta, 0) \in \text{Div}^0(C)$ (resp. $\frac{|U'|}{2}(\infty_1) + \frac{|U'|}{2}(\infty_2) - |U'|(\beta, 0) \in \text{Div}^0(C)$) is the principal divisor of the function $(x - \beta)^{-|U'|/2} \in K(C)$; adding this principal divisor to $e_U$, we see that $P'$ is represented by the divisor $D_{P'} := \sum_{\alpha \in U'}(\alpha, 0) - |U'|(\beta, 0) \in \text{Div}^0(C)$. Now it is clear that $D_P := e_U$ and $D_{P'}$ are divisors representing $P$ and $P'$ respectively which have disjoint support. It is then shown in [11] (VI, §4, Theorem 12) that $e_2(1)(P, P')$ may be determined as follows. Let $f_P$
and \( f_{P'} \) be functions in \( \bar{K}(C) \) whose principal divisors are \( 2D_P \) and \( 2D_{P'} \) respectively; then
\[
\bar{e}_2^{(1)}(P, P') = \frac{f_P(D_{P'})}{f_{P'}(D_P)},
\]
(4.3)
where the evaluation of a function in \( \bar{K}(C) \) at a divisor in \( \text{Div}^0(C) \) is defined multiplicatively. One checks that we may take \( f_P = \prod_{\alpha \in U}(x - \alpha) \) and \( f_{P'} = (x - \beta)^{-|U'|/2} \prod_{\alpha' \in U'}(x - \alpha') \). Then we compute
\[
\bar{e}_2^{(1)}(P, P') = \frac{\prod_{\alpha \in U, \alpha' \in U'}(\alpha' - \alpha) \prod_{\alpha \in U}(\beta - \alpha)^{-|U'|/2}}{\prod_{\alpha' \in U', \alpha \in U'}(\alpha - \alpha') \prod_{\alpha \in U}(\alpha - \beta)^{-|U'|/2}} = 1 = (-1)^{|U \cap U'|}.
\]
(4.4)

Now suppose that \( U \) and \( U' \) are nonempty subsets whose intersection has even cardinality. Let \( U'' = U \cap U' \), and let \( P'' \in J[2] \) be the point represented by the divisor \( e_{U''} \in \text{Div}^0(C) \). Clearly \( P - P'' \) and \( P' - P'' \) are represented by \( e_{U \setminus U'} \) and \( e_{U' \setminus U''} \) respectively; note that the sets \( U \setminus U'', U' \setminus U'' \), and \( U'' \) are mutually disjoint. Using what we have shown above, we see that
\[
\bar{e}_2^{(1)}(P - P'', P' - P'') = \bar{e}_2^{(1)}(P - P'', P''') = \bar{e}_2^{(1)}(P'', P' - P'') = \bar{e}_2^{(1)}(P'', P'') = 1.
\]
Then by bilinearity of \( \bar{e}_2^{(1)} \),
\[
\bar{e}_2^{(1)}(P, P') = \bar{e}_2^{(1)}((P - P'') + P'', (P' - P'') + P'') = 1 = (-1)^{|U \cap U'|}.
\]  
(4.5)

Finally, suppose that \( U \) and \( U' \) are nonempty subsets whose intersection has odd cardinality. Assume further that \( \bar{e}_2^{(1)}(P, P') = 1 \). One checks that for any other subset \( U'' \subset B \) such that \( |U \cap U''| \) is odd, \( |U \cap (U'' \cup U'')| \) is even, where \( U'' \cup U'' \) denotes the symmetric difference of \( U \) and \( U' \). Note that if \( P'' \in J[2] \) is the point represented by \( e_{U''} \), then \( P' + P'' \in J[2] \) is represented by \( e_{U' \cup U''} \). Then, by bilinearity, and the fact that \( \bar{e}_2^{(1)}(P, P' + P'') = 1 \) since \( |U \cap (U' \cup U'')| \) is even, we have \( \bar{e}_2^{(1)}(P, P'') = 1 \). Since \( U'' \) was chosen arbitrarily, it follows that \( \bar{e}_2^{(1)}(P, Q) = 1 \) for any \( Q \in J[2] \), which contradicts the nondegeneracy of the Weil pairing. Thus, \( \bar{e}_2^{(1)}(P, P') = -1 = (-1)^{|U \cap U'|} \), and the statement is proved for all cases.

\[\square\]

4.1.2 Equivalence classes of isotropic rank-4 \( \mathbb{Z}_2 \)-lattices

We return to the assumption that the degree of the hyperelliptic curve \( C \) is \( d = 5 \) or \( d = 6 \), so that \( C \) has genus 2 and its Jacobian \( J \) is an abelian
furnishes a bijection between the vertices of \( L \) and the finite subgroups of \( J[2^n] \) which do not contain all of \( J[2] \). Now we define \( S \) to be the induced subgraph of \( L \) whose set of vertices \( |S| \subset |L| \) consists of all vertices mapping under this bijection to subgroups of \( J[2^n] \) which are maximal Weil isotropic in \( J[2^n] \) for some \( n \geq 0 \).

In order to prove our result on the structure of \( S \) (Proposition 4.1.6), we first need some lemmas.

**Lemma 4.1.5.** Let \( v \) be a vertex of \( S \); let \( N_v \) be the subgroup of \( J[2^n] \) corresponding to it as in Theorem 3.1.1, and let \( m(v) \) be the (unique) integer such that \( N_v < J[2^{m(v)}] \) is maximal Weil isotropic. Let \( v' \) be a vertex adjacent to \( v \), and let \( N_{v'} \) and \( m(v') \) be defined similarly. Then,

a) \( N_v \) has rank 2 or 3; and

b) either \( m(v') = m(v) + 1 \) and \( N_{v'} > N_v \), or \( m(v') = m(v) - 1 \) and \( N_{v'} < N_v \). In either case, the induced quotient is isomorphic to \( \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \).

**Proof.** Since \( J[2^{m(v)}] \) is a free \( \mathbb{Z}/2^{m(v)}\mathbb{Z} \)-module of rank 4, \( N_v \) may be viewed as a \( \mathbb{Z}/2^{m(v)}\mathbb{Z} \)-module of rank at most 4. By Lemma 4.1.1, the order of \( N_v \) is \( 2^{2n} \), which forces the rank to be at least 2. If the rank of \( N_v \) were equal to 4, \( N_v \) would contain \( J[2] \), so \( r = 2 \) or \( r = 3 \), which is the statement of (a).

Let \( \Lambda' \) and \( \Lambda \) be lattices representing \( v' \) and \( v \) respectively such that one lattice is contained in the other with quotient isomorphic to \( \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). Then, after possibly replacing \( \Lambda' \) with \( 2^{-1}\Lambda' \) and then possibly multiplying both lattices by a suitable scalar, one can assume that \( \Lambda \) contains \( \Lambda_0 \) but not \( 2^{-1}\Lambda_0 \) and that \( \Lambda' > \Lambda \) with \( \Lambda'/\Lambda \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). The latter condition implies that \( \Lambda' \) does not contain \( 2^{-1}\Lambda \). Clearly \( 2^{m(v)+1} \) kills both \( \Lambda/\Lambda_0 \) and \( \Lambda'/\Lambda_0 \), and as in the proof of Proposition 3.1.1(b), each may be identified with a subgroup of \( J[2^{m(v)+1}] \). As in the proof of Proposition 3.1.1(b), \( \Lambda/\Lambda_0 \cong N_v < J[2^{m(v)}] \); meanwhile, we denote the subgroup of \( J[2^{m(v)+1}] \) identified with \( \Lambda'/\Lambda_0 \) by \( N' \). Then \( N' < J[2^{m(v)+1}] \) is a subgroup containing \( N_v < J[2^{m(v)}] \) with \( N'/N_v \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \).

If \( N' \) does not contain \( J[2] \), then clearly \( N' = N_{v'} \) and \( m(w) = m(\bar{w}) + 1 \). To prove (b), it suffices to prove that if \( N' \) does contain \( J[2] \), then \( m(w) = m(\bar{w}) - 1 \), and \( N_{v'} < N_v \) with quotient isomorphic to \( \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). Indeed, \( 2N' < N_v \) since \( N'/N_v \) has exponent 2. Then \( 2N' \) cannot contain \( J[2] \) since \( N_v \) does not, so \( 2\Lambda' \) does not contain \( 2^{-1}\Lambda_0 \). Thus, \( 2\Lambda \) is the unique lattice representing \( v' \) which contains \( \Lambda_0 \) but not \( 2^{-1}\Lambda_0 \). Then by the definition of \( S \),
Proof. We first show that $N_v' = 2N'$. Since $|2N'| = |N'|/|J[2]| = 2^{2(m(v)-1)}$, it follows from Lemma 4.1.1 that $N_v' = 2N'$ is maximal Weil isotropic in $J[2^{m(v)-1}]$, so $m(v') = m(v) - 1$. Moreover, the fact that $N'/N_v \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$ and $N'/N_v' = N'/2N'$ implies that $N_v/N_v' \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$, as desired.

Proposition 4.1.6. With the above definition, $S$ is a connected, 15-regular graph.

Proof. We first show that $S$ is connected by proving that for any vertex $v \in |S|$, there is a path from $v$ to the root $v_0$. This is trivially true for $v = v_0$. For any vertex $v \in |S|$, let $N_v$ be the subgroup corresponding to it in the definition of $S$, and let $m(v)$ be the (unique) integer such that $N_v < J[2^{m(v)}]$ is a maximal Weil isotropic subgroup not containing $J[2]$. Choose a vertex $v \neq v_0$, and assume inductively that the claim holds for $n = m(v) - 1$. By Lemma 4.1.5, $N_v$ has rank 2 or 3. If the $N_v$ has rank 2, then $N_v$ is generated by two elements $P_1$ and $P_2$ each of order $2^{m(v)}$, and we define the subgroup $N' < N_v$ to be $\langle 2P_1, 2P_2 \rangle$. If $N_v$ has rank 3, then some element of $N_v$ has order $2^{m(v)}$; otherwise $e_2^{(m(v))}(P, Q) = 1$ for all $P \in N_v$ and all $Q \in J[2]$, and by maximality, $N_v$ would contain $J[2]$. We assume without loss of generality that $N_v$ is generated by elements $P_1$, $P_2$, and $P_3$, where $P_1$ has order $2^{m(v)}$; in this case we define the subgroup $N' < N_v$ to be $\langle 2P_1, 2P_2, P_3 \rangle$. In either case, we have $N' < J[2^{m(v)}]$.

It is easy to show that $N'$ is Weil isotropic in $J[2^{m(v)}]$ using the identity in (4.1). Moreover, in either case, $N'$ has order $2^{2m(v)-1}$, so Lemma 4.1.1 implies that $N'$ is a maximal Weil isotropic subgroup of $J[2^{m(v)}]$ and represents a vertex $v' \in |S|$. Since in either case, $N'/N_v$ and $N_v/N'/\cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$, $v'$ is connected to $v$ by an edge. Then by the inductive assumption, there is a path from $v'$ to $v_0$, and so there is also a path from $v$ to $v_0$. Thus, $S$ is connected.

We now prove that $S$ is 15-regular. First of all, Lemma 4.1.2 implies that there are exactly 15 maximal Weil isotropic subgroups of $J[2]$, which implies that there are exactly 15 vertices adjacent to $v_0$. Now let $v$ be any vertex different from $v_0$, and let $N_v$ be the corresponding maximal Weil isotropic subgroup of $J[2]$ not containing $J[2]$. Lemmas 4.1.1 and 4.1.3 imply that a subgroup $N' < J[2^{m(v)+1}]$ containing $N_v$ is maximal Weil isotropic if and only if $N'/N_v$ is a maximal Weil isotropic subgroup of $(J/N_v)[2]$. Since Lemma 4.1.2 implies that there are exactly 15 maximal Weil isotropic
subgroups of $(J/N_v)[2]$, it follows that there are exactly 15 maximal Weil isotropic subgroups of $J[2^{m(v)+1}]$ which contain $N_v$.

It will now suffice to produce a bijection between the vertices adjacent to $v$ and the 15 maximal Weil isotropic subgroups of $J[2^{m(v)+1}]$ containing $N_v$. Suppose that $v'$ is a vertex adjacent to $v$, and let $N_{v'}$ and $N_v$ be the subgroups of $J[2^\infty]$ corresponding to $v'$ and $v$ respectively via Theorem \[3.1.1\](b). Let $m(v)$ be the (unique) integer such that $N_v < J[2^{m(v)}]$ is maximal Weil isotropic. Then Lemma \[4.1.5\] implies that $N_{v'}$ is a maximal Weil isotropic subgroup either of $J[2^{m(v)+1}]$ or of $J[2^{m(v)-1}]$. In the former case, let $N' = N_{v'}$, and in the latter case, let $N' = 2^{-1}N_{v'}$, as in the proof of Lemma \[4.1.1\](b)). In either case, we claim that $N' < J[2^{m(v)+1}]$ is Weil isotropic. Indeed, this is true by construction if $N' = N_{v'}$, and if $N' = 2^{-1}N_{v'}$, then for any $P,Q \in N'$, one easily shows using the identity (4.1) that $e_2^{(m(v)+1)}(P,Q) = e_2^{(m(v)-1)}(2P,2Q) = 1$. By checking the order of $N'$ and applying Lemma \[4.1.1\] we verify that $N'$ is a maximal Weil isotropic subgroup of $J[2^{m(v)+1}]$. As in the proof of Lemma \[4.1.5\](b), $N' > N_v$.

Now assume conversely that $N'$ is a maximal Weil isotropic subgroup of $J[2^{m(v)+1}]$ which contains $N_v$. Again, Lemmas \[4.1.1\] and \[4.1.3\] imply that $N'/N_v$ is a maximal Weil isotropic subgroup of $(J/N_v)[2]$. Any nontrivial subgroup of $(J/N_v)[2]$ has exponent 2, so $N'/N_v \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$. By an argument similar to the one used in the proof of Lemma \[4.1.5\] if $N' > J[2]$, then $2N' < N_v$ and $N_v/2N' \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$. Now if $N'$ does not contain $J[2]$ (resp. $N'$ contains $J[2]$), by the construction used in the proof of Proposition \[4.1.1\](b), $N'$ and $N_v$ (resp. $2N'$ and $N_v$) correspond to lattices $\Lambda'$ and $\Lambda$ each containing $\Lambda_0$ but not $2^{-1}\Lambda_0$, and $\Lambda' > \Lambda$ (resp. $\Lambda > \Lambda'$) with quotient isomorphic to $\mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$. Then by the definition of $S$, the vertex $v' \in |S|$ represented by $\Lambda'$ is adjacent to $v$, and we are done.

\[\square\]

**Remark 4.1.7.** a) The graph $S$ is not simply connected; in particular, there exist vertices in $|S|_2$ with two distinct simple paths to the root. Assume \{\(P_1, P_2, Q_1, Q_2\)\} is a symplectic basis of the free $\mathbb{Z}/4\mathbb{Z}$-module $J[4]$, and consider, for example, the vertex corresponding to the maximal Weil isotropic subgroup $N := \langle 2P_1, P_2, 2Q_1 \rangle < J[4]$. Then $\langle 2P_1, 2P_2 \rangle$ and $\langle 2P_2, 2Q_1 \rangle$ are distinct maximal Weil isotropic subgroups of $J[2]$ which are both contained in $N$ with quotient isomorphic to $\mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z}$.

b) A graph can be constructed for a Jacobian of any dimension $g$ in an analogous manner to $S$. In general, the graph is still connected and regular,
but is only simply connected if \( g = 1 \) (in which case it is the tree \( \mathcal{L} \) from Chapter 3).

### 4.1.3 A 15-regular tree

We want to define a “decoration” on a tree, as we did in Chapter 3; however, as is observed in Remark 4.1.7(a), \( S \) is not a tree. However, since \( S \) is connected and 15-regular with basepoint \( v_0 \), it has a universal covering graph which is a 15-regular tree, which we denote by \( T \). Each vertex \( w \in |T| \) corresponds to a non-backtracking path in \( S \) beginning at \( v_0 \), which we write as a sequence of vertices \( \{v_0, v_1, ..., v_n\} \) with each \( v_i \in |S| \) and \( v_{i-1} \) and \( v_i \) adjacent for \( 1 \leq i \leq n \). We designate \( w_0 := \{v_0\} \) as the root of the tree \( T \).

Since \( T \) is a tree, one may define the “distance” between two vertices in \(|T|\) to be the number of edges in a simple path connecting them. For any integer \( n \geq 0 \), let \( |T|_n \) (respectively \( |T|_{\leq n}, |T|_{\geq n} \)) denote the subset of vertices of \( T \) which are of distance \( n \) (respectively \( \leq n, \geq n \)) from the root \( v_0 \). The fact that \( T \) is a tree also implies that each vertex \( v \in |T|_n \) for \( n \geq 1 \) has exactly one “parent”, that is, a unique vertex \( \tilde{v} \in |T|_{n-1} \) of distance 1 from \( v \).

**Proposition 4.1.8.** For any \( v \in |S| \), let \( N_v \) be the maximal Weil isotropic subgroup of \( J[2^m] \) for some \( m \) not containing \( J[2] \) which uniquely corresponds to \( v \) as in the definition of \( S \). For any \( w = \{v_0, ..., v_n\} \in |T| \), let \( m(w) \) be the unique integer such that \( N_{v_n} < J[2^{m(w)}] \) is a maximal Weil isotropic subgroup. Then,

a) \( m(w) \leq n \) and \( n - m(w) \) is even.

Let \( N_w = 2^{(m(w)-n)/2}N_{v_n} \). Then the assignment \( w \mapsto N_w \) has the following properties.

b) If \( w \in |T|_n \), then \( N_w \) is a maximal Weil isotropic subgroup of \( J[2^n] \); and

c) If \( w \in |T|_n \) for \( n \geq 1 \), and \( \tilde{w} \in |T|_{n-1} \) is its parent vertex, then \( N_w > N_{\tilde{w}} \) and \( N_w/N_{\tilde{w}} \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \).

**Proof.** If \( w \in |T|_1 \), then \( w = \{v_0, v_1\} \) and \( N_{v_1} \) is a maximal Weil isotropic subgroup of \( J[2] \), so \( m(w) = 1 \) and parts (a) is clear. Thus, the claim of (a) is proven for \( n = 1 \) (note that (a) is trivially true for \( n = 0 \)). Choose \( n \geq 2 \), and assume inductively that all the claims are true for \( n - 1 \). Choose \( w = \{v_0, v_1, ..., v_n\} \in |T|_n \); then we may apply the inductive assumptions to \( \tilde{w} = \{v_0, v_1, ..., v_{n-1}\} \in |T|_{n-1} \). Lemma 4.1.5(b) implies that either \( m(w) = m(\tilde{w}) + 1 \) or \( m(w) = m(\tilde{w}) - 1 \). In the former case, we have \( n - m(w) = (n -
1) \( m(\bar{w}) \), and in the latter case, we have \( n - m(w) = (n - 1) - m(\bar{w}) + 2 \). So in either case, the inductive assumption implies that \( m(v) \leq n \) and \( n - m(w) \) is even, thus proving part (a).

Let \( P, Q \in N_w \). Then \( 2^{(n-m(w))/2}P, 2^{(n-m(w))/2}Q \in N_{v_n} \) and, using the identity in (4.1), we have \( \bar{e}_{2(n)}(P, Q) = 1 \). Thus, \( N_w \) is a Weil isotropic subgroup of \( J[2^n] \). Since \( N_{v_n} < J[2^{m(w)}] \) is maximal Weil isotropic, by Lemma 4.1.1, \( |N_{v_n}| = 2^{2m(w)} \). Then

\[
|N_w| = |N_{v_n}| \cdot |J[2^{(n-m(w))/2}]| = 2^{2m(w)} \cdot 2^{2(n-m(w))} = 2^{2n}. \tag{4.6}
\]

Now Lemma 4.1.1 implies that \( N_w \) is maximal Weil isotropic in \( J[2^n] \), thus proving part (b).

Lemma 4.1.5(b) implies that if \( m(w) = m(\bar{w}) + 1 \), then \( N_{v_n} > N_{v_n - 1} \) with quotient isomorphic to \( \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). But \( N_w = 2^{(m(w)-n)/2}N_{v_n} \) and \( N_{\bar{w}} = 2^{(m(w)-n)/2}N_{v_n-1} \), and it follows immediately that \( N_w > N_{\bar{w}} \) with \( N_w/N_{\bar{w}} \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). Lemma 4.1.5(b) also implies that if \( m(w) = m(\bar{w}) - 1 \), then \( N_{v_n - 1} < N_{v_n} \) with quotient isomorphic to \( \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). But \( N_w = 2^{(m(w)-n)/2}N_{v_n} \) and \( N_{\bar{w}} = 2^{(m(w)-n)/2}N_{v_n-1} \), and it follows immediately again that \( N_w > N_{\bar{w}} \) with \( N_w/N_{\bar{w}} \cong \mathbb{Z}/2\mathbb{Z} \oplus \mathbb{Z}/2\mathbb{Z} \). Thus, part (c) is proved.

\[\square\]

Remark 4.1.9. Note that for general \( w, w' \in [T] \), \( N_w \) may contain \( J[2] \), and that \( N_w = N_{w'} \) does not imply that \( w = w' \).

### 4.1.4 Decorations on 15-regular trees

Consider the set \( \mathcal{R} \) consisting of all ordered triples \((R_1, R_2, R_3)\), where the \( R_i \)'s are pairwise disjoint (unordered) 2-element subsets of \( \mathbb{P}_K^1 = K \cup \{\infty\} \). We say that two such triples \((R_1, R_2, R_3), (R'_1, R'_2, R'_3) \in \mathcal{R} \) are permutation equivalent if there is a permutation \( \sigma \) on \( \{1, 2, 3\} \) such that \( R'_i = R_{\sigma(i)} \) for \( i = 1, 2, 3 \). Let \( \mathcal{R}' \) be the set of permutation equivalence classes of such triples; we will write \([(R_1, R_2, R_3)] \in \mathcal{R}' \) for the equivalence class of a triple \((R_1, R_2, R_3) \). If \( R = [(R_1, R_2, R_3)] \in \mathcal{R}' \), let \(|R| := R_1 \cup R_2 \cup R_3 \subset \mathbb{P}_K^1 \); clearly this set has cardinality 6 and is well-defined regardless of the choice of representative for \( R \).

Define \( M : \mathcal{R} \to M_3(\bar{K}) \) to be the map which sends \((R_1, R_2, R_3)\) = \((\{r_{1,1}, r_{1,2}\}, \{r_{2,1}, r_{2,2}\}, \{r_{3,1}, r_{3,2}\}) \in \mathcal{R} \) to the 3-by-3 matrix \( M(R) \) with entries in \( \bar{K} \) defined as follows. If \( \infty \notin R_i \), then the \( i \)th row of \( M(R) \) is
(r_{i,1} r_{i,2}, -(r_{i,1} + r_{i,2}), 1). If ∞ ∈ R_i and we assume without loss of generality that r_{i,2} = ∞, then the ith row of M(R) is (-r_{i,1}, 1, 0).

Let U ⊂ M_3(\bar{K}) be the subset of matrices A = (A_{i,j}) such that A_{i,3}x^2 + A_{i,2}x + A_{i,1} ∈ \bar{K}[x] is a squarefree polynomial of degree 1 or 2 for each i, and such that A_{i,3} = 0 for at most one i ∈ {1, 2, 3}. Note that M(\mathcal{R}) ⊂ U. Now define N : U → \mathcal{R} as follows. Let A = (A_{i,j}) be a matrix in U. Then if A_{i,3} ≠ 0, let R_i be the set of roots of the (squarefree) quadratic polynomial A_{i,3}x^2 + A_{i,2}x + A_{i,1} ∈ \bar{K}[x], and if A_{i,3} = 0, let R_i = \{-A_{i,1}/A_{i,2}, ∞\}. It is easy to check that N ∘ M is the identity function on \mathcal{R}.

For any matrix A ∈ M_3(\bar{K}), let

\[ A^\vee = \begin{bmatrix} 0 & 0 & 1 \\ 0 & -2 & 0 \\ 1 & 0 & 0 \end{bmatrix} \quad \text{adj}(A), \]

where \text{adj}(A) := \det(A)A^{-1} denotes the adjugate of A.

If (R_1, R_2, R_3) ∈ \mathcal{R} such that M((R_1, R_2, R_3)^\vee) ∈ M(\mathcal{R}), then we assign Ri((R_1, R_2, R_3)) = N(M((R_1, R_2, R_3)^\vee)). It turns out (see Proposition 4.1.11(b) below) that Ri((R_1, R_2, R_3)) is defined for any (R_1, R_2, R_3) ∈ \mathcal{R}. Moreover, this map Ri clearly respects permutation equivalence, so it descends to a map Ri : \bar{\mathcal{R}} → \bar{\mathcal{R}}, which we call the Richelot operator on \bar{\mathcal{R}}.

**Definition 4.1.10.** A decoration on the 15-regular tree T is a map Ψ : |T|_{≥1} → \bar{\mathcal{R}} with the following properties:

1. For any two distinct vertices w, w′ ∈ |T|_{≥1} with the same parent vertex, Ψ(w) ≠ Ψ(w′).
2. For any vertex w ∈ |T|_1, |Ψ(w)| = {α_i}^{5}_{i=1} ∪ {∞} if d = 5, and |Ψ(w)| = {α_i}^{6}_{i=1} if d = 6.
3. For any vertex w ∈ |T|_{≥2}, |Ψ(w)| = |Ri(Ψ(\bar{w}))| but Ψ(w) ≠ Ri(Ψ(\bar{w})).

The following proposition shows that there exists a decoration on T.

**Proposition 4.1.11.** Let Ψ be a decoration on T. Then we have the following:

1. There are exactly 15 permutation equivalence classes R ∈ \bar{\mathcal{R}} with the property that |R| = {α_i}^{5}_{i=1} ∪ {∞}.
2. The Richelot operator Ri is defined for all permutation classes in \bar{\mathcal{R}} (in particular, Ri(Ψ(w)) is defined for any w ∈ |T|_{≥1}).
3. For any w ∈ |T|_{≥1}, up to permutation equivalence, there are exactly 14 permutation equivalence classes R ∈ \bar{\mathcal{R}} such that |R| = |Ri(Ψ(w))| but R ≠ Ri(Ψ(w)).
Remark 4.1.12. Proposition 4.1.11 implies that a decoration exists via the following argument. For each \( N \geq 1 \), define \( F_N \) to be the set of all functions \( \Psi : \{v \in |T| \leq N \setminus \{v_0\} \to \bar{K} \) which satisfy Definition 4.1.10 for \( v \in |T| \leq N \setminus \{v_0\} \). Clearly, each \( F_N \) is finite, and for each \( N < N' \), there is a map \( F_{N'} \to F_N \) by restriction, so it will suffice to show that each \( F_N \) is nonempty (because the inverse limit of nonempty sets is also nonempty). Part (a) implies that \( F_1 \) is nonempty, and parts (b) and (c) show that if \( F_N \) is nonempty, then so is \( F_{N+1} \); thus, \( F_N \) is nonempty for all \( N \) as desired.

Proof. Note that there are exactly \( \frac{1}{3!} \binom{6}{2} \binom{4}{2} \binom{2}{2} = 15 \) partitions of 6 objects into 3 pairs. It immediately follows that if \( S \) is any element of \( \bar{R} \), there are 15 partitions of the 6 elements of \( |S| \) into 3 pairs, and thus, there are 15 permutation equivalence classes \( R \) such that \( |R| = |S| \). Part (a) follows from the fact that \( \{\alpha_i\}_{i=1}^5 \cup \{\infty\} \) is a set of 6 objects. Let \( (R_1, R_2, R_3) \) be a representative of a permutation equivalence class in \( R \in \bar{R} \), and let \( A = M((R_1, R_2, R_3)) \). Then the polynomial \( \prod_{i=1}^3 ((A')_i,1)x + (A')_i,2x + (A')_i,3x^2) \in \bar{K}[x] \) is squarefree and has degree 5 or 6. By Lemma 8.4.2 of [29], \( \prod_{i=1}^3 ((A')_i,1)x + (A')_i,2x + (A')_i,3x^2) \in \bar{K}[x] \) is also squarefree of degree 5 or 6. Then \( A' \in U \), so \( \text{Ri}(R) = N(A') \) is defined, thus proving part (b). In particular, for any \( w \in |T| \geq 1 \), \( \text{Ri}(\Psi(w)) \) is defined and \( |\text{Ri}(\Psi(w))| \subset \mathbb{P}^1_K \) has cardinality 6. Part (c) then follows from the same combinatorial argument as was used to prove (a).

\[ \square \]

4.2 Field of dyadic torsion for genus 2

Let \( G \) be the image of the natural homomorphism \( \rho_2 : \text{Gal}(\bar{K}/K) \to \text{GL}(T_2(J)) \) = \( \text{Aut}_{Z_2}(T_2(J)) \). As in §2.3.2, for any integer \( n \geq 0 \), we write \( \rho_2^{(n)} : \text{Gal}(K_n/K) \to \text{GL}(J[2^n]) \) for the homomorphism induced by the natural Galois action on \( J[2^n] \), and denote its image by \( \bar{G}^{(n)} \). Let \( G(n) \) denote the kernel of the natural surjection \( G \to \bar{G}^{(n)} \); it is the image under \( \rho_2 \) of the normal subgroup \( \text{Gal}(\bar{K}/K_n) \triangleleft \text{Gal}(\bar{K}/K) \). Note that \( G(0) = G \). For any extension field \( K' \) of \( K \), let \( K' \langle \mu_2 \rangle = \bigcup_{n=1}^\infty K' \langle \zeta_{2^n} \rangle \).

We now state the main theorem, which we will prove in the remainder of this section.

Theorem 4.2.1. Assume the above notation, and let \( \Psi \) be a decoration on \( T \). Set
\[ K'_{\infty} := K(\{\Psi(v)\}_{v \in T \setminus \{v_0\}}). \]

a) Choose \( i, j \in \{1, 2, ..., 5\} \) with \( i \neq j \), and choose an element \( \alpha_{ij} \in K \) whose square is \( \alpha_i - \alpha_j \) (resp. \( (\alpha_i - \alpha_j) \prod_{l \neq i, j} (\alpha_l - \alpha_6) \)) if \( d = 5 \) (resp. if \( d = 6 \)). Then we have

\[ K_{\infty} = K'_{\infty}(\alpha_{ij})(\mu_2). \]

b) Any Galois automorphism whose image under \( \rho_2 \) is the scalar matrix \(-1 \in \Gamma(2) \) acts on \( K_{\infty} \) by fixing \( K'_{\infty}(\mu_2) \) and sending \( \alpha_{ij} \) to \(-\alpha_{ij} \) for \( 1 \leq i, j \leq 5, i \neq j \).

### 4.2.1 The Richelot isogeny

We define the Richelot isogeny following [29] (see also [9]). The statements of all results in this section assume that the ground field is \( K \), although all results remain true for any algebraic extension of \( K \). If \( f \in K[x] \) is a square-free polynomial of degree 5 or 6 and \( f = g_1g_2g_3 \) with each \( g_i \in K[x] \) a linear or quadratic polynomial, we will refer to the triple \((g_1, g_2, g_3)\) as a quadratic splitting (of \( f = g_1g_2g_3 \)). (Note that if \((g_1, g_2, g_3)\) is a quadratic splitting, at most one of the \( g_i \)'s is linear.) For any quadratic splitting \((g_1, g_2, g_3)\), where each \( g_i = g_{ij}x^2 + gi_2x + gi_1 \) with each \( g_{ij} \in K \), let \( g \) be the matrix in \( M_3(K) \) whose \((i, j)\)th entry is \( g_{ij} \).

Now for any quadratic splitting \((g_1, g_2, g_3)\), for \( i = 1, 2, 3 \), if \( g_i \) is quadratic, let \( R_{g_i} \) be the set of roots of \( g_i \), and if \( g_i \) is linear, let \( R_{g_i} = \{\alpha, \infty\} \) where \( \alpha \) is the zero of \( g_i \). Then \((R_{g_1}, R_{g_2}, R_{g_3})\) is clearly an element of \( \mathcal{R} \).

For two polynomials \( g_1, g_2 \in K[x] \), we denote \([g_1, g_2] = g_1g_2 - g_2g_1'\), where the ' symbol indicates the derivative. If \((g_1, g_2, g_3)\) is a quadratic splitting, write \( \operatorname{Ri}(g_1, g_2, g_3) = (h_1, h_2, h_3) \), where \( h_i = [h_{i+1}, h_{i+2}] \) for \( i = 1, 2, 3 \) (here we are treating \( i \) as an element of \( \mathbb{Z}/3\mathbb{Z} \)), and we say that \( \operatorname{Ri}(g_1, g_2, g_3) \) is the Richelot isogenous quadratic splitting. The next proposition shows that applying \( \operatorname{Ri} \) to a quadratic splitting is compatible to applying \( \operatorname{Ri} \) to the corresponding element of \( \mathcal{R} \).

**Proposition 4.2.2.** Let \((g_1, g_2, g_3)\) be a quadratic splitting; let \((h_1, h_2, h_3) = \operatorname{Ri}(g_1, g_2, g_3); \) and assume the above notation. Then we have \((R_{h_1}, R_{h_2}, R_{h_3}) = \operatorname{Ri}(R_{g_1}, R_{g_2}, R_{g_3}) \in \mathcal{R} \). In particular, \((R_{h_1}, R_{h_2}, R_{h_3}) \) is an element of \( \mathcal{R} \), or equivalently, \( h_1h_2h_3 \) is squarefree of degree 5 or 6.
Proof. The first statement is straightforward to check through computation, in particular, by proving the identity $h = g^\nu$ (where $h$ is the matrix defined for $(h_1, h_2, h_3)$ as $g$ was for $(g_1, g_2, g_3)$). The fact that $h_1 h_2 h_3$ is squarefree of degree $5$ or $6$ follows from the first statement and Proposition 4.1.11(b) and is the statement of Lemma 8.4.2 in [29] in any case.

Recall that $C$ is a hyperelliptic curve of degree $d = 5$ or $d = 6$. As in Chapter 1, let $B \subset \mathbb{P}_K^1$ be the subset consisting of the $x$-coordinates of the branch points of $C$, where the $x$-coordinate of a point at infinity is $\infty \in \mathbb{P}_K^1$, so $B = \{x_i\}_{i=1}^{5} \cup \{\infty\}$ if $d = 5$ and $B = \{x_i\}_{i=1}^{6}$ if $d = 6$.

We define a bijection between the maximal Weil isotropic subgroups of $J[2]$ and the permutation equivalence classes $R \in \mathcal{R}$ with $|R| = B$ as follows. By Proposition 1.2.1(a), each element of $J[2]$ is represented by a divisor of the form $e_U := \sum_{\alpha \in U}(\alpha, 0) - #U \cdot (\infty)$, where $U \subseteq B$ has even cardinality, and conversely, any such divisor $e_U$ represents an element of $J[2]$, and that two such subsets $U, U' \subseteq B$, $e_U$ and $e_{U'}$ are equivalent in Pic$(C)$ if and only if $U = U'$ or $U = B \setminus U'$. Thus, any element of $J[2]$ is represented uniquely by a divisor of the form $e_U$, where $U \subset B$ has cardinality 0 or 2. By slight abuse of notation, if $U \subset B$ has cardinality 0 or 2, we will consider $e_U$ to be an element of $J[2]$. Note that with this notation, the trivial element of $J[2]$ is $e_\emptyset$. It follows from Proposition 4.1.4 that two elements $e_U, e_{U'} \in J[2]$ are Weil isotropic if and only if $U \cap U' = \emptyset$. Thus, if $N < J[2]$ is a maximal Weil isotropic subgroup, then $N = \langle e_U, e_{U'} \rangle$, for some $U, U' \subset B$ each of cardinality 2 and $U \cap U' = \emptyset$. Then $N = \{e_\emptyset, e_U, e_{U'}, e_{U''}\}$, where $U'' = B \setminus (U \cup U')$. Thus, $[(U, U', U'')] \in \mathcal{R}$ with $|(U, U', U'')| = U \cup U' \cup U'' = B$, and the equivalence class $[(U, U', U'')]$ is uniquely determined by $N$. Conversely, any equivalence class $\{[(R_1, R_2, R_3)] \in \mathcal{R}$ with $|[(R_1, R_2, R_3)] = R_1 \cup R_2 \cup R_3 = B$ determines a maximal Weil isotropic subgroup of $J[2]$ given by $\{e_\emptyset, e_{R_1}, e_{R_2}, e_{R_3}\}$. This defines the bijection.

The following theorem, which states the existence of Richelot isogenies, is proven in [29], §8.4.

**Theorem 4.2.3.** Assuming all of the above notations, let $(g_1, g_2, g_3)$ be a quadratic splitting of the polynomial $f(x) \in K[x]$, so $R_g := [(R_{g_1}, R_{g_2}, R_{g_3})] \in \mathcal{R}$ with $|R_g| = B$. Let $N$ be the maximal Weil isotropic subgroup of $J[2]$ corresponding to $R_g$. Assume that $\det(g) \neq 0$. Let $C$ be a smooth projective
model of the affine hyperelliptic curve defined over \( K \) given by
\[
y^2 = Df(x),
\]
(4.7)
where \( D \in K \), and let \( J \) be its Jacobian. Let \( C' \) be a smooth projective model of the affine hyperelliptic curve, defined over \( K(R_g) \), given by
\[
y^2 = \det(g)^{-1} Dh_1h_2h_3,
\]
(4.8)
where \((h_1, h_2, h_3) = \text{Ri}(g_1, g_2, g_3)\), and let \( J' \) be its Jacobian. Then
\begin{enumerate}
  \item there is an isogeny \( \psi : J \to J' \) (defined over \( K(R_g) \)) whose kernel is \( N \); and
  \item the image of \( J[2] \) under \( \psi \) is the maximal Weil isotropic subgroup of \( J'[2] \) corresponding to \( \text{Ri}(R_g) \).
\end{enumerate}

The isogeny \( \psi : J \to J' \) in the above theorem is known as the Richelot isogeny corresponding to \( N \), and \( C' \) (resp. \( J' \)) is often referred to as the Richelot isogenous curve (resp. Jacobian). This Richelot isogeny \( \psi \) is given explicitly in [3] §3 as follows. Any divisor class in \( \text{Pic}^0(C) \) can be represented by a divisor of the form \( (x, y) - (\alpha, 0) \), with \( \alpha \in R_{g_{1}} \). We set \( \psi([(x, y) - (\alpha, 0)]) = [(z_1, t_1) - (z_2, -t_2)] \), where \( z_1 \) and \( z_2 \) are the roots of the polynomial
\[
g_2(x)h_2(z) + g_3(x)h_3(z) \in F[z],
\]
and
\[
yt_i = \det(g)^{-1} g_2(x)h_2(z_i)(x - z_i)
\]
for \( i = 1, 2 \).

**Remark 4.2.4.** If \((g_1, g_2, g_3)\) is a quadratic splitting of \( f(x) \), and if \( \det(G) = 0 \) then \( J \) is isogenous to the product of two elliptic curves (see, for instance, Chapter 14 of [3]). If \((h_1, h_2, h_3) = \text{Ri}(g_1, g_2, g_3)\), then \( \det(h) = 2 \det(g)^2 \), so \( \det(h) = 0 \) also.

### 4.2.2 Compositions of \((2,2)\)-isogenies of Jacobians

We now assign to each \( w \in |T|_n \) a Jacobian surface \( J_w \) and an isogeny \( \phi_w : J \to J_w \) whose kernel is \( N_{v_n} \), which we will later show is defined over \( K(N_{v_n}) \).

Set \( J_{w_0} = J \), and let \( \phi_{w_0} : J \to J_{w_0} \) be the identity isogeny.

For any \( w \in |T|_1 \), let \( C_w \) (resp. \( J_w \)) be the Richelot isogenous curve (resp. Jacobian) corresponding to \( N_w \) as in Theorem 4.2.3, and let \( \phi_w : J \to J_w \) be
the corresponding Richelot isogeny. As in the above discussion, the maximal
Weil isotropic subgroup $N_w < J[2]$ determines a permutation equivalence
class $R_w \in \mathcal{R}$, and that $|\text{Ri}(R_w)|$ is the set of $x$-coordinates of branch
points of $C_w$. Moreover, the form of (4.9) shows that $\phi_w$ and $J_w$ are defined
over $K(R_w)$.

Now choose $w \in |T|_n$ for some $n \geq 1$, and assume inductively that a
curve $C_w$ whose Jacobian is $J_w$, as well as an isogeny $\phi_w : J \to J_w$ whose
kernel is $N_w$, have been defined. Assume further that we have defined a
curve $C_{\bar{w}}$ whose Jacobian is $J_{\bar{w}}$ and an isogeny $\phi_{\bar{w}} : J \to J_{\bar{w}}$ whose kernel
is $N_{\bar{w}}$. Moreover, assume that we have assigned an element $R_w \in \mathcal{R}$ such that
$|R_w|$ is the set of $x$-coordinates of branch points of $C_w$. Let $u \in |T|
with $w = \bar{u}$. Then there is a corresponding maximal Weil isotropic subgroup
$N_u < J[2^{n+1}]$ containing $N_w$. So $\phi_w(N_u)$ is a maximal Weil isotropic subgroup
of $J_w[2]$, which again determines a permutation equivalence class $R_u \in \mathcal{R}$
such that $|R_u|$ is the set of $x$-coordinates of branch points of $C_u$. Thus,
$|R_u| = |\text{Ri}(R_w)|$. Now let $C_u$ (resp. $J_u$) be the Richelot isogenous curve
(resp. Jacobian) and $\psi_u : J_u \to J_u$ be the Richelot isogeny associated to
the maximal Weil isotropic subgroup $\phi_u(N_u) < J_u[2]$ as in Theorem 4.2.3.
Then $\phi_u := \psi_u \circ \phi_w : J \to J_u$ is an isogeny whose kernel is $N_u$. Since the
parent of every vertex in $|T|_{n+1}$ is a vertex in $|T|_n$, it follows that through
the method described above, we have defined the desired $C_w$, $J_w$ and $\phi_w$ for
all $w \in |T|_{n+1}$.

In this way, $C_w$, $J_w$, $\phi_w$, and $R_w \in \mathcal{R}$ are defined for all $w \in |T|_{\geq 1}$.
Furthermore, for all $w \in |T|$, we define $K_w$ to be the extension of $K$ obtained
by adjoining the coefficients of the Weierstrass equation of $C_w$ given above.

**Lemma 4.2.5.** Using the above notation, define $\Psi : |T|_{\geq 1} \to \mathcal{R}$ by setting
$\Psi(w) = R_w$ for $w \in |T|_{\geq 1}$. Then $\Psi$ is a decoration on $T$.

**Proof.** We have to show that the conditions in Definition 4.1.10 are fulfilled.
First, let $w, w' \in |T|_n$ for some $n \geq 1$, and assume they have the same parent
vertex. So there are maximal Weil isotropic subgroups $N_w, N_{w'} < J[2^n],
N_{\bar{w}} < J[2^{n-1}]$, such that $N_w, N_{w'} > N_{\bar{w}}$. Then $\phi_{\bar{w}}(N_w)$ and $\phi_{\bar{w}}(N_{w'})$ are
distinct maximal Weil isotropic subgroups of $J_{\bar{w}}[2]$, and it follows that the
associated elements $\Psi(w) = R_w, \Psi(w') = R_{w'} \in \mathcal{R}$ must be distinct, thus
satisfying part (a).

It is clear from the construction of $R_w$ for $w \in |T|_1$ that part (b) is satisfied.
Finally, let \( u = \{v_0, ..., v_{n-1}, v_n, v_{n+1}\} \in |T|_{n+1} \) and \( w = \tilde{u} \in |T|_{n} \). Then by the above construction, \( \phi_w = \psi_w \circ \phi_{\tilde{w}} \), where \( \psi_w : J_{\tilde{w}} \to J_w \) is the Richelot isogeny associated to the maximal Weil isotropic subgroup \( \phi_{\tilde{w}}(N_w) < J_{\tilde{w}}[2] \).

Now suppose that \( \Psi(u) = R_u \) coincides with \( R_i(\Psi(w)) = R_i(w) \). Then Theorem 4.2.3(b) says that \( \phi_w(N_u) \) is the image of \( J_{\tilde{w}}[2] \) under \( \psi_w \). It follows that \( N_{\tilde{w}} = 2N_u \). Then by the definition of \( w \mapsto N_w \) given in Proposition 4.1.8, \( v_{n+1} = v_{n-1} \), which contradicts the fact that the path \( u = \{v_0, ..., v_{n-1}, v_n, v_{n+1}\} \in |T| \) is non-backtracking. Thus, \( \Psi(u) \neq R_i(\Psi(w)) \), and part (c) is satisfied.

\[\square\]

**Definition 4.2.6.** For any integer \( n \geq 0 \), define the extension \( K'_n \) of \( K \) to be the compositum of the fields \( K_w \) for all \( w \in |T|_n \). Define the extension \( K'_\infty \) of \( \bar{K} \) to be the infinite compositum

\[ K'_\infty := \bigcup_{n \geq 0} K'_n. \]

In this way, we obtain a tower of field extensions

\[ K = K'_0 \subset K'_1 \subset K'_2 \subset ... \subset K_n \subset ..., \quad (4.10) \]

with \( K'_\infty = \bigcup_{n \geq 0} K'_n \).

**Lemma 4.2.7.** For any \( w \in |T|_n \), let \( \{w_0, w_1, ..., w_n\} \) be the sequence of vertices in the path of length \( n \) from \( w_0 \) to \( w \). Let \( \tilde{K}_w \) denote the compositum of the fields \( K_w \) for all \( w \in \{w_0, w_1, ..., w_n\} \). Then

\[ \tilde{K}_w = K(\{R_w\}_{w \in \{w_0, w_1, ..., w_n\}}). \]

**Proof.** This is trivial for \( n = 0 \). Now assume inductively that the statement holds for some \( n \geq 0 \) and all \( u \in |T|_n \). Choose any \( w \in |T|_{n+1} \). We may apply the inductive assumption to \( w \), since \( w \in |T|_n \). One checks from the form of (4.8) that the curve \( C_w \), and hence also its Jacobian \( J_w \), are defined over \( \tilde{K}_w(R_w) \).

It will now suffice to show that any field over which \( J_w \) is defined must contain \( \tilde{K}_w(R_w) \), and it will follow that \( \tilde{K}_w = \tilde{K}_w(R_w) \). To do this, recall that \( \phi_w : J \to J_w \) is the composition of \( \phi_{\tilde{w}} : J \to J_{\tilde{w}} \) with a Richelot isogeny \( \psi_{\tilde{w}} : J_{\tilde{w}} \to J_w \) whose kernel is the maximal Weil isotropic subgroup \( N := \phi_{\tilde{w}}(N_w) < J_{\tilde{w}}[2] \). Let \( \sigma \) be an automorphism of the field \( \tilde{K}_w(J_{\tilde{w}}[2]) \) fixing \( \tilde{K}_w \),
and suppose that $\sigma$ fixes $\psi_w$ and $J_w$. Since $\psi_w^\sigma : J_{\tilde{w}} \to J_w^\sigma$ is an isogeny whose kernel is $N^\sigma$, it follows that $\sigma$ stabilizes $N$ as well. Therefore, any field over which $\psi_w$ and $J_w$ are defined must contain the subfield $K' \subset \tilde{K}_{\tilde{w}}(J_{\tilde{w}}[2])$ fixed by all such automorphisms $\sigma$ which stabilize $N$. Recall that the 4 elements of $N$ are represented by divisors of the form $e_\varnothing, e_{R_1}, e_{R_2}, e_{R_3} \in \text{Div}^0(J_{\tilde{w}})$, where $R_w = [(R_1, R_2, R_3)]$. Thus, $K'$ is the field fixed by all automorphisms $\sigma$ which fix $(R_1, R_2, R_3)$. It is easy to check from the construction of $M : \mathcal{R} \to M_3(K)$ that this field is generated by the entries of $M(R_w)$, and so $K' = \tilde{K}_{\tilde{w}}(R_w)$, as desired.

\[ \square \]

**Proposition 4.2.8.** a) For any $n \geq 1$, $K'_n = K(\{\Psi(w)\}_{w \in |T| \leq n \setminus \{w_0\}})$ for any decoration $\Psi$ on $T$.

b) As in the statement of Theorem 4.2.1, $K'_\infty = K(\{\Psi(w)\}_{w \in |T| \geq 1})$ for any decoration $\Psi$ on $T$.

(In particular, the extensions $K(\{\Psi(w)\}_{w \in |T| \leq n \setminus \{w_0\}})$ and $K(\{\Psi(w)\}_{w \in |T| \geq 1})$ do not depend on the choice of decoration $\Psi$.)

**Proof.** It follows directly from the definition of $K'_n$ and the statement of Lemma 4.2.7 that

\[ K'_n = K(\{R_w\}_{w \in |T| \leq n \setminus \{w_0\}}), \tag{4.11} \]

from which it follows that

\[ K'_\infty = K(\{R_w\}_{w \in |T| \setminus \{w_0\}}). \tag{4.12} \]

Therefore, it suffices to show that for any decoration $\Psi$, $K(\{\Psi(w)\}_{w \in |T| \leq n \setminus \{w_0\}}) = K(\{R_w\}_{w \in |T| \setminus \{w_0\}}).$ Choose any decoration $\Psi$. By Definition 4.1.10 parts (a) and (b), the 15 elements $\Psi(v)$ for $v \in |T|_1$ are representatives of all 15 permutation equivalence classes of elements $R \in \mathcal{R}$ such that $|R| = \{a_i\}_{j=1}^5 \cup \{\infty\}$. It follows that there is a permutation $\sigma$ on $|T|_1$ such that for each $v \in |T|_1$, $\Psi(v) = R_{\sigma(v)}$. Now assume inductively that for some $n \geq 1$, there is a permutation $\sigma$ on $|T| \leq n$ which preserves distances between vertices (in particular, it acts on each $|T|_i$ for $1 \leq i \leq n$), such that $\Psi(w) = R_{\sigma(w)}$ for all $w \in |T| \leq n$. Now choose any $w \in |T|_n$. By Definition 4.1.10 parts (a) and (c), the 14 elements $\Psi(u)$ for any $u$ such that $w = \tilde{u}$ coincide with the 14 elements $R \in \tilde{\mathcal{R}}$ such that $|R| = |\text{Ri}(R_w)|$. It follows from the inductive assumption that for each such $u$, there is a unique $u'$ whose parent is $\sigma(w)$ such that $R_{w'} = \Psi(u')$. Extend $\sigma$ to be a permutation on $|T|_{n+1}$ by assigning $\sigma(u) = u'$. Since every vertex in $|T|_{n+1}$ has its parent in $|T|_n$, it is clear that $\sigma$ is defined on $|T|_{n+1}$. 
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moreover, one can easily check that $\sigma$ is still a permutation which preserves distances between vertices. Thus, we have the equalities

\[ K(\{\Psi(w)\}_{w \in |T|_{\leq n+1}\setminus\{w_0\}}) = K(\{R_{\sigma(w)}\}_{w \in |T|_{\leq n+1}\setminus\{w_0\}}) \]

\[ = K(\{R_w\}_{w \in |T|_{\leq n+1}\setminus\{w_0\}}), \quad (4.13) \]

and we are done.

\[ \square \]

**Proposition 4.2.9.** With the above notation,

a) the isogeny $\phi_w$ is defined over $K(N_w)$, and $K_w \subseteq K(N_w)$,

b) for all $n \geq 0$, $K'_n \subseteq K_n$, and equality holds for $n = 0, 1$.

**Proof.** First of all, we have shown in the proof of [4.2.7] that $\phi_w$ is defined over $K(N_w)$ for $w \in |T|_1$, and that in this case, $K_w = K_w$ is the subfield of $K_1$ fixed by all automorphisms $\sigma \in \text{Gal}(K_1/K)$ which stabilize $N_w$. It follows that $K'_1 \subseteq K(N_w)$, and part (a) is proven in the case that $n = 1$. Now by Proposition 4.2.8(a), $K'_1 = K(\{R_w\}_{w \in |T|_1})$. The fact that this is contained in $K(\{\alpha_i\}_{i=1}^6) = K_1$ follows immediately from the fact that $|R_w| = \{\alpha_i\}_{i=1}^6$ for each $w \in |T|_1$. Since $K'_1$ is the compositum of all such subfields $K(R_w)$, and each $K(R_w)$ is the subfield of $K_1$ fixed by all automorphisms $\sigma \in \text{Gal}(K_1/K)$ which stabilize $N_w$, it follows that $K'_1$ is the subfield of $K_1$ fixed by the elements of $\text{Gal}(K_1/K)$ which stabilize all maximal Weil isotropic subgroups $N_w < J[2]$. But the only such Galois element is the identity, so $K'_1 = K_1$. This proves equality in the $n = 1$ case of the statement of part (b) (the equality in the $n = 0$ case is trivial). Thus, all claims are proven for $n = 1$.

Now assume inductively that for some $n \geq 1$ and all $w \in |T|_n$, $\phi_w$ is defined over $K(N_w)$ and $K_w \subseteq K(N_w)$. Choose any $w \in |T|_{n+1}$. We may apply the inductive assumption to $\tilde{w}$, since $\tilde{w} \in |T|_n$. Since $N_{\tilde{w}}$ is defined over $K(N_w)$ and $\phi_{\tilde{w}}$ is defined over $K(N_{\tilde{w}}) \subseteq K(N_w)$, it follows that $\phi_{\tilde{w}}(N_w)$ is defined over $K(N_w)$. Now the Richelot isogeny $\psi_w : J_{\tilde{w}} \to J_w$ is defined over $K_{\tilde{w}}(\phi_{\tilde{w}}(N_w)) \subseteq K(N_w)$ by Theorem 4.2.3(a), so $\phi_w = \psi_w \circ \phi_{\tilde{w}}$ is defined over $K(N_w)$. Moreover, since $J_w$ is the image of $J_{\tilde{w}}$ under $\psi_w$, $J_w$ is defined over $K(N_w)$. Since $K_w$ is the extension of $K$ over which $C_w$ (and hence also $J_w$) are defined, it follows that $K_w \subseteq K(N_w)$, thus proving part (a).

Now part (a) and the fact that $K'_n$ is the compositum of the fields $K_w$ for all $w \in |T|_{<n}\setminus\{w_0\}$ imply that $K'_n$ is contained in the compositum of the extensions $K(N_w)$ for all $w \in |T|_{\leq n}\setminus\{w_0\}$. Since $\{N_w\}_{w \in |T|_{\leq n}}$ clearly
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generates $J[2^n]$, this compositum is $K_n$. Thus, $K_n' \subseteq K_n$, which is the statement of (b).

\[ \square \]

4.2.3 The subfield fixed by the scalar subgroup

For any Galois element $\sigma \in \text{Gal}(\bar{K}/K)$ and any element $R = [(R_1, R_2, R_3)] \in \mathcal{R}$, we define $R^\sigma = [(R_1^\sigma, R_2^\sigma, R_3^\sigma)] \in \mathcal{R}$ by letting each $R_i^\sigma$ be the cardinality-2 set obtained by letting $\sigma$ act on the elements of $R_i$ (with the convention that $\sigma$ fixes $\infty$). It is clear that this action of $\text{Gal}(\bar{K}/K)$ on $\mathcal{R}$ is well defined.

We now characterize the compositum of the fields of definition of these isogenous elliptic curves as the fixed subextension of $K_\infty/K$ corresponding to the central scalar subgroup of $G$. In order to do so, we first want to determine how the absolute Galois group of $K$ acts on the $R_w$’s defined above.

We will adopt the following notation. The automorphism group $\text{GL}(T_2(J))$ acts on the set of rank-4 $\mathbb{Z}_2$-lattices in $V_2(E)$ by left multiplication, and this action stabilizes $|S|$ since $\text{GL}(T_2(J))$ fixes $T_2(J)$. The Galois equivariance of the Weil pairing implies that the image under $\rho_2$ of $G_K$ in $\text{GSp}(T_2(J)) \subset \text{Aut}_{\mathbb{Q}_2}(V_2(J))$ acts on $|S|$. It is straightforward to check that this action preserves adjacency of the vertices. Thus, the Galois group acts on the set of non-backtracking paths starting at $v_0$ in $S$, and so it acts on the vertices of the universal covering graph $T$; in particular, each $|T|_n$ is stable under this action.

We will denote the action of $G \subset \text{GSp}(T_2(J))$ on $|T|$ by $(s, w) \mapsto s \cdot w$ for an automorphism $s$ and a vertex $w$. Note that this action of $G$, when restricted to $|T|_{\leq n}$, factors through $\tilde{G} \twoheadrightarrow \tilde{G}^{(n)}$. We similarly denote the resulting action of $\tilde{G}^{(n)}$ on the induced subtree whose set of vertices is $|T|_n$ by $(\tilde{s}, w) \mapsto \tilde{s} \cdot w$ for an automorphism $\tilde{s}$ and a vertex $w$.

For any Galois element $\sigma \in \text{Gal}(\bar{K}/K)$ and vertex $w \in |T|$, let $w^\sigma := \rho_2(\sigma) \cdot w$. If $w \in |T|_{\leq n}$ for some $n \geq 1$, then let $w^\sigma|_{K_n} = \rho_2^{(n)}(\sigma) \cdot w$.

Lemma 4.2.10. For any $\sigma \in \text{Gal}(\bar{K}/K)$ and $w \in |T|$, we have $R_w^\sigma = R_{w^\sigma}$ up to permutation equivalence. If $w \in |T|_{\leq n}$, then $R_w^\sigma|_{K_n} = R_{w^\sigma|_{K_n}}$.

Proof. Choose any $\sigma \in \text{Gal}(\bar{K}/K)$. We will prove that $R_w^\sigma = R_{w^\sigma}$ for all $w \in |T|_n$ for each $n \geq 1$.

First, let $w \in |T|_1$. Then $N_w$ is the maximal Weil isotropic subgroup of $J[2]$ corresponding to $R_w$; in other words, if $R_w = (R_1, R_2, R_3)$, then
\[ N_w = \{ e_\sigma, e_{R_1}, e_{R_2}, e_{R_3} \}, \text{ using the notation of } \S 3. \text{ Note that } e_{R_i}^\sigma = e_{R_i}. \text{ So } \]
\[ N_{w^\sigma} = N_w^\sigma = \{ e_\sigma, e_{R_1}^\sigma, e_{R_2}^\sigma, e_{R_3}^\sigma \}, \tag{4.14} \]
and \( R_w^\sigma = [(R_1^\sigma, R_2^\sigma, R_3^\sigma)] \) is the corresponding element of \( \bar{R} \). This proves the first statement for \( n = 1 \). From the construction in Theorem \([4.2.3]1\) this implies that \( C_{w^\sigma} = C_w^\sigma \), and so \( J_{w^\sigma} = J_w^\sigma \). Moreover, one can check from the explicit definition of the Richelot isogeny in \( \S 3 \) that \( \phi_{w^\sigma} = \phi_w^\sigma \).

Now choose \( n \geq 2 \) and assume inductively that for all \( w \in |T|_{n-1}, R_{w^\sigma} = R_w^\sigma \), as well as the analogous statements for \( C_{w^\sigma}, J_{w^\sigma}, \) and \( \phi_{w^\sigma} \). Choose \( w \in |T|_n; \) then \( \bar{w} \in |T|_{n-1} \) and we may apply the inductive assumptions to \( \bar{w} \). Then we have
\[ \phi_{\bar{w}}^\sigma(N_{w^\sigma}) = \phi_{\bar{w}}^\sigma(N_w^\sigma) = (\phi_{\bar{w}}(N_w))^\sigma. \tag{4.15} \]
So \( \psi_{w^\sigma} \) is the Richelot isogeny corresponding to the maximal Weil isotropic subgroup \( (\phi_{\bar{w}}(N_w))^\sigma < J_w^\sigma[2] \). Then by a similar argument as was used in the \( n = 1 \) case, \( R_{w^\sigma} = R_w^\sigma \). Again, from the construction in Theorem \([4.2.3]1\) this implies that \( C_{w^\sigma} = C_w^\sigma \), and so \( J_{w^\sigma} = J_w^\sigma \). Moreover, again one can check from the explicit definition of the Richelot isogeny in \( \S 4.2.1 \) that \( \psi_{w^\sigma} = \psi_w^\sigma : J_w^\sigma \to J_w^\sigma. \) Thus, \( \phi_{w^\sigma} = \psi_{w^\sigma} \circ \phi_{\bar{w}}^\sigma = \psi_w^\sigma \circ \phi_{\bar{w}}^\sigma = \phi_w^\sigma \), as desired.

Now let \( w \in |T|_{\geq n}. \) Then \( R_w \) is fixed by all elements of \( \text{Gal}(\bar{K}/K_n) \), and one checks from the definitions that \( w_\sigma = w_{\sigma|K_n} \) for any \( \sigma \in \text{Gal}(\bar{K}/K) \). Thus, the second statement follows from the first.

The statement of the following proposition is identical to that of Proposition \([3.2.12]3\) but is now claimed and proven in the case of genus 2.

**Proposition 4.2.11.** For all \( n \geq 1 \), the image of \( \text{Gal}(K_n/K'_n) \) under \( \rho_2^{(n)} \) coincides with the subgroup of scalar automorphisms in \( \bar{G}^{(n)} \).

**Proof.** Fix \( n \geq 1. \) Since \( K'_n \supseteq K_1 \) for each \( n \geq 1 \), we only need to consider the Galois subgroup \( \text{Gal}(K_n/K_1) \). Part (a) of Proposition \([4.2.8]4\) with the help of Lemma \([4.2.5]5\) implies that \( K'_n \) is generated over \( K_1 \) by the entries of the matrices \( M(R_w) \) for all \( w \in |T|_{\leq n} \setminus \{v_0\} \). Note that a Galois automorphism fixes all the entries of \( M(R_w) \) if and only if it fixes \( R_w \). Therefore, the elements of \( \text{Gal}(K_\infty/K_1) \) which fix \( K'_n \) are exactly those which fix all of the permutation equivalence classes \( R_w \in \bar{R} \) for all \( w \in |T|_{\leq n} \setminus \{v_0\} \). Lemma \([4.2.10]6\) implies that, for any \( \sigma \in \text{Gal}(K_n/K_1), R_w^\sigma|_{K_n} = R_{w^\sigma|K_n} \), so the Galois
automorphisms in $\text{Gal}(K_n/K_1)$ which fix $R_w$ for all $w \in |T|_{\leq n}$ are the ones sent by $\rho_2^{(n)}$ to the elements of $\text{GSp}(J[2^n])$ that fix all vertices in $|T|_{\leq n}$. Let $\zeta \in \text{GSp}(J[2^n])$ be such an automorphism. Then all maximal Weil isotropic subgroups of $J[2^n]$ are stable under $\zeta$. Let $P$ be an element of order $2^n$ in $J[2^n]$. Then $\zeta$ stabilizes the intersection of all maximal Weil isotropic subgroups of $J[2^n]$ which contain $P$, which is $\langle P \rangle$. So $\zeta$ takes $P$ to an odd scalar multiple of $P$ for all $P$ of order $2^n$ in $J[2^n]$ (and hence for all $P \in J[2^n]$). But the endomorphisms of the $\mathbb{Z}/2^n\mathbb{Z}$-module $J[2^n]$ which take every element to an odd scalar multiple of itself are scalar automorphisms in $\text{GSp}(J[2^n])$.

Conversely, scalar automorphisms of $G$ fix all vertices of $T$, and so $\rho_2^{(n)}$ maps $\text{Gal}(K_n/K'_n)$ onto the subgroup of scalar automorphisms in $G$.

With the help of Lemma 3.2.14, which was used to prove Theorem 3.2.1, it is now easy to prove the analogous Theorem 4.2.1.

**Proof (of Theorem 4.2.1)**. The statement of Theorem 4.2.1 follows directly from Lemma 3.2.14 with the degree taken to be $d = 5$ or $d = 6$, together with Lemmas 4.2.8 and 4.2.11.

### 4.3 Subextensions associated to the Kummer surface

We retain all notation of the previous sections; in particular, assume that we have chosen $i, j \in \{1, 2, ..., 5\}$ with $i \neq j$ and an element $a_{i,j} \in \bar{K}$ as in the statement of Theorem 4.2.1. Since $J$ is a Jacobian surface, there is an associated quartic surface $K$ over $K'$, known as the Kummer surface, and a morphism $\zeta : J \to K$ defined over $K'$. This surface $K$ and the morphism $\zeta$ are defined explicitly in Chapter 3 of [9]. It is also shown there that for points $P, Q \in J(K')$, $\zeta(P) = \zeta(Q)$ if and only if $Q = \pm P$; in other words, $\zeta$ is a quotient map of the obvious multiplicative action of $\{\pm 1\}$ on $J$. In this way, $\zeta : J \to K$ is analogous to the degree-2 map of an elliptic curve onto the projective $x$-line. Therefore, it is not surprising that we have an analog of Proposition 3.3.1 for $J$.

**Proposition 4.3.1.** Write $K(\zeta(J[2^n]))$ (resp. $K(\zeta(J[2^\infty])))$ for the extension of $K$ obtained by adjoining the coordinates of the images under $\zeta$ of all elements of $J[2^n]$ (resp. $J[2^\infty]$). Then
a) $K_n = K(\varphi(J[2^n])((a_{i,j})$ for all $n \geq 2$;

b) $K'_n(\zeta_{2^n}) \subseteq K(\varphi(J[2^n]))$ for all $n \geq 1$; and

c) $K'_\infty(\mu_2) = K(\varphi(J[2^n]))$.

Proof. The Galois equivariance of the Weil pairing implies that $K_n \supseteq K(\zeta_{2^n})$ for each $n \geq 0$ and that $K_\infty \supseteq K(\mu_2)$. For any $n \geq 1$, the subgroup of $\text{Gal}(K_n/K)$ which fixes the images under $\varphi$ of the points in $J[2^n]$ can be identified with the elements of $G \subseteq \text{GSp}(T_2(J))$ which send each point $P \in J[2^n]$ either to $P$ or to $-P$. The only such automorphisms in $\text{GSp}(T_2(J))$ are the scalars $\pm 1$. Thus, $K(\varphi(J[2^n]))$ is the subextension of $K_n$ corresponding to the subgroup $G(\varphi(J[2^n]) \cap \{\pm 1\} < G(\varphi(J[2^n])$, and similarly, $K(\varphi(J[2^n]))$ is the subextension of $K_\infty$ corresponding to the subgroup $G \cap \{\pm 1\} < G \cap \text{Sp}(T_2(J))$. Part (b) now follows from the fact that, by Galois invariance and Proposition 3.2.12, $K'_n(\zeta_{2^n})$ is the fixed field corresponding to the subgroup of scalars in $G \cap \text{Sp}(T_2(J))$, which contains $G \cap \{\pm 1\}$. Part (c) follows similarly. Since $a_{i,j} \in K_2$ by Theorem 2.4.1 and Proposition 2.6.4, we already have part (a) if $G \cap \{\pm 1\}$ is trivial. Thus, we may assume that $-1 \in G$. Then $K_n$ is a quadratic extension of $K(\varphi(J[2^n]))$, and a generator is any element in $K_n$ which is not fixed by $-1$. It is shown in the proof of Proposition 3.2.14 that $a_{i,j}$ lies in $K_2 \subseteq K_n$ and is not fixed by $-1$, hence the statement of part (a). \qed
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