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ABSTRACT

The relation between movement speed and accuracy is one of the most robust
phenomena in human movement performance. The essence of thacpaady
relation is that with an increase in movement speed there is concomitant decrease in
movement accuracyDifferent descriptions and explanations of the spmatiiracy
relation have been proposed for characterizing time matching and time minimization
movement tasks. Nevertheless, these accounts have emphasized the spatial dimension of
the phenomenon providirgglimited assessment given that human movement takes place
in both space and time. It follows that there is a potential for both spatial error and
temporal error in motor task.

Hancock and Newell (1985) proposed a spaoe frameworkof the movement
speedaccuracy relation that is based on the sqige principle thathe spatial
component of movemeid alwaysmeasured with respettd time and thathetemporal

component of movemeig alwaysmeasured with respett space (Minkowski, 1908).

Howe,veal t hough the spatial and tempor al erro
features, they were stil]l considered separat
di ssertation investigajteeaenttrha sy pa 0 bd ewna y othe |
t heemewnwt variability of differ-enmetasks whil
properties of the movement. Three experi men
hypot heses: that when spaceiahe {omdtareatiof
the phemomwe | | be chkadrapet duieaxed loinywga ad opt i m

region of time/space variability; and that w



descripti-aacsumndo¥y ptepdlé@omenon are not necess

constaraea ntthse s ame.

Experiment 1 was selp to investigate the spatiene entropy of movement
outcome as a function of a range of spatial (10, 20 and 30 cm) and temporal (250 to 2,500
ms) aiteriain adiscrete aimingask. Thejoint spacetime entropy was lowest when the
relative contribution o$patial and temporahskcriteria was comparable (i.e., midnge
of spacetime constraints), and it increased with a greater todfleetween spatial or
temporal task demands, reliag aU-shaped function across spdoee taskcriteria.

In Experiment 2,wo subexperiments imnisometric single finger force task
investigated thgoint force-time entropy witha) fixed time to peak force and different
percentages of force level; andfixed percentage of force level and different times to
peak force.This was done to test whether theshape would be generalizable across
different tasks.The findings show that force error and timing eame dependent but
complementary when considdren the samérameworkwith thejoint force-time entropy
at a minimum in the middle parameter range of discrete impulse.

In Experiment 3time matching and time minimization movement tasks were used
to test whether these differemskdescriptions of speed and accuracy were due to
differenttemporaland spatial task constraintsh@results showed thete joint space
time entropyof outcomedid not change across tasks and conditioressealing a
common level of spaeime entropy beteen these twoategories of aimintasks
Overall, these results showed thatjiiat information entropy analysis revealed the
structure of movement accuracy masked by the distributional analysis of movement data

when either the spatial or temporainginsions of movement error considered alone and



independently. The main contribution of this study wastl,eh esi on of t he
met hodol ogi cal approach developed in terms o
an alternative perspecbuwmwée d&ndmawmocé tomplkas

explain the speetif apdenomenany trade
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CHAPTER 1: INTRODUCTION

The speed and accuracy tradeff

The relation between movement spaed accuracy is one of the most robust
phenomena in human mawent Consider the seemingly simple movementsagk
reaching out with your arm for a bottle, to finish typing a lab report before going to a
class, and attempting to quickly thread a nee@lemmon sense teaches us that when we
perform these movements faster, we make more mistakes or errors in terms of the goal
we want to achieve. These situations support the adage "haste makes waste"; a long
standing perspective about motor skills.

The rdationship between speed and accuracy is an important topic in the field of
motor control that has led to many theories and empirical findengsFitts, 1954;

Hancock & Newell, 1985; Elliott, Helsen & Chua, 2001; Plamondon & Alimi, 1997;
Schmidt, Zelamik, Hawkins, Frank, & Quinn, 1979; Woodworth, 1899). The essence of
the speeghccuracy relation is that with an increase in movement speed there is
concomitant decrease in movement spatial accuracy. In this case, we need to sacrifice
movement speed fa@ccuracy to achieve the task goal that we want to redlizat is
movement accuraayan bencreased by trading movement speed.

However, human movement always take place in both space and time, therefore,
thereis potential for botlspatial error antemporalerror in motor tasks (Hancock &
Newell, 1985; Newell, 1980). In movement timing tasks it has been shown that
increasing movement velocity within the same movement time results in decreasing
movement timing error, rather than an increasing error asnovement spatial accuracy

task (Hlis, Schmidt, & Wade, 1968ewell, Hoshizaki, Carlton, & Halbert, 197Rewell,
1



Carlton, Carlton & Halbert, 1980 Thus, a directional effect of the relation of movement
speed and accuracy is a function of whether spatial or temporal accuracy is being
measured, opening the idea that a paradox exists in the effect of movement speed on
accuracy (Newell, 1980). Forxample,whena performer tries to hitlaasebalhe/she

does not only neetb know where théall will be, butalso needs tknow when the ball

will be in thatcertain location.

A fundamental question that naturally follows i§ human action is refléed in the
space and time of the movement, how are we integrating the two individual dimensions
of space and time into a single sp#oee property? In addition, how is this single space
time measurement providing empirical evidence for a new findingthad be
incorporated in the relation of movement spaeduracy tradeff?

Focus of the Dissertation

Hancock and Newell (1985) proposed a spaoe frameworkof the movement
speedaccuracy relation that is based on the sigue principle thathe spatial
component of movemerg alwaysmeasured with respett time and thathetemporal
component of movemerg alwaysmeasured with respett space (Minkowski, 1908)
Theyoutlined a spacéme principle of the movement speadcuracy relation and
proposed that there are complementary spatial and temporal error functions for
movement accuracy when both errors are observed in the same frame of reference.
Human movement accuracy should be examined under atp&ceiew that requires a
common framef reference for the observation and measurement of both spatial and

temporal error.



The main issuaddressed ithis dissertation is the development of a unified
movement spaeBme joint entropy measure and its relation to the standard variance
measures on each of the dimensions (space and time) considered separately. Itis
anticipated that the movement variability in terms of a probabilistic Spaeeapproach
would be different from th variability measured in the traditional single dimension
distributed analysis. However, the influence of different spatial or temporal criteria is
less certain, as it has been proposed that in dual-ipaeeriterion tasks (Hancock &
Newell, 1985; Newll, 1980), participants trade spatial error for timing error, rather than
thetraditional perspective of speed for accuracy.

In addition, acording to the impulse variability theory (Carlton & Newell, 1993;
Schmidt et al., 1979), the force generatedhgymuscular system leads to movement
about a joint and the spatial and temporal variability in movement outcome could be
directly inferred to variability in the force generated by the neuromuscular system. The
guestion is whetheranified joint entropycanbe generalizeftom spaceime entropyto
force-time entropy irthe speed and accuracy traafé

Moreover, i has been proposed that there are diffefunctions for the speed
accuracy tradeff with time matching and time minimizationovement tasks In line
with the spacgime perspective provided by Hancock and Newell (198Bjnwestigate
herewhetherthe emergent movemejaint entropy ofspeedaccuracy properiswould
be the same under the same spatial and temporal consiralefseendent of the
classification of the task.

To address the questions outlined ab&vexperimentexaminel thetenets of the

spacetime or forcetime approach to movement speed and accurdtye eperiments



will be conducted in discrete aimingask andanisometric force production task. First,
the unified spatial and temporal error measurement of the probabilistic estimates of
movement outcomes is investigated by estimatingatiné probability structure of
information entropy. Second, theified forcetime variability will be inveigated by
estimating thgoint probability structure of the foreeme discrete impulsenformation
entropy. Third, thenovement variability is investigated under the sapetial and
temporalconstraints to exmine thgoint spacetime entropy ofnovement properties
independent of the taskamely,time-minimization and timematching tasks.
Experiment 1 investigated the relationnobvement spaegme entropy to the
traditional spatial and temporal errors undigferent dual spacéme criteria that require
moving to a fixed spatigarget width in aiscreteaiming task. The functions for spatial
error and temporal error have been shown to be different though related when considered
in the unified spatiatemporal framework (Hancock & Newell, 1985; Hsieh et al., 2013;
Newell, 1980). Here we contrast the aegie and unifiedreor functions for movement
temporaland spatial accuracy through foent probabilistic measurement of entropy of
the spacgime outcome in the context of movement sptice criteria. It is
hypothesized thahe movement velocity ithe midrange will lead to the minimum of
joint probabilistic measurement of entropy of the sgaoe outcome (Newell, 1980). A
U-shaped function for entropy of the spditee outcome will be different than the
traditional movement outcome measured irhelently in either the space or time
dimension. It is also anticipated thie traditional speedccuracy functions for spatial
error and temporal error considered independently can be mapped to thisrepdde

shaped function.



Experiment2 investigate a feature othe impulse variability theory (Schmidt et al.,
1979; Carlton & Newell, 1993hatassumed that a given force generated by the muscular
system leads to movement about a joint(s), and that spatial and temporal variability in
movement outcomeould be directly inferred to variability in force generated by
neuromuscular systenihe question investigated hergasexamine theelationbetween
impulse properties in determining variability of response kinetics by usingiad
force-timejoint entropyin an isometrisinge fingerforce task. In particular, we wanted
to test thedegree to which the unified-Ehaped spaeme joint entropy in movement
kinematcs can be generalized the forcetime joint entropy in force productiofCarlton
& Newell, 19%B; Hsieh et al., 2013isieh et al.2015 Kim et al., 1999 ai et al., in
press Schmidt et al., 1979 The forcetime frameworkof the movement speextcuracy
relationwas examined in two experiments that used an isometric single finger force task
with different combinations of force levels and time to peak force gdiareas
hypothesized that a peak force variability function based upon a consistent time to peak
force would provide a more veridical estimate of the relationship between force and force
variability. Alternatively, because of the dual task criteria of peak force and time to peak
force, participants will systematically deviate from the rate that is edjby the task
criteria when they produce force to match the task critéiso, we tested the
hypothesighat the mid forcdgime range will lead to the minimum ffint probabilistic
measurement of entropy of the foittme outcome. The function for gapy of the
force-time outcome will be different than traditional movement outcome only in either

force or time dimension.



Experiment 3 examined the sp&oee perspective provided by Hancock and
Newell (1985), vhereit is expeceédthat under the same constraints (spatnatemporal)
the emergent movement propertvesuld be the saméndependent of the classification
of the task.The emerget movement outcomes omth timeminimization and time
matching tasks would share the sgropertief a givenspacetime landscapéf the
constraints are the same&hat is, if the movement time derived from the practice in a
time-minimization task is used as the goal for a timatching task when both target
width and amplitude are mainteid, we expect to have thense movement properties.
In addition if the effective target width from this timmatching task is calculated and
used as targetidth for the timeminimization task, we would exped have similar
movemenbutcome propertiesThus, n theExperiment 3we investigatedvhetherthe
joint spacetime entropy of movememiropertiesunderthe same constraints would be the
same independent of the taslymely, timeminimization and timenatching aiming
tasks.

In summaryjt was anticipated that anvestigation of thepace (forcejime
perspectiven thedifferenttasks would reveahformation about how thint entropy of
spacqforce)and timecomponents ofiumancontrol system are organized as a
complementaryunction ofspeed and accuracy trad# under dual dimensionsin
addition, this studyshould provide further empirical evidence #icomplete
interpretation of this relationship examined in both spatialr (forceerror) and
temporal dimensions @hovement across the complete range of movement average
velocity available to the human performer in the achievement of distneiieg

movemend.



CHAPTER 2: LITERATURE REVIEW

Approaches to the" Speedaccuracy trade-off and spatial error"

The speedhccuracy tradeff has been a long standing interest in the field of motor
behavior and cognitive psychology. Since the work of Fullerton and Cattell (1892),
examinations and subsequenplanations of this relation haw@stcommonly focused
onmovement error in a spatial dimension (e.g., Beggs & Howarth 1970; Crossman &
Goodeve 1983; Fitts 1954; Woodworth 1899). Moreover, thieskes have emphasized
spatial error toward the maximum velocity for specific movement amplitude and target
size comlitions.

Woodworth (1899) is often considered the father of research to examine the speed
and accuracy tradeff in movement. The main contributief his work is that hénked
a complicated relationship between movement duration, amplitudejtyehnd the
influence with/without vision information in the determination of movement accuracy.

He proposed that the aiming movement control process is composed of an initial impulse
phase and a current control phase. He also attributed the effieovement speed on
movement accuracy to the current control phase and excluded any effects on the accuracy
of the initial impulse phase (Hancock & Newell, 1985; Plamondon & Alimi, 1997).

After Woodworth, many researchers pursued the descriptidreghbvement speed
and accuracy relationFitts (1954)proposed a mathematical model that was a critical
step to describing formally, the speaccuracy phenomenon and it has become one of the
most significant | aws i nsk mpetsonraltemaietytapsal
handheld stylus to targets as quickly and accurately as possible over a specified duration.

The movement distance (between two targets) and the target size (the width of the target)

7
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are the independent variables, and theentent time is the dependent variable. Fitts
described this relationship between movement time, amplitude and target width as MT =
a + b log (2A/W). In this equation, MT is the time from onset to the termination of
movement; a and b are constants; fhesamplitude of the movement; and W is the
target width. The term of log2A/W) is called the index of difficulty.

The index of difficulty(ID) is the most important factor in Fitts' law to determine
the average movement time. According toeheaation, the higher the value of ID, the
longer themovement timend therefore, the speed of movement will decrease. Thus,
Fittso | aw eacqilag tradeff byirhpdingap ieverde relationship
between the movement difficulty and the mmnent speedFor instance, participants
spend more time to achieve the task goal if amplitude becomes longer, target width
becomes narrower, or bothith manipulations

Fitts explained the relation between movement speed and accuracy in rel#ton to
limited informationprocessingapacity of the human system (Fitts 1954). When the
number of stimulus response alternatives increases, the system needs more time to
process this information and resolve the uncertainty about alterndgittss 1954, Fitts
& Peterson, 1964; Schmidt & Lee, 2005 Fittsodo | aw can be appl ie
contexts of movements, including everyday activities. This law also has been conducted
under different situations, such as using feet, arms, hands, movements conducted
undewater, and different populations (young and oy (Goggin & Meeuwsen, 1992;
Langolf, Chaffin, & Foulke, 1976Ne | f or d , 1969) . I n this way,
speedaccuracytrade f f, and the performeroés csapabil ity

that speed and accuracy are kept in an appropriate balance to achieve different task goals.



However,rher e are some reasons to indicate t
law as a robust description of the movement sfa@edracy relationshipFor example,
as regard to its consistency, it has been found that the speed and accuracy relationship
fails at very low IDs €.9.,Crossman & Goodeve, 198Rlapp, 1979. A more important
limitation of his paradigm is that movement time is a dependent variable rather than an
independent variable. This factor eliminates the potential concomitant measure of
temporal error into the consideration of movement mmu(Hancock &Newell, 1989.
Logarithmic and linear relation in speedaccuracy trade-off

Fitts (1954) aiginally proposed that the movement time to complete an aiming
movement to a target was a logarithmic function of the amplitude moved divided by the
target width. The values of amplitude and target width were varied experimentally by
changing the setup of the target board for different trial blocks and the resulting
movement time was measured after subjectds
equation, whe different combinations of amplitude and target width were used in this
paradigm, the average movement time falls almost perfectly on a straight line. We
should notice that the value of Lo@A/W) determines the time required for the aiming
movements,&this index is relatetb the difficultyor how much information as a
minimal requirement should be processethefparticular combinationf amplitude and
target width for theparticipant In fact, the relationship is even more complicated than
this, kecause the difficulty of the movement condition is theoretically the same for any
combination of amplitude and target width that has the same ratio.

Fitts' law implies an inverse relationship between the difficulty of a movement and

the movement time wittvhich the subject can perform. Increasing the index of
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difficulty increases the movement time, in other words, the individual in some way

A trades off A speed versus accuracy so
constant. Although therhas been considerable empirical support for the logarithmic
explanation suggested by Fitts (1954), the generality of this as a description of the
relation of movement speed and accuracy has been questioned.

Schmidt, Zelaznik, Hawkins, Frank, and Qu{i®79) proposed a different
relationship between speed and accuracy tadfdeFrom their aimed hand movement
paradigm, the relation between endpoint spatial variability (effective target, Wi@h
and average movement velocity is linear. This lineaedpccuracy relation has been
replicated in a number of experiments (e.g. Wright & Meyer, 1983; Zelaznik, Mone,
McCabe, & Thaman, 1988).

According to their revised paradigm that used rapid siagieng movements, they
instructed subjects to complete ithmovements not only in a particular goal movement
time specified by the experimenter rather than moving as quickly as possible, but also
aimed at a small target line that did not change inid$hw In this case, bottemporal
accuracy angpatialaccuracy were required of subjects. An assumption of their model
of the speegccuracy relation in aiming movements is that it did not include a feedback
corrective process. The model was based on the assumption that variability in the
muscular forcessed to drive the effector toward the target increased proportionally with
the absolute force required for the movement.

There have beeimteehypotheses to account for the possible different relationships
for speed and accuracy. Theleeehypotheses he been tered as movement brevijty

feedback deprivatiorgnd temporal precision (Wright & Meyer, 1983irst, the

10

t hat



movement brevity hypothesis holds that the linear speed and accuraegftrasde
observed using single aiming movement tasks winereriterion time is limited so that
participans do not have time to detect (use visual feedback) an error and to issue a
correction. Thus, according to this hypothesis, the linear-wHidelation occurs when
there is an inability to use feedback contralqasses whereas the logarithmic traffe
relation occurs when it is partially governed by feedback control processes. Wright and
Meyer (1983) showed that participantsd moven
250ms minimal visual feedback processiimge represented a linear relation between
movement speed and accuracy.
Second, as a general version of the previous hypothesis, the feekdipaiciation
hypothesis states that the linear spaeduracy tradeff would occur when the relevant
sensory fedolack (visual or kinesthetic) is neither available nor used during the course of
movement executionThe logarithmic trad@ff would be observed if the feedback is
processed to make corrections during the course of moverA®sariik, Shapiro&
McClosky,1981). Thethird explanation is the temporal precision hypothesis. It holds
that the difference between the logarithmic and the linear speed and accuraojftimade
the intended criterion movement ti me. The |
movement time must be precisely controlled. The high temporal precision constraint
causes a participant to produce a goal directed movement with a bell shape velocity
profile. The single aiming paradigm design controls movement(time-matching task)
ad i s very different than in the Fittsd par a
as quickly as possible while maintaining a 95% successful hifthaie minimization

task) Some evidence shows that when the temporal precision requesting thpgrdastic

11



to achieve a particular movement time goal is low, it diminishes the linear relation of
movement speed artcuracy (Wright & Meyer, 1983 eyer, Smith, Kornblum,
Abrams, & Wright, 1990Zelaznik et al., 1988).

Althoughevidencesuppors that there are two functiorier thespeed and accuracy
tradeoff, it is the case thdhe previous studies that showe differentspeedaccuracy
functionsemerged du# the presereof different task constraintdndeed Carlton
(1994) investigatethe relationship between tirminimization and timanatching tasks
Whenboth functions were compardus results suggested that performing aimed
movements under timm@inimizationconstraints resulted in shorter movement time, but
similar movement variahty compared with timenatching tasKe.g., Zelaniket al.,

1988) However, we would argue thaot all spatial and/or temporal constraints were
controlled inviting their interpretation to be a reflection of different phenomena
Speedaccuracytrade-off and temporal error

Most research of the speadcuracy tradeff relation is involved in the context of
movement spatial error that is determined relative to a particular movement amplitude
and target size regardless of the logarithmic t@itleelation or linear tradeff relation.

In fact, the view is widespread that when we increase movement speed there is a decrease
in movement spatial accuracy. However, humans generate movement in both space and
time that gives the potential of a movemtamhporal accuracy to be measured in certain

tasks.

Movement speed timing accuracy tasks have been used to examine different
theoretical principles in the field of motor learninBiming error is the difference

between the criterion movement time and the observed movement time that the
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participant produces for a given trial. In movement timing tasks, a consistent finding is
that temporal error decreases when average movementy@haceases (Ellis, Schmidt,
& Wade, 1968; Kim, Carlton, Liu & Newell, 1999; Newell, Hoshizaki, Carlton, &
Halbert, 1979; Newell, Carlton, Carlton, & Halbert, 1980). As a consequence, the
increment of movement velocity within the criterion movement teads to a decrement
of movement temporal error rather than increment of error as established for movement
spatial error. Thus, there is a paradox in the effect of movement speed on movement
accuracy when both spatial and temporal dimerssaye measurgtNewell, 1980).

Previouditeraturehasusedmovement timing taskisut hadthe limitationthat the
independentariables, such as manipulations of duration and veldwitye been
confounded (e. g., Ellist al, 1968). In this case, movement tirhas rarelybeen
manipulated to average movement velocity independently. Due to this, it is commonly
the condition that short movement time has high velocity and long movement time has
low velocity. The findings from early studies suggested that manigdilatovement time
and velocity systematically show#tattiming accuracy was affected by movement
velocity but little was made of time effect of these manipulations.

Newell et al. (1979) examined systematically movement speed timing accuracy
function over range of movement velocity from 4 to 150cni/keir results suggested
that mean absoluterer movement time percentageoducedittle or no difference
between different times at the same average velobitgddition, timing accuracy
decreased with longer movement times and slower average velddigegelocities
effect was independent of movement time, and suggested that average velocity is a main

factor todetermine the temporatcuracy in discrete timg movements.
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In line with the movement timing accuracy provided by Newell et al. (1979), the
relativemovementemporal errofunctionrepresents to bisomorphicwith the spatial
error function. There are studies available to support the geimeirad functionhas an
equal importance as the genesjatial functionHsiehet al.,2013; Lai et al.in press
Newell, Carlton, & Carlton, 1982)Thus, in order to completely understand and interpret
the function of speed and accuracy traffe we slould consideexaminingthe
complementarityf temporal and spatial measures in the sgaediracy tradeff
phenomenon either as a function of the othenteigratedn a single measure.
Speedaccuracy trade-off and spacetime perspective

The researcbn human movement accuracy has focused on the source of movement
error and the explanation of the speed and accuracy relation. It is significant that human
movement always takelace in both space and time dimensions. Nevertheless, most
previous research of the movement speed and accuracy relation considers movement
error on only one of these dimensions. Movement cannot be constrained only by spatial
or temporakriteria, as mvement tasks always hapetentialspatial and temporal
boundaries.Accordingly, the influence of movement speed on movement spatial and
temporal accuracy has provided a challenge as to how a task should be performed
optimally in terms of the relation tveeen spatial and temporal error when both space and
time are task criteria (Hancock & Newell, 1985; Newell, 1980; Newell, Carlton, Kim, &
Chung, 1993).

Hancock and Newell (1985) proposed a comprehensive-$ipae&lescription of

the movement speeatcuray relation. Theoretically, human movement takes place in

both dimensions and it is based on the siiimee principle that the spatial component of
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movement is always measured with respect to time and that the temporal component of
movement is always mead with respect to space (Minkowski, 1908). When
movement tasks determine that the temporal and spatial errors are in the same plane of
motion, the error distributions in both dimensions affettgdovement speed are
complementarity We have to carelily consider how the contributions of space and time
to movement errors are calculated when invoking the sgpaeeprinciple in the human
behavior domain. This spatiene account of movement accuracy is most strongly
relevant in tasks where both spatald temporal dimensions of movement are task

criteria (e.g., Biehet al.,2013; Kim et al., 1999; Newell, 1980; Zelaznik et al., 1988).

I n Woodworthoés (1899) dissertation, he
amplitudes and 10 movement duratiams line drawing task and examined over 125,000
trials to provide a comprehensive description of voluntary movement accuracy. His
observations interpreted how the interaction between amplitude, movement duration and
movement velocity determines the mment error. Hancock and Newell (1985)
reviewed his results, fiaterpreted this intricate relationship and proposed a hypothetical

set of relations between movement duration, amplitude and standard error across the full

range of the movement velocity conium. Specifically,t heyat ed t hat t he
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and space in terms of wvariance.
Hsieh, Liu, Maye+Kress and Newell (2013) introduced a sptgee weighting

analysis function that affords the potential to assign the relative contribution @il spati
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and temporal factors to the determination of performance outcome. This weighting
strategy provides a different way to systematically change the spatial and temporal
constraints in the study of the speed and accuracy relation. In other words, gsdimdéin
performance outcome to particular regions of the full range of the movement velocity
continuum. Their results showed that an integrated single-$pae@erformance score
revealed a new U shaped relation of speed and accuracy from the conpagethse
(Hancock & Newell, 1985; Hsieh et al., 2013; Newell, 1980).

The integrated spademe performance score showed &hhped function for the
relation of the movement speed and accuracy {offdeThe gerformance score and the
within-subje¢ variability were lowest when the contribution of space and time to the
movement error had equal weighting. When the weighting of space and time became
asymmetric with either spatial or temporal emphasis, the integrated performance score
and its variabity increased. Hence, theshaped speed and accuracy tratfdunction
is not only different from the traditional point of view for spatial and temporal error, but
also can be mapped to them when considered independently (Hsieh et al., 2013; Liu,
Hsieh,& Newell, 2013). Never t hel ess, it can be argued

may have driven the behaVhuashetia & hepdiitnbye

t hi

Oobs

us to ficrmchda dlaatati € ryt itnhee psrpogoceer ty of dt he move

accuracy relation (Lai, Hsieh & Newell b i
Speedaccuracy trade-off and impulse variability

In order to understand the factors that influence movement accuracy in terms of the
spacetime principle, we should characterize performance outcome by using kinematic

and kinetic data that can lead to a description in different measurement categories.
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Schmidt et al. (1979) proposed the impulse variability theory based on the motor
programming view of control that the velocity of movement is the product of muscular
torques acting on joints that move the limbs through space. They proposed that force
generged by muscular contraction results in movement about a joint, and that kinematic
variability in movement outcome could be directly related to the kinetic variability in
force dynamics.

Two principles are critical. The first is that the variabilityhe turation of
muscular contraction is proportional to the movement duration. Second, that the
variability in peak force produced decreased about 65% of the maximum peak force
achievable for subjects (Carlton & Newell, 1993; Schmidt & Lee, 2005; Sher&ood
Schmidt 1980). Any movement errors in the movement trajectory of the limb are a result
of variability in the initial muscular impulse utilized to generate the action (Carlton &
Newell, 1993; Newell, Carlton, & Hancock, 1984; Urbin, Stodden, Fischmakie&nar,
2011; Schmidt et al., 1979). 0 better understand a fundamental phenomenon of impulse
variability, we need to know which factaasecomposed of the impulse.

What is impulse? Impulse is the integral area of a force and time Clinesaea
under theforcetime curve can be implied as tlaggregatef accelerativdorcesthat act
in the desired directioof the movement (Schmidt et al., 1979)he impulse duration is
the duration between the initiation of force produced and the timec& fermination.
Based on the Newton's second | aw (Force
Time), we can understand that the velocity of limb at the end of its acceleration is

proportional to the impulse for acceleration when mass of the limingant. Hence,
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any variables that influence the magnitude of force, or the time over which it acts would
also influence the velocity of the movement at the end of acceleration.

Schmidt et al. (197%Quggestedhat variability in the impulse predicts mowent
spatial error and is proportional to impulse. In contrast, temporal error has been proposed
to be uninfluenced by an increase in the movement amplitude and average velocity within
a given movement time However, this result was not generalized lgyshbsequent
research and the proportional relation might appear only through using a limited range of
the potential conditions for a given motor system (Carlton & Newell, 1993; Newell et al.,
1979; Newell et al., 1980; Newell et al., 1993). Another fumelatal problem is that
their experimental design did not control the time over which participants were allowed
to achieve their maximum force (Sherwood & Schmidt, 1980; Schmidt & Sherwood,
1982; Schmidt et al., 1979).

Carlton and Newell (1985) argued tlilae variability of movement error considered
in the space&imensionor timedimension separatelyas been shown tee a consequence
of the rate of force production and the temporal priiggeof the impulse For instance,
holding the time to peak force constant while increasing peak force resaitts-in
variation intheinitial rate of force production in the impulse or vice versa. Telaion
leads to a consideration thfe relativecontributions of foce and time to movement error
when applying the spadane viewpoint in human movemenin addition theirresults
suggested thaven though the time to peak force was fixethemexperiment(200ms),
the timing error still deviated from the rate requinagblicitly by task demands when the

percentage of force increased
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A major contribution of the Schmidt et al. (1979) impulse variability theory for
movement speed and accuracy traffas that it linked the kinematic data to the
observed kinetic data. Nevertheless, the comprehensive relation between variability of
impulse and the concomitant movement error has not been fully established. The reason
is that there has not been a direct measure of impulse on the movementssperdcy
relation in the experimental work in part because several features of the impulse tend
co-vary when the size and the shape of the initial ftiroe curve also change (Carlton
& Newell, 1993; Newell & Carlton, 1985, 1988). Previous studies have provided
considerable evidence of the nproportionality between peak force and variabitify
peak force (Carlton & Newell, 1985; Newell & Carlton, 1985; Kim et al., 1999; Newell
et al., 1982; Sherwood & Schmidt, 1980; Schmidt & Sherwood, 1982).

After Schmidt et al. (1979), Carlicand Newell (1993) algoroposedhat a complete
descriptionof variability at the kinetic level and kinematic level can be linked and used to
interpret variability in movement spatiene tasks (Kim et al., 1999). We clearly know
that variability in the motor system can be examined at several levels. Althougbfmos
theresearch about movement variability is focused on the movement outcome or
movement pattern, this can be related to variations in force production that are influenced
by factors, such as the state of the muscle at the time activated, excitéloidyoo
neurons, and motor signals from higher nervous centers.

We are still not clear what the primary source of motor variability is, even though
we know that regulation of force is a critical function in the human muscular system (e.g.,
Evarts, 1968).Based on the concept that the velocity of movertteough the space is

an emergntproperty of muscular force acting on the joint and the duration of this force
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acted. It has beensuggested thdheforcetime framework for movement accurgey
measuref movement error in both force and time dimensi@gequired to anale
impulsevariability rather than the independent measures of the force oditnemsiors
(Carlton & Newell, 1993Hancock & Newell, 1985; Newell, 1980lewell et al., 1981
Information Entropy

The spacdime principle led to the proposition that a measure of movement error in
the dimensions of space and time to the analysis of movement variability is required
rather than only a measure of spatial error or temporal error alonedéla& Newell,
1985; Newell, 1980). The construct of information entropy is a candidate to unify the
spacetime property of the movement speed and accuracy relatanHkieh & Newell,
in pres$. Originally, the concept of entropy referred to the ami@id energy that was
inaccessible to the work in thermodynamics (Williams, 1997). Shannon (1948) applied
this concept of information entropy to the development of information theory of
communication and inferred that high information entropy is patalleigh levels of
uncertainty in a system.

The concept of information entropy has been used in numerous disciplines of the
physical and life sciences (Cover & Thomas, 1991). Although information entropy is a
straightforward and useful index thatreesponds to the content of information in models
of human information processing, its use as a reflection of variability in the motor system
has not been applied broadly in the motor control domain (Lai, M&ngss, Sosnoff, &
Newell, 2005; Lai, MayeKress, & Newell 2006; Lai et al.in press.

Probabilities are the foundation of information entropy. In order to analyze discrete

aiming movements by using information entropy, we need to know the probabilities of
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the data distribution at each #gnpoint in the movement outcomes or movement
trajectories. Most previous research has relied on normal distributional indexes of
variability to describe the relationship between the functions for movement speed and
accuracy, such as variable error (VE) aoefficient of variation (CV). The measure of
standard deviation is based on the properties of a data distribution, and in a normal
distribution it has a particular role in capturing the dispersion of deviations from the mean.
The coefficient of variadn provides a relative measure of variability to the spatial
temporal properties of the movement; it is also useful for comparing variability over
different task conditions.

However, there are several assumptions to the use of standard deAation.
significant problem is that the assumption of a normal distribution should hold for the
data to be analyzed, however, this is not always the case in most conditions of the speed
accuracy relation (Hancock & Newell, 1985; Newell, Carlton & Hancock, 1984gre
are deviations from the properties of a normal distribution over the potential spatial and
temporal constraints and systematic changes in skewness and kurtosis as a function of the
spatiatltemporal criteria of the movemietask Kim et al., 1999/ ai et al., 2006; Newell,
Carlton, & Kim, 1994; Newell, Carlton, Kim, & Chung, 1993). The deviation from a
normal distribution is significant because it has been found that changes in the higher
order third and fourth moments that determine skewnessuatabis can change the
estimate of the standard deviation even when the dispersion of the data in the distribution
remains unchanged (Hancock & Newell, 1985; Newell, Carltdtha®cock, 1984

Lai et al.(2005) examined the variability of movement outcome in relation to the

direct measure of the probabilities of the performance outcomes. Using the measures of
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information entropy, their results showed that the distribution under different spatial
temporalconstraints at points of the movement trajectories and performance outcomes
were not normally distributed. Their study provided evidence that the entropy estimates

of performance outcomes as a function of movement speed and accuracy conditions show
a different property than that produced by traditional distributional estimates.

The method to obtain the probabilities in the experimental data is to utilize properties
of the actual frequency distribution. The entropy estimated from actual frequency
distribution of dataklp) can be calculated with the following equation:

Hp =Pileg; (1/Pi) (1)
WherePi is defined in the frequency distribution, indicating the frequencies of data
points in each bin It has been shown that probabilities thioutformation entropy
measures provide a dimensionless alternative measure of the variability of movement
outcome (Lai et al., 2005; Lai et al., 2006). One advantage of information entropy
measures is that they focus on probabilities of the movementoaiticeespective of the
measured movement dimensions.

Lai, Hsiehand Newell (n pres$ investigated a unified spatial and temporal error
measurement of the probabilistic estimates of movement outcomes that can be
implemented even though the units &ssessing movement error in spatial and temporal
error are different. The measure is unified sgaoe entropy because it considers the
joint probability structure of spatial and temporal movement error (Lai eh @ress
Williams, 1997; Scott, 192). They examined the integrated spatial and temporal error
variables ofdiscrete aimingnovements into a singjeint probabilistic spacéime

measure to understand how different task goals, movement strategies, and movement
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spacetime constraints inflanced this integrated information entropy in contrast to their
established effect on the traditional distributional single dimension analysis.

Their findings show that the integrated measure of spatial and temporal entropy score
systematically chaged under the task goal and instructional bias conditions, in a way that
was not found in the consideration of the spatial and temporal error on an independent
basis, but is consistent with considering the combined effects of the spatial or temporal
errormeasured separately. The spatial, temporal and both instructional movement
strategy emphasis in different groups led to the same level of-8pecanified entropy
when individual dimension (space or time) variability showed contrasting effects of
movemat velocity.

In summary, most of the studies to date have shown that the phenomena-in speed
accuracy tradeff are focused on either the space or time dimension considered
individually. In the spacéime principle, when the human system produces mortne
there is the potential relation between the spatial and temporal errors because each error
is measured with respect to the other (Hancock & Newell, 1985; Newell, 1980). In fact,
in interceptive movements such as baseball batting, it seems eouuitéve to say the
batter missed the ball by 5ms but only missed by 1mm sloésnot needo worry
aboutmissing the ball Since probability is the basis of information entropy (Shannon &
Weaver, 1949; Scott, 1992; Williams, 1997), the theoretical focus of the dissertation is on
the development of an integrateiht probability measure of the spatial and temporal
error of performance outcome. The primary focus of the dissertationosti@st and

systematically examinie unified movemerjbint entropy to the traditional spatifdrce
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and temporal errors observed in the context of different sjpaeemovemenor force

time productiorcriteria.
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CHAPTER 3: ENTROPY OF SPACE-TIME OUTCOME IN A
MOVEMENT SPEED-ACCURACY TASK

Abstract

The experiment reported was-sgt to investigate the spatiene entropy of
movement outcome as a function of a range of spatial (10, 20 and 30 cm) and temporal
(250 to 2,500 ms)riteriain adiscree aimingtask. The variability and information
entropy of the movement spatial and temporal errors considered separately increased and
decreasedn the respective dimension as a functioarohcrement of movement
velocity. However, thgoint spacetime entropy was lowest when thelative
contribution ofspatial and temporahskcriteria was comparable (i.e., midnge of
spacetime constraints), and it increased with a greater todideetween spatial or
temporal task demands, relieg a Ushaped function across spdoae taskcriteria.
The traditionakpeedaccuracy functions of spatial error and temporal error considered
independentlynappedto thisjoint spacetime U-shaped entropy functionThe tradeoff
in movement tasks witjpint spacetime criteria is between spatial error and timing error,

rather than movement speed and accuracy.
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Introduction

The relation between movement speed and accuracy is one of the most robust
phenomea in human movementTheessenc®f the speediccuracy relation is that with
an increase in movement speed there is concomitant decrease in movement accuracy.
The outcome is that we often need to sacrifice movement speed for spatial accuracy to
achieve the task goal that we want toim=al Expressed another wayovement
accuracycan beancreased by tradin@educing) movement speédence, the
phenomenon of the movement spa@eduracy tradeff. The speegccuracy relation has
been an important topic in the field of motantrol trat haded tomany theoretical
accounts and empiricihdings(Crossman & Goodeve, 1988lliott etal., 2010; Fitts,
1954 Hancock & Newell, 1985¥leyer, Smith, Kornblum, Abrams, & Wright, 1990;
Plamondon & Alimi, 1997; Schmidt, Zelaznik, Hawkins, Fr&kuinn, 1979;
Woodworth, 1899).

Human movement takes place in both space and ftinfiellows, therefore, that
there ispotential for bothspatial error antemporalerror in motor tasks (Brouwer,
Smeets, & Brenner, 2005; HancockiNgwell, 1985; Nwell, 1980 Schmidt et al., 1979
Indeed, in movement timing tasks, where the goal is to move through an amplitude in a
given time there can be a measurement of timing error. In these conditions it has been
shown that increasing movement velocity witkihe same movement time results in a
decrease of movement timing error, rather than an increase in error as in a movement
spatial accuracy task (Ellis, Schm&tWWade, 1968; Kim, Carlton, Liu, & Newell, 1999;
Newell, Hoshizaki, Carlton & Halbert, 197Blewell, Carlton, Carlton & Halbert, 1980

Thus, the directional effect of the relation of movement speed and accuracy is a function
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of whether spatial or temporal accuracy is being measyrexing the idethat a
paradox exists in the effect of movemenéad on accuracy (Newell, 1980).

Considewhena performer tries to hit lbasebalhe/she does not only need to know
where theéball will be,butalso when the ball will be iacertain location. Mvertheless,
most previous research of the movement speed and accuracy relation accounts for
movement error on only one of these dimensidixen in closed skills, movement is not
constrained only by spatial criteria as movement tasks always have apdttemporal
boundaries. It is the case tleatant accounts of the speadcuracy relatiohave
focusedlargely on movement spatial err@fitts, 1954; Woodworth, 1899) and where
temporal error has also been measured, it has been considered independpatigl
error (Schmidt et al., 1979Accordindy, the influence of movement speed on
movement spatial and temporal accuracy has provided a chedleng how a task
should be performed in terms of the relation between spatial and temporal error when
both space and time are task criteriari¢teck & Newell, 1985; Newell, 1980; Newell,
Carlton, Kim & Chung, 1993\ewell, Carlton & Kim, 1994

Hancock and Newell (1985) proposed a spaoe frameworkof the movement
speedaccuracy relation that [sased on the spatiene principle thathe spatial
component of movemerg alwaysmeasured with respett time and thathetemporal
component of movemerg alwaysmeasured with respetd space (Minkowski, 1908).
When movement tasks determine that tiamporal and spatial errors are in the same
plane of motion, the error distributions in both dimensions affected by movement speed
are consonant. This reflects the need to carefully consider how the contslodtspace

and time to movement errors aa@culated when invoking the spaitee principle in the
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human behavior domain. The spditee account of movement accuracy is nsisbngly
relevantin tasks where both spatial and temporal dimensions of movement are task
criteria (e.g., Hsieh, Liu, Mey-Kress & Newell, 2013; Kim et al., 1999; Newell, 1980;
Zelaznik,McCabe Mone & Thaman1988). The variability of movement error
considered in the separate dimensions of space and time has been shown to map to the
rate of force production and the temglgoroperties of the impulse (Carlton & Newell,
1993; Kim et al., 1999; Schmidt et al., 1979).

A fundamental question that naturally follows i€ human action is reflected in the
spaceandtime of the movement, how does the participant integhatimdividual
dimensiors of space and time into a single sp&ioee propert® In addition, how would
asingle spacg¢ime measurement relate to existing accounts of movement-apeerhcy
tradeoff? The spacéime principle led tahe proposition that a measure of movement
error in the joint dimensions of space and time to the analysis of movement variability is
required rather than only a measafapatial error or temporal error alone (Hancock &
Newell, 1985; Newell, 1980).

Hsiehet al. (2013) created a performance score as feedback that was an integrated
and weighted product of spatial and temporal movement criteria. This measurement
approach led to the finding of a newstaped function for movement speed and
accuracy in contrago thetraditional accounts of the effect of movement speed on either
spatial error or temporal erroNeverthelesghis approach used different weighting
adding either on spatial or temporal components to see how performance influenced
under differentombination of space and time conditidhcan be argued that the

feedback manipulation may have driven the behavior to show the observedldbape.
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we investigatedne constructof information entropys anothercandidateapproacho

unifying thespace-time property of the movement speed and accuracy relation (Lai,
Hsieh &Newell,in pres3. Shannon (1948) applied the concept of information entropy to
the development of an information theory of communication and inferred that high
information entropyeflects high levels of uncertainty in a system. The use of entropy as
a reflection of variability in the motor system has, however, not been applied broadly in
themotor control domainGover & Thomas, 1991;ai, MayerKress, Sosnoff & Newell,
2005; Laj MayerKress & Newell, 2006; Lai et alin press.

To obtain an estimate of entropy in the experimental data requires one to utilize the
probabilities of the actual frequency distribution. The entropy estimated from the actual
frequency distribition of data Ip) can be calculated with the following equation:

Hp =Pileg; (1/Pi) Q)
wherePi is defined in the frequency distribution of the dependent variable of interest,
indicating the frequency of data points in eachibitt has beeshown that probabilities
through information entropy provide a dimensionless alternative measure of the
variability of movement outcome (Lai et al., 2005; Laakt 2006). Lai et al.(2005)
used the information entropy approach in their study to aheidnentioned problems.
Nevertheless, spatial entropgd temporal entropy stéixamined independently.

Lai et al. {n pres3 investigated a unified spatiahd temporal error measurement of
the probabilistic estimates of movement outcomes that can be implemented even though
the units for assessing movement error in spatial and temporal error are different. The
measure israunified spacdime entropy becaesit considers thpint probability

structure of spatial and temporal movement error (Lai ehgbress Williams, 1997,
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Scott, 1992).1t is anticipated thathe movement variability in terms afprobabilistic
spacetime approach would be differentdim the variability measured in the traditional
single dimension distribution analysis of spatial or temporal error.

The purpose of their first experimdantLai et al. (in pressyas to investigate how
the joint entropy changed under different task gi¢abintaiming and target aiming) and
different strategies (spa@mnphasis, timemphasis, or both). In the Experiment 2, they
used the data from Hsieh et al. (2013) to see if using a different approach to integrate
space and time would show the samehidpe. Nevertheless, it is possiblattthatawas
already biasdby the weighting feedbaclg discussed previouly

Danion, BongersandBootsma(2014) manipulated movement time during
reciprocal aiming tasks to examine how spatial variability and temporal variability vary
with movement time. Their findings showed a strong negative correlation between
spatial and temporal variabiligcross diffeentmovement duratiasyboth SD and CV)
Although theycharacterize@ tradeoff between space and tirdenension the influence
of different spatial or temporal criteria is stithcertain Newell and colleagues (Hancock
& Newell, 1985; Newell, 1980 as been proposetidt in dual spacéme criterion tasks
participants trade spatial error for timing error, rather than the traditional perspéctive
speed for accuracy.

In the experiment reportdterewe investigate th@int entropy of spatial and
temporal error in discrete aimingask over a range of amplitude and time criteria.
Given the preliminary studies reported abavis hypothesizedhat movement velocity
in the mid parameter range of spati@mnporal constraints will lead to the minimwof a

joint entropy of the spaettme outcomdHsieh et al., 2013; Lai et al., in predgewell,
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1980). The finding of a $hapedunctionfor entropy of the spaegme outcome would
contrast with the speeatcuracy functions dhe movemenbutcomemeasured
independentlyn eitherthespace or time dimensio@fossman & Goodeve, 1988itts,
1954 Plamondon & Alimi, 1997; Schmidt et al., 1979; Woodworth, 1890is
anticipated howeverthatthe traditionakpeedaccuracy functions for spatial errand
temporal error considereddependentlgan bemappedto thisspacetime U-shaped
function
Methods
Participants

Twelve self-reportedright-handed healthy young adu(& males and 6 femalg)
who wlunteered for the experimenthe mean agef the participants was 28.17at0ge
+ 3.58)years. Participants provided informed consent and the experimental procedures
were approved for compliance through the policies of the Institutional Review Board of
Penn State Unersity.
Apparatus

A Wacom Cntiq 21UX digital tablet (Model DT2100D, 561 x 421 x 61.3mm
with an active surface area of 432mm x 324mm) was connected to a PC computer (the
pixel range was set at 800 x 600) and used for data coll¢sgerFigure.1). A
handheld, cordless stylus (Model-BB1E) with a weight of 18g was used with the
digital graphic tablet. A custom computiscrete aimingprogram was used to prese
different movement time goals and different amplitudes in spameand calculatéhe
spatial error and temporal error for the participants immediately after each discrete

aiming trial. The distance moved by the cursor represented on the screen to the actual
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distance moved by the stylus on the digital board was 1:1. The samplentrg@fi¢che

kinematics from the customized program was 130Hz.

Figure 3.1 A schematic of the speadcuracy aiming task with the target width (1mm)
and movement amplitude (20cm).
Experimental design

There were 3 differemhovementamplitudes (10, 20, and 30cm) between the two
targets (2mm in diameter for the start point and 1mm in diameter for the target point).
The criterion movement times ranged from 10cm (fast: 250msmigstie: 300ms,
middle: 550ms, middle accurate: 1000ns] accurate: 1300ms), 20cm (fast: 300ms,
fastmiddle: 450ms, middle: 650ms, middle accurate: 1500ms, and accurate: 2000ms),
and 30cm (fast: 350ms, fastiddle: 550ms, middle: 750ms, middle accurate: 1800ms,
and accurate: 2500ms) for each condition. Thk teas tanovea stylus from left (home
position) to stop on the right (target positiamthe criterion time The digital tablet was

positioned at the middle in front of t
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Each participant completed 3 distance x 5 time ttam each with 100 trials of a
discrete aimindgask. These 15 conditions wéabeled agast, fastmiddle, middle,
middle-accurate, and accurate conditions over the 3 different amplitudes. It took
approximately 1 hour to complete the 5 spawe condtions on each day. Each subject
attended the laboratory for 3 days to complete the 15 testing conditions. The order of the
5 conditions within day and the order of amplitudes over days were randomly determined
for each participant.
Procedures

The partigpant sat on a chair of standard height for working at a desk. Before the
start of a trial, the home position (2mm in diameter) and target positions (1mm in
diameter) were shown on the digital tabl&he participants were instructedrtatch the
designd criterion time as accurate as possible and also be as accurate as possible to hit a
center of target.The trajectory of the stylus wanot shown on the board when
performing the task except the cursor that is always visible during the whole trial. The
algebraic temporal and algebraic spatial errors from the respective task criterion were
each presented numerically on the computer screen immediately (< 2s) as information
feedback after the completion of each trial. Participants were instructed that thei
performance (movement time and spatial error) should each be as close as possible to the
spacetime task critea (temporal error and spatiairorshould be zero)

The participant picked up the stylus to touch the digital tablet. A cursor (Imm in

diameter) showed up on the screen. Then, the participant moved the cursor onto the
home position on the screen. A beep sound was given once the participant had the stylus

to touch the tablet on the home position for around 1s. This was not a reawéon ti
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experiment and the participant was instructed not to respond to the beep sound as fast as
possible. He/she was to begin each trial when they were comfortable and ready after
beep sound. The initiation of movement was defined by the stylus crossiog/the

velocity threshold of 3mm/s and stayed above that threshold for 30ms (6 frames). The
stylus was to remain in contact with the tablet during the movement until theasial
completed. The trial was finished when the stylus touched the target position or the
stylus came to a stop. The movement stop was defined by the stylus leaving the tablet
surface or the velocity of the stylus being below 3mm/s for greater than 40framég).

The next trial started as soon as the participant was returned the stylus back to the
home position to start the next trial. A63nin break was provided after each 100 trials.
Derivation of the spacetime task criteria

Prior to the experimentrpper a pilot study of thdiscrete aimingask with a variety
of task emphases on speed and accuracy was conducted to determine thimspace
conditions of the actual experiment (see also Hsieh et al., 2013). In the pilot procedure, 3
additional partigbants acted as pilot participants to establish the range ofSpere
conditions for the experiment. These pilot participants performed 350 trials of the
discrete aimindask with different emphases on spatial accuracy and movement time on
each trial. Br example, tanoveas fast as possible while aiming for the target, or to
movea little slower while aiming for the target, andmoveto the target as accurate as
possible. All pilot procedures were the same for the 3 different amplitudes (10cm, 20cm,
and 30cm).

After 350 pilot testing trials, we were able to observe the standard function of space

time performance under different spesxturacy conditions. The data distribution of
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movement time and spatial error revealed that when a longemmeovéime was
emphasized the magnitude of spatial error was decreased, and vice versa.

We normalized the raw pilot data by using the longest movement time and largest
spatial error (10cm, MT:2624mand SE: 10.97mm; 20cm, MT:3880ms, and SE:
20.98mm; 30cm, MT:4785ms, SE: 20.15mm). dBberminethe conditions of the
experiment proper we used 5 slopes of the tangent lines that were spread over the speed
accuracy parameter range and close to the I8st), fast middle (5:1), middle (1:1),
middle accurate (1:5) and accurate (1:10). At the middle condition, the 1:1 coefficient
was derived from the tangent of 45 degrees to the spemdacy fitting curve (pilot data)
that provided equal emphasis to tamtribution of movement time and spatial error.

After we found the positions where the slopes were close to the determined goal values
we used the corresponding movement times as the bases for the criterion of different
spacetime conditions that covedlehe range of parameter conditions.
Data Analysis

For each trial thalgebraic error for time and space on each dimension considered
independently was recorde@he spatial, temporal and joint spao®ae entropy vas
calculated in terms of probability based on an analysis of the frequency distribution of the
respective movement outcome. The number of bins for the entropy analysis, based on
previousanalyses, was set 20 for both the spatial and temporal data, viita last90
trials analyzed in each of the respective dimensidine performance outcome entropy
was the summation of the spatial and temporal measures in terms of the joint probability

(Williams, 1997).
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To examine the distribution of the difeait spacgime conditions, we analyzed the
distribution of temporal and spatial errors of each participant by using the maximum
values to normalize the temporal and spatial errors. Using normalized data, we fitted an
ellipse to the distribution (85% ofétraw data lie inside of the ellipse), and calculated the
main angle of the ellipse to observe how it changed across differenttspace
conditions. All angles above 90 degrees were mirrored to situate therf fiegnees to
90degreegby subtracted fnm 180 degrees) to make it easier for the interpretation of
how the main angle of the ellipshanged

Repeated measures ANOVAs were used to examine the effect of thdispatask
movement conditions on each dependent variabhe Greenhousé&eissermethod was
used to correct for violations of sphericity and the Bonferoni correction was applied for
the post hoc comparisons, wttasquare i) (Green& Salkind, 208) reveaing the
effect size.In those cases where the normal distribution assumption was not fulfilled in
the data we used Fri edman ®Repeatetifiaived Wilcdaixan anal y z
tests corrected by the Holm's Sequential Bonferroni Procedure (Abdi, 2010) were used as
nonpaametric poshoctestsThe ef fect sizes were Kendal 6s
ANOVA.

Results
Distributional analyses
Spatial error
Spatial Constant ErrarFigure3.2 (left column) shows spatial constant error (CE),

variable error (VE), and information entropy of thiscrete aimingask as a function of
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the different spacéme conditions. The black and grey bars indicate the different

amplitudes (10, 20, and 30cmgspectively.
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Figure 3.2. Left column.Spatial constant error (CE), variable error (VE), and entropy of
the line drawing task as a function of the different sgane conditions. The black and
gray bars indicate the different amplitudes (10, 20, 3@dm), respectively. Right
column. Temporal constant error (CE), variable error (VE), and entropy afititeete
aimingtask as a function of the different spdee conditions. The black and grey bars
indicate the different amplitudes (10, 20, andr8), respectively. The error bars denote
the 95% confidence interval
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The 2 way (3 amplitude x 5 spatime conditions) repeated measures ANOVA on
spatial constant error showed a significant effect for spaee conditionsF(1.35, 17.27)
=17.08,p<0.01, h?= 061. The posthocpaired comparisons on spatial constant error
showedhat all of the conditions were significantly different from each other, except the
fastmiddle from middle, middiaccurate and accurate conditions, and middieurate
from the accurate conditions. However, there was no amplitude &if2cB2) = 2.27p
> 0.05, and thinteraction between spatiene condition and amplitud€(2.01, 22.15) =
0.38,p > 0.05 for spatial CRvas not significant

Spatial VariableError. The spacgéime condition effect was significarf(1.17,
12.83) = 70.43p < 0.01, h? = 087 for spatial VE.The posthocpaired comparisonsf
the spatial variable err@howedhat all of the spaegéme conditions were significantly
different from each other. However, there was no amplitude efgst22) = 1.325p >
0.05, and the interaction between the sgane condition and amplitud&,1.99, 21.86)
= 1.54,p > 0.05 forspatial VEwas not significant

Information Entropy of Spatial ErrorThe information entropy of spatial error
showed large deviations froanormaldistributionand thus we usegbnparametric tests
(seemethods section)For all amplitudes, the condition effect was significant, 10 cm:
G%(4) = 43.364p< 0.001LW= 0. 9 0 ;%4)>=@5.600p< 0.@01,W= 0.95; 30 cm:
6%(4) = 45.540p < 0.001,W = 0.94. The posthoc analyses showed that all spéioee
conditions weresignificanty differentfrom each other for both 10 and 20cm, except
middle-accurate and accurate conditio®r 30 cm, all spaegme conditions were
significanty differentfrom each otherConsidering each condition, the amplitude effect

was significant for middl@ ¢ ¢ u r’(a) & 8.000p6= .018,W= 0.33 and accurate
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condi £2)sn&7p=d20,W=0.32 The posthoc analyses showed that the
10cm was significantly different frotte 20 and 30cm.
Temporal error

Temporal Constant ErrorFigure3.2 (right column) depicts the temporal constant
error (CE), variable error (VE), and entropy of the discrete aiming task as a function of
the different spacéme conditions. The 2 way (3 amplitude x 5 sptiwcee conditions)
repeated measures ANOVA on teon@l constant error showed a significant effect for
spacetime conditionsF(1.49, 16.35) = 26.5< 0.0L, h?=071. Theinteraction
between movement amplitude and sptiicee condition showed a significant difference
for temporal CEF(8, 88) =3.66, p < 0.001,h?= 0.25. The poshoc simple main effect
analysis showed that temporal constant error of 10 cm was sigrifid#ferent than the
30cm but only for the fast conditiofMoreover, thee weresignificant differences
between all the conditiorat all theamplitudes, except the middle from both middle
accurate and accurate conditions in the 10cmynfedtlle from both middle, and accurate
conditions, middle from both middigccurate and accurate conditions in the 20cm, and
fastmiddle from middleaccuratemiddle from both middleccurate and accurate in the
30cm.

TemporalVariableError. Fortemporal VE, we found significant effects for space
time conditionsF(4, 44) = 14944, p < .001,h? = 093; amplitude F(2, 22) =35.65 p <
0.00, h? = 0.76. In addition, the condition by amplitude interactiwasalso significant,
F(3.42 37.70) =7.19 p<.001, h?= 040. The posthoc simple main effect analysis
showed that temporahriableerror 0of20 cm was significahy different than the 30cm

for the fast condition10cm was significaht different than the 30cm for the fastiddle
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condition, and all amplitudes were signifidgndifferent from each other for the midele
accurate and accurate conditioMdoreover, thee weresignificant differencebetween
all the conditions in albf theamplitudes, except the fast from both fastdle and
middle conditions, fastiddle from middle conditions, and midedecurate from
accurate conditions in the 10cm, the fast from bothrfadtlle and middle contions,
fastmiddle from middle conditions in the 20cm, and also the fast from botimidsile
and middle conditions, fashiddle from middle conditions in the 30cm.

Information Entropy offemporalError. The 2 way (3 amplitude x 5 spatime
corditions) repeated measures ANOVA thie information entropy of temporal error
showed a significant effect for spatime conditionsF(4, 44) = 162.81 p < 0.00,h? =
0.94; andfor amplitude F(2, 22) =26.99 p < 0.00, h?= 0.71. In addition, the condition
by amplitude interactiowassignificant,F(8, 88) =2.67, p< 0.01,h?= 02. The post
hoc simple main effect analysis showed that temparbpyof 10 cm was significantly
different from the 30cnfor the fast conditionlOcm was significaihy different from the
30cm for the fasmiddle condition, 10cm was significaypdifferent from both 20cm and
30cm for the middle accurate conditions, and all amplitudes were significant different
from each other for the accurate commit. Moreover, thee weresignificant differences
between all the conditions at all amplitudes, except the fast from botmiZdie and
middle conditions, fastniddle from middle conditions, and mideecurate from
accurate conditions in the 10cm, fast from both fasmiddle and middle conditions,
fastmiddlefrom middle conditions, and middkccurate from accurate in the 20cm, and
also the fast from both fastiddle and middle conditions, fastiddle from middle
conditions in the 30cm.
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Ellipse dsstribution of spacetime analysis

We used the neparametric tests (seeethods section)n the ellipse distribution
(see figure 3B) of spacetime conditionsat different amplitudesFor all amplitudes, the
condition effect “@Wxdl.783ipg0.00IW=087t ,20F%@ mcm: G
=34.27p<0.001,W=071; 3 0 %4 #l.40@ < 0.001,W= 086. The posthoc
analyses showed that all spdgee conditions wersignificanty differentfrom each
other at 10cm, except the fast from fagtdle conditions. For 20 cm, all spacéime
conditions weresignificanty differentfrom each other, except the fast from fastidle
conditions the fastmiddle from middle conditions, and the middiecurate from
accurate conditionsFor 30cmall spacetime conditions wersignificanty different
from each other, except the fast from fiastidle conditions and the middlaccurate
from accurate conditiondHowever the amplitude effect wasot significant forspace

time conditions p>.05.
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Figure 33. Examples of data distribution for different spacee conditions from three
participants, respectively. The different rows indicate different amplitudes (10cm, 20cm,
and 30cm).
Joint entropyspacetime analysis

Figure3.4 shows the joint spadgéne entropy of theliscrete aimingasks as a
function of themovementamplitudes.The 2 way (3 amplitude x 5 spatime conditions)
repeated measure ANOVA dimejoint spacetime entropy showed a significant effect for
spacetime conditionsF(4, 44) = 21.72p < 0.00,h? = 066, andfor amplitude F(2, 22)
= 4.34,p<.020,h? = 028. Additionally, the interaction between condition and
amplitude was significanE(8, 88) = 47.6p < .001,h? = 081. The posthoc simple
main effect analysis showed that jogmttropyof 10 cm and 20cm were both significantly
different from the 30cnfor the fast conditionl0cmand 20cnmwere bothsignificanty

different from the 30cm for the fastiddle condition20cm was significahy different
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from both10cm and30cm for the middle conditionand10cm and 20cm were both
significantly different from 30cm for the middbccurate conditionsAll amplitudes

were significanly different from each other for the accurate conditionsaddition there
weresignificant differences between all the conditions at all amplitudes, except the fast
from both middle and middiaccurateconditions,andfastmiddle from midile and

accurate conditions the 10cm, the fast from both fasiddle middleand accurate
conditions and middleaccurate from accurate in the 20@nd alsahe fastmiddlefrom

both middle anéccurateconditions, middle from middiaccurateconditiorsin the

30cm.

To test the kshapéd function of the joint spacgme entropy for the 5 different
spacetime conditions at 3 different amplitudes (10, 20 and 30cm), we fitted the joint
entropy from the last 90 trials of each individual participant with a quadratic function: y =
a + bx +cX where y is the joint entropy and x is the logarithm of the weighting ratio
between movement time and spatial accuradye R values of the groumean fit
results ranged from 49.98 for the joint spacéme entropy (see figurd4). Table3.1

shows the R? values of the individual fit results for the joint spdiree entropy.
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Figure 3.4. Thejoint spacetime entropy of thdiscrete aimingask at differenspace-

time conditions The quadratic function fibnly for the joint spacgime entropy from

group mean.The logarithm of the weighting ratio was used as the independent variable,
therefore Logo(1/10) =-1, Logo(1/5) =-0.7,Logo(1/1) = 0,Logo(5/1) = 0.7,

Logo(10/1) = 1 were used as the 5 values forfitiang variable. The error bars denote

the 95% confidence interval

Table 3.1. The R* Values of the Quadratic Function Fit Over theSpaceTime
Conditions for the Joint Entropy of the Individual Participants

Partici 10cm 20cm 30cm

P1 0.93 0.76 0.95

P2 0. 32 0.70 0.95

P3 0.89 0.95 0.99

P4 0.81 0.99 0.914

P5 0. 75 0.95 0.87

P6 0.87 0. 82 0.75

P7 0.91 0.97 0.81

P8 0.98 0.93 0.62

P9 0. 76 0.74 0. 88

P10 0.53 0.80 0.90

P11 0.80 0.91 0.99

P12 0.99 0.72 0. 84
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Discussion

The experiment reported was-sgt to investigate the spatiene entropy of
movement outcome as a function of a range of spatial (10, 20 and 30 cm) and temporal
(250 to 2,500 ms)riteriain a movement speeatcuracydiscrete aimingask. The goal
directed discreteaiming task has been central to experiment and theory of the movement
speed and accuracy trad# (Elliott et al., 2010; Fitts, 1954; Hancock & Newell, 1985;
Plamondon & Alimi, 1997Schmidt et al., 1979; Woodworth, 1899). However, typically
in movement speeaccuracy tradeff experiments the task criteria have foedien
either the spatial or temporal dimensiafisnovement erroconsiderechlone antbr
independently.

In the current study, we integrated the individual spatial and temporal error data into
a joint spacdime entropy to investigate both dimensions ingameframe of reference.
The joint spacgime entropy revealed a-shaped function for the movemenesgd and
accuracy relation at all of the 3 movement amplitudes. The lowest entropy was &icated
the region where the relative contributions of space and time to movement outcome were
comparable (see also Hsieh et al., 2013 with a different approachcestispe
integration). When thspatialandtemporal constraintscreased the asymmetry in the
influence of either the space or time dimensions the joint entropy increased. This was
particularly apparent at the short movement time and long movemertdimd#ions (see
also Lai et al., 2006). This-shaped spaegme speeehccuracy relation is different from
the traditional functions for both spatial (Fitts, 1954; Fitts & Peterson, 1964; Schmidt et

al., 1979) and temporal (Newell et al., 1979) errorsaberedndependently
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Fitts (1954) usethformation theory to descrikend explairhow the movement time
as a dependent variable changed according to different combinations of amplitude and
target width (index of difficulty, ID).This approach assumasdixed information
transmission capacity of the motor system so that when ID increagesy tleptuaimotor
system requires more time to process information to preserve accuracy leading to an
increase in movement time. However, in the classic Fitts j1&%groach only spatial
dimension of movement accuracy is consideegd even in this protocol the spatial error
has often not been reportefitts (1954)did not discuss how the motor system proesss
information inthetemporal dimension and thus does explain changes in temporal
error given differentaskconstraints. Indeed, most of previous accounthef
movement speed and accuracy relatiameignored the influence dhetime criteria on
the resultant spag@me movement errgiCrossman & Godeve, 1983; Fitts & Peterson,
1964;Wright & Meyer, 1983; Woodworth, 1899

Our findings showthatthe spacdgime U-shaped function can be mapped to each of
the respective errors on the individual dimensions of space or Tihva.is,the standard
speedaccuracy relations are shown when they are considered independéinay in
increased velocity tto greater spatial movement er(&chmidt et al., 1979;

Woodworth, 1899)but decreaad movement error in timingellis et al., 1968; Newll et

al., 1979) With respect to the traditional distributional analysis, the findings showed that
the spacgime conditions influenced constant, variable and information entropy of both
spatial and temporal errors.oever thetemporal variable errand information

entropy of temporal errawere also influenced by movement amplitudieseems that the

movement amplitude contributed more influence to movement outcome in the temporal
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dimension than to movement outcome in the spatial dimension fifithisg suggests
that movementemporalerroris more easily influenced compared to the movement
spatial error by the different spatime constraits and movement amplitudes (Hsieh et
al., 2013; Lai et al., in press).

The Ushaped speed and accwyréignctionof spacetime joint entropy showthat
different spatial/temporal constraints are related to the-w#da movementccuracy
when the space and time dimensions of performance are integrated togétherror
distributions werenfluencedqualitatively bythe parameter range of the differeptaice
time constraint®n movement outcomeThemovement outcomeata cloud was
elongated on the spatial dimension when the task criteria required participants to move
fast(see figure 3). In this cae, participantmaintaired temporal accuracy with high
movement velocity in the temporal dimension this resulted in decreased spatial
accuracy, and vice versa when participants performed in the accurate coréitiona
dynamic point of view, consimts would change the stability landscape channeling the
intrinsic dynamics that has not been well established for discrete movement tasks. For
instance, under dual (space and time) criteria therpasametecombination where the
joint entropy of moement outcome can be minimized and this emerges wheel#tige
contribution of space and tine®nstraintdo movement outcome is comparable. Moving
faster or slower from this critical relation increased the joint entropy on the-tpece
dimension (Hacock & Newell, 1985).

In this spacdime perspective, the4shapedunctioncould be influenced by the cost
and payoffs associated with errors of space and time. For example, when we sacrifice

speed to increaspatial accuracy we lesiming accuracy tgointly influence the
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movement performancé&éwell, 1980) In the case of considering both space and time
dimensions together, the most efficient way to minimize movement error is to operate in
the region where the intersection betw#@nspatial and temporal entropy curves occur.
To understand the general problem of spaecliracy tradeff requires a combining of
spatial and temporal measures into a sfzce explanation of the movement relation
between the speed and accuracy t@ifle The cohesion of theethodologicaapproach
developed and investigated in this study provides an alternative perspective and a more
complete account from which teescribe and explaiime speed and accuracy traufé
phenomenon.

In summary, ar approach to the joint entropy of space and time was based on the
probability distribution between spatial and temporal errors under differentsece
criteria. This allows the examination of a spéoge approach to understanding the
movement speeaind accuracy tradeff relation. The theoretical approach developed
and investigated in the current study emphasizes the movement speed and accuracy trade
off relation in movement aiming tasks that have explicit dual space and time criteria, but
it holdsgeneral principles for the range of aiming tasks. The independentapaadcy
functions for spatial and temporal error map to thishdped function of the entropy of

movement spaegme.
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CHAPTER 4: FORCE-TIME ENTROPY OF ISOMETRIC IMPULSE

Abstract

The relation between force and temporal valigbin discree impulse production
has been viewed as independent (Schmidt, Zelaznik, Hawkins, Frank & Quinn, 1979) or
dependentnthe rate of force (Carlton & Newell, 1993)wo experiments imn
isometricsingle finger force task investigated fbet forcetime entropy witha) fixed
time to peak force and different percentages of force level; and b) fixed percentage of
force level and different times to peak force. The results showethépeak fore
variability increased either with the increment of force l@r¢hrough a shorter timto
peak force thiaalso redeedtiming error variability The peakforce entropy and entropy
of time to peak force increased the respective dimensiorasthe paraneterconditions
approacheeither maximum force or a minimum rate of forcequction. Thee
findings show thaforce error and timing err@are depender@ndconplementary when
considered in the sanfimmeworkwith thejoint force-time entropy at a minimum in the

middle parameter range of discrete impulse.
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Introduction

There have been mangscrptions and explanations of the spesturacy tradeff
throughkinematic examinationsf movement and its outconfe.g.,Fitts, 1954; Meyer
Smith, Kornblum, Abram, & Wright]1988; Schmidt et al.1979; Woodworth, 1899).
However thespatial and temporal variability in movemdariematics can also be
understood in terms of thariability in force productiomf the neuromusular system
(Carlton & Newell, 1993; Fullerton & Cattell, 1892; Schmidt et al., 19T®)leed, there
have been a variety of theoretical perspectives developed to account for the relation
betweerthe magnitude of force generated thye muscular system arfdrce variability
(e.g.,Carlton & Newell, 1988; Newell, Carlton, & Carlton, 19&82%pin, Stodden,
Fischman, & Weimar, 201 Urbin, StoddenBoros & Shannon2012; Sherwood &
Schmidt, 1980Schmidt et al., 1979).

Schmidt et al. (1979) outlined the impalvariability theory based on the motor
programming view of control in which the velocity of movement is the product of
muscular torques acting on joints that move the limbs through space. They proposed that
force generated by the muscular contractiGults in movement about a joint, and that
kinematic variability in movement outcome was directly related to the kinetic variability
in the force dynamicsError in the movement trajectory of a limb was interpreted as a
result of variability in the initiamuscular impulse utilized to generate the action (Carlton
& Newell, 1993; Newell, Carlton, & Hancock, 1984; Urlgihal, 2011; Schmidt et al.,
1979).

Schmidt et al. (1979) also proposed that variability in impulse is proportional to

impulse angredicts spatial error in a movemeaming task. In contrast, temporal error
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washypothesizedo be uninfluenced by an increase in the movement ampltude
average velocity within a given movement time. However,pgtedictionhas notbeen
supported § subsequent research and the proportional relation might sqm@@priate

only through using a limited range of the potergj@cetime conditions for a given

effector system (Carlton & Newell985; Hancock & Newell, 1985; Kim, Carlton, Liu,

& Newell, 1999. Another limitation was the failure to control the time over which
participants were allowed to achieve their maximum force (Sherwood & Schmidt, 1980;
Schmidt & Sherwood, 1982; Schmidt et al., 197Bhe results of subsequent studies of
force varability haveshown thatthe rate of force generatgethys an important role the
variability of impulse properties (Newell & Carlton, 1985; Newell et al., 1984).

The variability of movement error consideredhe spaceimensionor time
dimension separatehas been shown tee a consequence tbie rate of force production
and the temporal properties of the impulse (Carlton & Newell, 1993; Kim et al.,.1999)
For instance, holding the time to peak force constant while increasing peakdsunits
in aco-variation intheinitial rate of force production in the impulse or vice versa. This
relation leads to a considerationtbérelativecontributions of force and time to
movement error when applying the spdioge viewpoint in human moweent.

Following the force (space)me framework for movement accurg@ measure of
movement error in both force and time dimensignequired to anaBeimpulse
variability rather than the independent measures of the force odimamsiors
(Hancock & Newell, 1985; Newell, 1980lewell et al., 198% Information entropys a
candidate measure within the concept of information theory models of human

information processing (Williams, 1997; Shannon & Weaver, 1949) asdased on
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probabilitesas a foundatioto unify bothforce andime errorof the movement speed
and accuracy relation (Lai, Hsieh & Neweti,press; HsiehPacheco & Newél2015.
An advantage of an information entropy measure is thabassdupon the probability
of theactualfrequency distributionirrespective of the measured movement/facer
dimensionsand assumptions about a normal distributidhe entropy estimated frothe
actual frequency distribution of datdg) can be calculatedndexpressed bthe
following equation:
Hp =Pileg; (1/Pi) (1)

WherePi is defined in the frequency distribution, indicating the frequencies of data
points in each bin

Hsiehet al.(2019 investigated a unifiepbint probabilistic entropy esnateof
spatial and temporal movemaeartor(Lai et al.,in press Scott, 1992Williams, 1997).
The results showea U-shaped joint entropy functiamderthe movement sgretime
conditions(different spatial and temporal criterii@y all of the 3 movement amplitudes.
The lowest entropy was locatatthe conditionwhere the relative contributions of space
and time to movemermrrorwere comparable (Hsieh et al., 2013; Lai et al., in press).
The joint entropy increasedhen the relave contribution of space and tindeviated in
the influence from that comparable regioreither the space or time dimensiofi$is
U-shaped satial and temporal error traaéf is different from the traditional functions
for both spatial (Fitts, 195#itts & Peterson, 1964; Schmidt et al., 1979) and temporal
(Newell et al., 1979) errawhenconsideredndividually.

In the current study, our central focus was to examinesiaonbetweenforce

and time properties in determining variability of resge kinetics by usinganified
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force-timejoint entropyin an isometric discrete forg¢eme task. In particular, we wanted
to test the degree to which the unifieeshiaped spaetme joint entropy in movement
kinematics can be generalized to the fetiogejoint entropy in force productiofCarlton
& Newell, 19%B; Hsieh et al.2015 Kim et al., 1999. The forcetime frameworkof the
movement speedccuracy relatiomas examined in two experiments that used an
isometric single finger force task with déflent combinations of force level and time to
peak force goals. Participants took part in both experiments that were counterbalanced in
order of presentation over 2 days.

Experiment 1 had fixed time to peak force (400ms) over differgetrcentageof
the level forc10%-70% MVC). Experiment 2 haalfixed percentage of level force (25%
MVC) across a range of times to peak force (3&®3ms). The unified forceime
variability wasinvestigated by estimating th@nt probability structure of forcéme
information entropy{Scott, 1992Williams, 1997).
Experiment 1

Our primary goal in this experiment was to investigateetiteopy offorce-time
through an isometric single finger force task that required the production of a particular
forcetime impulse relation.We manipulated a range of peak force conditions but in
addition analyzed the effect of time to peak force on peak force variatigyalso
investigated whether a single joint probabilistic feticee entropy analysis provides a
differentfunction fortherelation between force error and temporal error than
functions elaboratkfrom thetraditional movemenbutcomemeasure@nd analyzed
independentlyn force/amplitudeor time dimensionsGrossman & Goodeve, 1988itts,

1954 Plamondon & Alimi, 1997; Schmidt et al., 1979; Woodworth, 1899)jus, we
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investigate whether thereadorce-time parameter range that will lead to the minimum of
joint entropy of the forcéime outcomeHsieh et al., 2013, Lai et al., in press; Newell,
1980)
Methods
Participants

Twelveself-reportedright-handed healthy participanis0 male and 2 femalg)
ranging in age from 28 to 31 years old volunteered from The Pennsylvania State
University for the experimentThe experimental procedures weggroved by the Penn
State University IRB committee, and each participant read and signed a consent form
prior to the experimental tests.
Apparatus

The participant sat on a chair in front of the monitan Eltran ELFSB3 load cell
(2.27cm in diameterhat was vertically fixed to a wooden block recorded the force data.
Analog output from load cell was amplified through a Coulbourn {25presistive
bridge strain amplifier with an excitation voltage of 10 V and an amplifier gain of 100. A
16 bit A/D caverter was used to sample the force output at 1000 Hz. A laptop computer
thatwas placed on an adjacent table collected the data. The target line was presented as a
red line that was centered on the screen of the width of a 43.18cm LCD monitor with a
resolution of 1080 vertical pixels and 1920 horizontal @xelhe ratio of pixel to Was
set @ 33.33p/N, that is every Nf force thathe participant applied to the load cell
represented 33.33 pixels of change, providing force feedback to the patticijmen
customized isometric force collection program was coded by visual basic sqfeare

figure 4.1)
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Figure 4.1.A schematic of the isometric single finger foezperimental setup
Experimental design

There were 7 different percentage force level (10, 20, 30, 40, 50, 60 and 70%
maximum voluntary contraction (MV(E) The criterion of movement time to peak force
was 400ms for each condition. Each participant completed 7 (ewek) at the same
time to peak force condition, and eamondition had 80 trials of the isometric finger force
task. It took approximately 2 hour to complete the 7 ftiroe conditions on a day. The
order of the 7 conditions was randomly determined for each participant

Participants had the maximaédak force obtained at the 400ms time to peak force set
as 100% performance and values that represented 10, 20, 30, 40, 50, 60 and 70% of peak
force were calculated. The%eMVC values were chosen to cover much of the full range

of the forceforce variablity function.
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Procedure and Task

Participants sat comfortably on a chair approximately 60cm in front of a monitor
with their right hand placed in a pronated position on the table with no external
constraints during testing procedures. He/she puatbeal aspect of the distal phalange
joint of the right index finger against a vertical oriented load cell with all fingers
comfortably extended while keieyg their palm and wrist flat againdtetable, and was
instructed not to move the forearm posittbroughout the experiment.

Before the data collection, participants were given 20 trials for familiarization to
learn the appropriate time to peak force and different levels of peak force. Then, they
were instructed to produce maximal isomeaciuction force with the distal phalange of
the index finger in contact with the load cell with time to peak force of 400ms. Visual
feedback of the force trajectory was displayed on the monitor. Three maximal
contraction trials were recorded with 2s dima and 5s rest between each trial. The
highest force level achieved over all trials defined the participant's MVC.

The experimental protocol was identical regardless of the experimental condition.
Before a trial started, there were two differlemés presented on the screen. The yellow
line wasrepresented as a base linel{0). and the red line was represented as a target line
(different levels of force). The shift of the white bar (going up and down) provided the
information to exert extern&brce against the load cell once the white bar above the
yellow line, the program started to record data. The task goal wigsalodmatch a
criterion peak force (different percentages of force level) and time to peak force (400ms).
Participants receed the feedback (peak force error and temporal error) on the screen

within 1.5s of finishing the trial and a few seconds later the two lines (base line and target
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line) were presented to start a new trial. Baatticipantattended the laboratory for 1
day to complete the 7 testing conditions, these conditions varying in the percentage of
peak force at a fixed time to peak force. A 1 min break was provided after each block of
20 trials.
Data analysis
For each trial thalgebraicerror for time andorceon each dimension considered

independently was recorde@he force, temporal and joint fortene entropy vas
calculated in terms of probability based on an analysis of the frequency distribution of the
respective movement outcome. The number of binh&entropy analysisollowing
pilot analysis was set a20 for both the force and temporal data, with the last 75 trials
analyzed in each of the respective dimensidiige performance entropy was the
summation of théorceand temporal measures in terof the joint probability. A
detailed explanation of the determination of the jéonte-time entropy measure is
provided in Appendix A.

Repeated measures ANOVAs were used to examine the effect of théiriuedask
movement conditions on each dependent variabhe Greenhousé&eissemethod was
used to correct for violations of sphericity and the Bonferoni correction was applied for
thepost hoc comparisons, widtasquare If?) (Green& Salkind, 208) reveaing the
effect size. In those cases where the normal distribution assumption was not fulfilled in
the data we used Friedmands ANOVAs tho anal yz
tests corrected by the Holm's Sequential Bonferroni Procedure (Abdi, 2010) were used as
nonparametricposh oc t est s. The effect sizes were K

ANOVA. We used Matlab Version 8.0 (Mathworks, 2012) for data preparation and
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analysis SPSS for Window Version 13.0 for statistical analysis and SigmaPlot Version
10.0 for the examination of function fitting of force and temporal errors, and joint force
time entropy.
Results
Distributional analyses
Force error

Figure4.2 (right column) showdorce constant error (CE), variable error (VE), and
information entropy of the isometric single finger force task as a function of the different
forcetime conditions.The one way repeated measure ANOVA revealed a significant
effect for comlition, F( 2.19 24.1)=34.537 p<.05, /3,> =0.76 in force variable error, but
not in force constant errdf( 1.31, 14.38§=0.729 p>.05. The posthocpaired
comparisons in force variable ergirowedhat all of the conditions were significantly
differentfrom each other, except the 10% of force level from 20%, 30%, and 40%
conditions, 30% of force level from 40% condition, 40% of force level from 50%
condition, 50% of force level from 60% condition and 60% of force level from 70%

condition.
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Figure 4.2.Right column. Forceonstant error (CE), variable error (VE), and entropy
of theisometric single finger force tasis a function of the differefirce-time conditions.
Left column. Temporalconstant error (CE), variable error (VE), and entropy of the
isometric single finger force tasls a function of the differefdrcetime conditions.The
error barsstand forthe 95% confidence interval

The information entropy dbrceerror data showed deviations from normality and
thus we used the ngrarametit tests (semethods section)The condition effect was

si gni f(6)s6t0tlp<0001,W=089. The posthoc analyses showed that all
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force-time conditions wersignificantlydifferentfrom each other, except the 10% force
level from 20%, 30%40%, 50%conditions and the 30% force level from the 40%
condition
Temporal error

Figure4.2 (left column) depictshe temporal constant error (CE), variable error (VE),
and entropy of the isometric single finger force tasks as a functidiffeient force
accuracy constraintsThe one way repeated measure ANOVA revealed a significant
effect for force levelfF(6, 66)=2.569 p<.05,/7p2 =0.19 in the temporal constant error, and
alsoF(6, 66)=11.005 p<.05, hp2 =0.5in the temporal variable errofhe posthocpaired
comparisons in the temporal variable esbowedhat all of the conditions were
significantly different from each other, except the 20% of force level from 30%, 40%,
50%, 60%, 70 conditions, the 30%rée level from 40%, 50%, 60%, 70% conditions, the
40% force level from 50%, 60%, 70% conditions, the 50% force level from 60%, 70%
conditions, and the 60% force level from the 70% condition.

The one way repeated measure ANOVA on temporal entropy revealed a significant
effect for force levell( 6, 66)=9.811, p<.05,/7p2 =.471 The posthocpaired
comparison®ntemporal entropy showezhly that thel0% force level was significantly

different fom other force levels.
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Figure 4.3.The joint forcetime entropy of thesometric single finger forceask at
differentspacetime conditions The error barsstand forthe 95% confidence interval
Joint entropyforce-time

Figure4.3 shows the joinforce-time entropy of thésometric single finger force
tasks as a function of tlifferent force and temporabnstraing. The information
entropy offorce-time error data showed deviations from normality and thus we used the
nonparamérictestssThe condi tion force [%(@w4Bl25p<f f ect
0.001,W=067. The posthoc analyses showed thatly the 20% force levelas
significantlydifferentfrom the 50%, 60%, and 70% conditions, the 30% force level was
significantly different from the 60% and 70% conditions, and the 40% force level was
significantly different from the 60% and 70% conditions.
Experiment 2

In Experiment 2, we tested tharcetime principle in a task that had a fixed

percentage of level force (amplitude) over a range of times to peak force (MT criteria:
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35ms580ms)(Carlton & Newell, 1993). WWas hypothesized théthere will be a
minimum ofjoint entropy of the forcéime outcomen the midrange of forceime
constraints (Hsieh et akQ15 Lai et al., in press; Newell, 1980} his experiment
provides a test of thgeneralizatiorbetween kinematic to kinetic approaches to the
relation of the speed and accuracy tratfd Carlton & Newell, 1993; Schmidt et al.,
1979)
Methods
Participants

The participants were 12 rightanded volunteers from the Pennsylvania State
University. Each of the participarftad alsqarticipated in Experiment 1.
Apparatus

The apparatus was the same as that used in Experiment 1.
Experimental design

There were 5 different time to peak force (35ms, 55ms, 140ms, 375ms, and 580ms)
conditions and the criterion percentage of peakgavas 25% of MVQor each
condition. Eah participant completed 5 (time to peak force) x 1 (peak force) conditions
that were characterized by the fotame requirements, and each condition with 100 trials
of a isometric finger force task. It took approximately 1 hour to complete the 5 force
time conditions on a day. The order of the 5 conditions was randomly determined for
each participant
Derivation of the temporal task criteria

Prior to the experiment proper a pilot study of the isometric finger force with a

variety of task emphases speed and accuracy was conducted to determine the force
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time conditions of the actual experiment. In the pilot procedure, 2 additional participants
acted as pilot participants to establish the range offioree conditions for the
experiment. Thesgilot participants performed 350 trials of the isometric finger force
task with different emphases on force accuracy and movement time on each trial in a
fixed peak force target (25% of MVC). For example, to reach the target line as fast as
possible whileaiming for the target, or to reach the line a little slower while aiming for
the target, and to reach the line to the target as accurate as possible by pressing the load
cell.

After the 350 pilot testing trials, we were able to observe the stdrfdaction of
forcetime performance under different speszturacy conditions. The data distribution
of movement time and force error revealed that when a lomgerse duratiorwas
emphasized the magnitude of force error was decreased, and viceWersarmalized
the raw pilot data by using the longespulse duratiorand largest force error (MT: 2534
ms, and FE: 3.145 N)Thehyperbolicfunctionof movement time and force errarmed
the basis for determining the conditions of this experimewhich we used 5 slopes of
the tangent lines that were close to the fast (10:1), fast middle (5:1), middle (1:1), middle
accurate (1:5) and accurate (1:1We fitted the normalized data with a power law
function (2 parameter), y = 3xa = 0.012, and b €.675. At the middle condition, the
1:1 coefficient was derived from the tangent of 45 degrees to the-apee’hcy fitting
curve (pilot data) that provided equal emphasis to the contribution of movement time and
force error. Aftewe found the positions where the slopes were close to the determined
goal values we used the correspongiergk forcdimesas the bases for the criterion of

different forcetime conditions that were fast:35ms, midédst:55ms, middle: 140ms,
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middle-accuate: 375ms, and accurate: 580ms. The principles for the derivation of the
temporal task criteria were similar to those in Hsieh et al. (2013) with a discrete
movement aiming task.
Procedures and task

The general expariental protocol was identiced Experiment 1. Before a trial
started, there were two different lines presented on the screen. The yellow line was
represented as a base line (0.01N) and the red line was represented as a target line (level
of force, 25%). The shift of the white b@o up and down) was the information to exert
an external force against the load cell once the white bar above the yellow line, the
program started to record data. The task goal was that participants attempted to match a
criterion peak force and differetine to peak force (35ms, 55ms, 140ms, 375ms, and
580ms). Participants received the feedbadlfebraigpeak force error and temporal
error) on the screen within 1.5s of finishing the trial and a few seconds later the two lines
(base line and target linevere presented to start a new trial. Five conditions varied in
the time to peak force at a fixed 25% of peak force. A 1 min break was provided after
each 25 trials.
Data analysis

The data analgsused were identical to those conducted in Expenim.
Results
Distributional analyses
Force error

Figure4.4 (left column) shows$orce constant error (CE), variable error (VE), and

information entropy of the isometric single finger force task as a function of the different
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force-time conditions. Theforcevariableerror data showed deviations from normality
and thus we used the nparametrictestsThe condi ti on ef#4e=ct was
44.467 p < 0.001,W= 093. The posthoc analyses showed that falice-time conditions

weresignificantlydifferentfrom each other.
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Figure 4.4.Left column. Forceonstant error (CE), variable error (VE), and entropy of
theisometric single finger force tasls a function of the differefarce-time conditions.
Rightcolumn. Temporalconstant error (CE), variable error (VE), and entropy of the
isometric single finger force tasis a function of the differefdrce-time conditions.The
error barsstand forthe 95% confidence interval
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Thecondition effect of force level omformation entropy offorce error data was
si gni f(4) c46133p<0001,W=094. The posthoc analyses showed that all
force-time conditions wersignificantlydifferentfrom each other, excepite 35ms of
time to peak force frorthe55ms condition
Temporal error

Figure 44 (right column) depictshe temporal constant error (CE), variable error
(VE), and entropy of the isometric single finger force tasks as a function of different
force-accuracy constraintsThetemporalconstanerror datalsowed large deviations
from normality and thus we used the merametric testsThe condition effect was
si gni f(4) s28833p<06001,W=060. The posthoc analyses showed that all
force-time conditions wersignificantlydifferentfrom each other, except 35ms of time to
peak force from 55ms condition, 55ms of time to peak force from 140ms and 375
conditions, 140ms of time to peak force from 375ms condition, and 375 of time to peak
force fromthe580ms condition.

The one wayepeated measure ANOVA revealed a significant effect for condition,
F(1.93 21.18=211.367 p<.05, #,° =0.95 in temporal variable erroiThe posthocpaired
comparisonshowedhat all of the conditions were significantly different from each
other, excepthe 35ms of time to peak force from 55ms and 140ms conditions, and 55ms
of time to peak force frorthe 140ms condition.

The one way repeated measure ANOVA on the temporal entropy revealed a
significant effect for condition( 4, 44)=175.598 p<.05,/7p2 =.941 The posthocpaired

comparisons in the temporal entropy showakaf the conditions were significantly
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differentfrom each other, excefite 35ms of time to peak force from 55ms and 140ms
conditions, and 55ms of time to peak force from 140ms condition.
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Figure 4.5.The jointforcetime entropy of thesometric single finger forcat different
forcetime conditions The quadratic function fibnly for the jointforce-time entropy
from group mean. The logarithm of the weighting ratio was used as the independent
variable, therefore Log(1/10) =-1, Logo(1/5) =-0.7, Loge(1/1) = 0, Logo(5/1) = 0.7,
Logio(10/1) = 1 were used as the 5 values for the fitting variable. The errorshemsd
for the95% confidence interval
Joint entropyforce-time analysis

Figure4.5 shows the joinforce-time entropy of thésometric single finger forceasks
as a function of thdifferent force and temporabnstrains. The one way repeated
measure ANOVA on the temporal entropy revealed a significant effect for conéiffn,
44)=22.609 p<.05,/7p2 =.673 The posthocpaired comparisons in themporal entropy
showedall of the conditions were significantly different from each other, exggpis of

time to peak force from 55ms, 140ms, and 375ms conditions, and 55ms of time to peak

force from 140ms and 375ms conditions.
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To test the kshapéd function of the joinforcetime entropy for the 5 differetorce-
time conditions, we fitted the joint entropy from the last 90 trials of each individual
participant with a quadratic function: y = a + bx #where y is the joint entropy and x is
the logarithm of the weighting ratio between movement timefance accuracy.The R?
values otthe group mean fit results w&9 for the joint forcgime entropy (see figure 5)
and the effect was significarit,(1, 11) = 26.6p<.0001, /7|D2 =71 Table4.1 shows the

R? values of the individual fit results for the joiiorce-time entropy.

Table 4.1. TheR? Values of the Quadratic Function
Fit Over the Force-Time Conditions for the Joint
Entropy of the Individual Participants
Participants 25% of Forcelevel

P1 0.98

P2 0.97

P3 0.94

P4 0.87

P5 0.83

P6 0.88

P7 0.83

P8 0.96

P9 0.83

P10 0.93

P11 0.89

P12 091
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Discussion

In the present study, we investigated in two experimentg®itieforce-time entropy
as a function oérange of forceime discrete impulseonditions in aingle finger
isometric forcdask. Thediscreteisometric forceprotocolhas been used to investigate
the contribution of force characteristics (e.g., peak force, time to peak force, and impulse)
and their interaction® impulsevariability and alsdo provide a potential link between
kinematic and kinetic accounts of the speed and accuracydfipleenomenon (Carlton
& Newell, 1993; Newell et al., 1984; Schmidt et al., 1979). Furthermore, we used the
concept of movenrd error in spacéime frameworkto measure and analyze force and
temporal error in thdiscreteisometric task (Carlton & Newell, 1993; Hancock & Newell,
1985).

In Experiments 1 and 2, the mean temporal constant érated to undershoot or
overshoot eross different percentages of force level and different fnoe conditions,
respectively. However, the metorce constant error always overshot the target whether
the forcetime conditions were manipulated by the fixed time to peak force or foreke lev
Thesefindings on constant err@roperties of impulsextrapolated to the movement
domain did not follow the prediction of Hancock and Ne@athodel (1985) that as
movement velocity increased within a given movement amplitude, the constant error
would shift froma positive toa negative value ithe spatial dimedon andvice versa in
thetemporal dimension.

Some previous studies of aiming wements have shown that primary movement
endpoints always undershoot the target for two reasons. First, is that anmvgenent

time is needed if the primary movement is an overshoetor®j that target overshoot is
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more costly in terms of both energgd attention than a target undershoot (Carlton, 1979;
Elliott & Khan, 2010; Elliott, Hansen, Mendoza, & Tremblay, 2004). However, there are
alsoexperimentabutcomes showing different results of constant error than the prediction
that overshooting thiarget is a general phenomenon when participants aim at a small
target (Carlton, 1994; Hsieh et al., 2015; Lai et al., 2006). These discrepancies in the
pattern of constant error require a further study over a broad range of conditions
including thesystanatic changén the target size to better understand the characteristics
of constant error in the speadcuracy tradeff (which is often not reported).

The results from both experiments showed that the peak force variability increased
either with the isrement of force level or through a shorter time to peak forcalmt
reducediming error variability (Carlton & Newell, 1993; Kim et al., 1999; Schmidt et al.,
1979). However, the changetiming error variabilitydid not occuiproportionallyto
force level or time duration (e.g., Ghez &Vicario, 1978; Schmidt et al., 1979). Rather,
even though the time to peak force was fixed in Experiment 1 (400ms), the timing error
still deviated from the rate requir@dplicitly by task demands when the percertaf
force increased (Carlton & Newell, 1985; Newell & Carlton, 1985). The findihge/ed
that participants produce higher percentages of force\atlel deviation in time to
peak force (Carlton & Newell, 1993; Newell & Carlton, 1985; Newell et 8B41 Kim
et al., 1999) and confirm that time to peak force is a critical variable that influences the
peak force variability function. The present findings also provatititionalevidence
that when the measures of force error and timing error weredevadiin the same
framework the force and time errors are complementary (Carlton, Kim, Liu & Newell,

1993; Kim et al., 1999; Newell et al., 1982).
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Information entropy is based on tbenceptof probability (Williams, 1997). It
provides an indexfanotor output uncertainty to examine movement variability other
than the dependent variables that are derived from the distributional account of
movement variability. The findings from both experiments sutivat force entropy
increased and temporal espy decreased as the percentage of force increased or the rate
of force change increased when considering force and time dimension separately (Lai et
al., 2006; Kim et al., 1999). These resuitply that when the percentage of force level
increased thancertaintyof the motor output is increased. The difference between
standarddeviationand entropy analysis is that entropy is based on the actual probabilities
of the datalistributionrather than the implicit assumptions about the characteristics of
the datadistributionshould be normal, such as standard deviation (Hancock & Newell
1985).

In the present studg, novel contribution was th#te joint forcetime entropy was
defined from the individual force and temporal error dataghetcipants performed
across different parameter conditions of the fanece dimensionsIn Experiment 1, the
joint entropy at the 20% force level was lowest. As the percentage of force level deviated
from 20%, the joinforcetime entropy increasedaspeciallyover the 30%70% range,
and higher joint entropy was contributed by the variability of force dimension. In
Experiment 2, we sought to provide a more direct test than Experiment 1 to find a
potential linkage between the kinematic and kinetic @ggin to the relation between
speed and accuracy by manipulating a fixed percentage of ondefoet@ith a range of
time to peak forceonditions(Carlton & Newell, 1993; Schmidt et al., 1979)he

findings revealed a idhapedunction and the lowest jjot entropy was situated at the
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parameter rang&@here the weighting of force and time was comparable (Hsieh et al.,
2013; Hsieh et al2015 Lai et al.,2015. In addition, lhe joint entropy increased as the
contributions of forcgime deviated from thatgion.

TheU-shaped joint entropy function leads to the iafere that there is a trao#
between force error and temporal error when the force and time dimensions of movement
outcome errors are considered togettizaised on the concept that theogly of
movement through the space is an emerged property of muscular force acting on the joint
and the duration of this force actelroducing a long movement tii@wer force level
or short movement timénigher force levethangs the contribution adither force or
time from thismiddle parameter rangadleads toan increas of thejoint entropy on the

force-time dimensior(Carlton & Newell, 1993; Hancock & Newell, 1985).
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CHAPTER 5: MATCHING AND MINIMIZING MOVEMENT TIME
IN SPEED-ACCURACY TASKS

Abstract

It has been proposed that there are dffiefunctions for the speextcuracy
tradeoff with time matching and time minimization movement taskise goal of
present experiment was test whether these differelaskdescriptions of speed and
accuracy were due to differet@mporaland spatial task constraints. Fifteen participants
twice performed 100 trials of time minimization and time rhatg tasks with the yoked
temporal and spatial requirements (criterion time and target widitig resits showed
thatperforming an aiming movement under the sapaial and temporal constraints
resulted in similaoutcome with distributional properties (skewness and kurtosis) being
slightly affected by practice effect¥here wasatradeoff in the information entropy for
space and tim@emporal information entropgecreasedsspatialinformation entopy
increased) with practicaNeverthelesghejoint spacetime entropyof outcomedid not
change across tasks and conditibmevealing &common level of spaegéme entropy
betwea these twaategories of aimintasks These findingsupport the hypothesikat
under thesamespatial and temporal constraints the movement speedracy function

sharesthe same properties independent of tzetiegory
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Introduction

Haste makes waste is an old adage handed down from generation to generation. It
suggests that when we try to complete a movement task quickly, we make miSiakes.
assumption sits behind the concepthefspeedaccuracy tradeff in motor behavior.
Increasing thenovemenspeed when performing a task leads to poorer accuracy. Since
the work of Woodworth (1899), thehmve beemumerous attempts to examine the
relation between distance, time and movemewtr éspatial or temporal error) (Crossman
& Goodeve, 1983Elliott etal., 2010; Hancock & Newell, 1985; Keele, 198¥eyer,

Smith, Kornblum, Abrams, & Wright, 199@Jamondon & Alimi, 1997; Schmidt,
Zelaznik, Hawkins, Frank, & Quinn, 1979).

Fitts (1954) provided the first formal description of the relation between movement
speed and accuracy. He asked individuals to perform reciprocal movements between two
targets as fast and accurate as possible, in conditions with different movement amplitude
ard target size (i.e., timminimization task). Fitts observed that the time to complete the
movement was described by a logarithmic function of the movement amplitude (A)
divided by the width of the target (W)

MT=a + b log (2A/W) (1)
with a and b being empirically derived constants (Fitts, 1954; Fitts & Peterson, 1964).
Given the high reliability and generality of this equation in timeaimization task

(Crossman & Goodeve, 1983; Keele, 1968; Langolf, Chaffin, & Foulke, 1976; Wallace &

Newell, 1983)thisr el ati on has wulti mately become known

consideablea mount of experi mental data has provi di
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sufficiencyand generalityf the proposition has still been questioned (Hancock &
Newell,1985; Hoffman, 2013; Meyer et al., 1990; Sheridan, 1979).

The logarithmic account shovemenspeed and accuracy trad# is not the only
function to describe this phenomenon. Schmidt et al. (1979) used a different speed
accuracy paradigm by asking peipants to perform rapid discrete aiming movements to
a target line while matching a criterion time (i.e., imatching task). They found a
linear relation between spatial variability and the generated impulse, and proposed the
impulse variability modefor rapid movements interpreting the speaturacy tradeff
as a result of Anoiseo i n tohnovemensspeedaadr sy st e
accuracyhas been replicated in a number of different experiments (Wright & Meyer,
1983; Zelaznik, Moe, McCabe, & Thaman, 1988; Zelaznik, Shapiro, & McClosky,

1981).

Three main hypotheses have been considered to account for these different functions
(linear and logarithmic) of movement speed and accuracyt¢@aft994; Wright &

Meyer, 1983). First, thmovemenbrevity hypothesis states that the linear speed
accuracy tradeff would be observed when a person tries to match very short criterion
movement time(under 200ms) without any corrective smovements (Schmidt et al.,

1979) The logarithmic trde-off would hold in the case where more time is available
since this person could use visual feedback to correct the movement error (Crossman &
Goodeve, 1983; Keele, 1968). Second, as a general version of the previous hypothesis,
the feedbackleprivationhypothesis states that the linear spaecuracy tradeff would

occur when the relevant sensory feedback (visual or proprioceptive) is neither available

nor used during the course of movement executidre logarithmic tradeff would be
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observed if théeedback is processed to make corrections during the course of movement
(Zelaznik et al., 1981). Third, the temporal precision hypothesis stateditiedr trade

off occurs when precise movement duration is required (e.g., irntiatehing tasks). In

this situation, a person would produce an aimed movement with minimum temporal
variability by a single pair of opposing impulses. In contrast, the logarithmicdfade

would appear when the emphasis is on precise spatial movements, which would be
charaterized by overlapping impulses (Meyahrams, Kornblum, Wrigh& Smith,

1983; Zelanik et al., 1988).

Hancock and Newell (1985) proposed that the sgiawe function is an emergent
property from the constraints of the individual, environment, and task wigpaeetime
frame of reference. This spatime perspective provides a comprehensive interpogetati
of spatial and temporal movement eracrossa broad spectrum of the kinematic
continuum (with movement times ranging from as short as 140ms to as long as 3000ms).
Usingthestandard unit errd{i.e., thevariable erroof space or timalivided by the
respectivespatial or temporal movement critami, theyprovidethreepredictionsn the
relation of spee@ccuracy for movement variabilityzirst, the standard unit error
decreasenorinearly with constant increments in average movement velocitywét
givencriterion time Second, thestandardunit error increasesorlinearly with
increments in average movement velocity within a given amplitéchel third, the
increasan the standard unit err@ not proportional to in eithehe respectivamplitude
or criterion time. Thge predictions are consistent witkereinterpretation by Hancock

and Newell (1985) of the data of Schmidt et al. (1979) and Woodworth (1899).
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According to the spaetme perspective hedifferentspeedaccuracyfunctionsin
tasksemerged due to the presence of different task constraints arising from the
manipulations. Although both logarithmic and linear descriptions consideregpee
end of the velocity continuupone observed the emergent movement time when specific
spatial constraints were imposed (i.e., spatial variabiligrget width, and movement
amplitude) (e.g., Fitts, 1954) while the other characterized the movement variability
when emphasis igiven tomatching both amplitude and time (e.g., Schmidt et al., 1979).
Additionally, when the experimental conditions are considered under which both
functions were compared, not all spatial and/or temporal constraints were controlled
inviting their interpretatin to be a reflection of different phenomena (&gujton, 1994;
Zelaniket al., 1988).

Carlton (1994) was the first to directly examine the differancaovement speed
and accuracpetween matching and minimizing tasks. Participants produced aaned h
movements to hit a target (crosshairsa trme-matching task (goal MT = 400msJhen
the dispersion of 95% of the aimed movement outcome of each indiwdsalsed aa
target size fothetime-minimization task. However, participants actuallygaroed their
movements under different spatial or temporal constraints (i.e., crosshairs versus circular
target or 400ms versus as fast as possible).

In line with the spacéime perspective provided by Hancock and Newell (1988), w
investigate herevhethe the emergent movement spescturacy propertiesould be the
same under the same spatial and temporal constrimidépendent of the classification of
the task.In this view, mth timeminimization and timematching tasks would share the

sameregionin a givenspeedaccuracydescription if the movement spatigmporal
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constraints are the same&hat is, if the movement time derived from the practice in a
time-minimization task is used as the goal for a tim&tching task when both target
width and amptude are maintained, then the conditions would have the same movement
properties. In addition, if the effective target width from the tmegching task is
calculated and used as the targélth for the timeminimization task, we wouldlso
expect simiar movement outcome properties.

Following the spacéime perspective, Lai, Hsieh and Newell (2015) uyseut
information entropy to unify the probabiliestimates of spag@me movement outcomes
in the movemenspeed and accuracy relatiomformationentropy is one€andidate
approach to refledioththe space and time movement variability in madotput(Lai,
MayerKress, Sosnoff & Newell, 2005; Lai, May&ress & Newell, 2006). Itis
anticipated that the movement variability in terms eingle dmension (space or time)
would be different from the movement variability measured indime probabilistic
spacetime entropy under the dual dimension (both space and time). Thhus, present
study, we investigatedthetherthe joint spacetime entropy of movemeiproperties
underthe same constraints would be the same independent of theaasiy, time
minimization and timenatching aiming tasks.

Methods
Participants

Fifteenselfreportedright-handed healthy studen®males and7 females) of the

University of Georgia whose mean age was 27.35 (range + ye@#3 old volunteered

for the experimentlnformedconsent was obtained prior to the experiment and the
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Institutional Review Board at tHéniversity of Georgiaapproved kthe experimental
procedures.
Apparatus

A line drawing system that includedMacom Cintiq 21UX digital tablet (Model
DTZ-2100D, 561 x 421 x 61.3mm with an active surface ard@2mm x 324mm)a PC
computer (the pixel range was set at 800 x 6@Bardheldcordless stylus (Model ZP
501E) with a weight of 18g was used custom computesiming taskprogram was used
to preset different movement time goals and different amplitudes in-8pscand
calculate the spatial error and teonal errorfor the m@rticipant immediately after each
discrete aiming triafseefigure5.1). The sample frequency of the kinematics from the
customized program was 130krd the ratio of the distance moMay the cursor
representing on the screen and the actual distanged by the stylus tip on the tablet

was 1:1

Figure 5.1.A schematic of the discrete line drawiexperimental setup.
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Experimental designand task

Time minimization and time matching procedures were us#teipresent
experiment thatan over4 daysin two segments (first segment: Day 1 and 2; second
segment: Day 3 and 4n Day 1 otthefirst segmentparticipantperformedhe time
minimization task ira discrete aiming movemeot 20cm amplitudérom left to right as
fast and accurate as possitd a targef(1cm in diameter for the target powith an
index of difficulty of 4.32). The middle oimovement amplitudeasapproximatelyon
the midline of participan@body. On Day 2, the criterion time afime matching task
was defined as the mement timehat the participant performed most frequently (mode)
from the time minimization task (movement time data showeehoomaldistribution).
Participants were instructed to matclstlesignated movement time with the same
amplitudeand target wdthin atime minimization task.

On Day 3 of the second segmdrdsed on the spatial error produced on the time
matching task that has been named an effective target Withi{ was defined as the
mean spatial erran the horizontal direction (maidirection of movement, x axiplus
two standard deviations that encompass 95% of the movement outcomes, if these
performances represented a normal distribuii@ariton, 1994; Lai et al., in press)
According to this WewasasHd® gopsiructtalme targaetavidtr i dual 6 s
in the time minimization task. On Daytfe criterion time of time matching task was
defined as the movement tirtteat participant performed most frequently (mode) that
resulted from the time minimization task (movem@mne data showed nemormal
distribution) as on Day 2 Overall, ech participant completetitasksover 2 dayg1.

time-minimization task, 2. timenatching task, 3. timeninimization task, and 4. time
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matching taskgach with B0 trials of aiming movementt took approximately 20 min
to complete a task on each day.
Procedures

A discrete aiming movement was made with the dontihand (right hand) in a left
to right direction. The home pointZ-mm circle, left) and target poit-cm circle, right)
were shown on the digital tablet before the start of a trifdetime minimization task on
Day 1(first session) The participants were instructed to look at the tablet when they
used the stylus tmovefrom the left home point tthe right target point and to be as fast
and accurate as possible in hitting the targétere was a black, small cursorrim
circle) representing to a stylus tipatwas displayed on the tablet screen; although, no
trajectoryof thestylus shown on #ntablet when performing the task.

An auditory tone was given once the participant held the stylus to touch the tablet
within the home point around 600ms. The participant was instructed not to respond to
the auditory tone as fast as possible becausews not a reaction time experimemte
participant was to begin a trial when he/she was ready and comfortable after hearing the
tone. After the trial start, the stylus was to remain in contact with the tablet during the
whole movement until the triaéas completedThe trial was finished when the black
cursor touched the target point or the stylus came to stop after passing the half way of the
amplitude.

The initiation of movemenwas definedas the point at which the stylus credghe
low velocitythreshold of 3mm/s for more than 30ms and the end of movement was the
initial point when stylus I the tablet andor the stylugs velocity was less than 3mm/s

for more than Bms. The movement timaémporal error (timé ms between the start
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and end othe movement for the timainimization orthe difference between movement
time and time criteria in thigme matching task) and spatial score (the Euclidean distance
between the center of target and the end point of eachwred) displayed on thablet
screen immediately to provide information feedback after finishing each itz
participant moved the stylus back to the home point to start the next trial as soon as the
participant was readyA 3-5 min break was provided aftevery50 triak. Trials on the
time-matching and timeninimization (new target size and new criterion time) tasks were
performed on the 2, 3, and 4 days following testing on the firstrtmenization task.
All the procedures were identical through the segmentsver four days.
Data analysis

For each trial the movement time and spatiaement outcome were recorded and
analyzed. For spatial movement, we considerettiidean distance between the
center of target and theovement endpoint. The deviation fronetcenter of target
(spatial movement outcome), standard deviation of movement time and spatial movement
outcome, skewness and kurtosis of movement éintspatial movement outcome were
calculated.The spatial entropy, temporal entropy and joint sgiane entropy \ere
calculated in terms of probability based on an analysis of the frequency distribution of the
respective movement outcome. The entropy estimated from the actual frequency
distribution of dataKlp) was calculated with the following equation:

Hp =Pileg; (1/Pi) Q)

wherePi is defined in the frequency distribution, indicating the frequency of data points
in each bin. The number of bins for the entropy analysis was s fair both the

spatial and temporal data, with the 1280 trials analyzed in each of the respective
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dimensions.The performance outcome was the summation of the spatial and temporal
entropy in terms of thpint probability. A detailed explanation of the determination of
thejoint spacetime entropy measurs provided in Lai et al., (in press) and Williams
(1997).

Repeated measures ANOVASs were used to examine the effect of the time
minimization and timenatching tasks on each dependent variable Greenhouse
Geissemethod was used to correct foolations of sphericity and the Bonferoni
correction was applied for the post hoc comparisons, etithquare §%) (Green&
Salkind, 20@) reveaing the effect sizeln those cases where the normal distribution
assumption was not fulfilled in the data we
effects. Repeated paired Wilcoxon tests corrected by the Holm's Sequential Bonferroni
Procedure (Abdi, 2010) were used as-parametric poshoc tests.The effect sizes
were Kendal 6s W for Friedmands ANOVA. We us
R2013b) for data preparation and analysis, SPSS Window Version 19.0 for statistical
analysis and SigmaPlot Version 10.0 for plottirgufies of dependent variables.

In the present study, westedthe null hypothesis that under the same spatial and
tempor al constraints the participants6é moven
properties. This required that the statistical poig high enough to adequatédgtthe
null hypothesis (Field, 2009). We chossaanple siz¢hat would provide at least 90%
power (specifically, 94%) to show significant results in the case of a medium effect size

(h*= 0.13).
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Results
Distributional Analyses
Movement Time

Mode of movement timé&igure5.2 (top left) shows the mode of movement time
of theaiming taskas a function of the different segments and tasks. The 2 way (2
segmerd x 2 tasks) repeated measures ANOVA on the mode of movemerghowed
a significant effect for sgnens, F(1, 14) = 12.30p < .003,h? = 46. The poshoc
comparison on mode of movement time shoted thefirst segment was significantly
longer tharthesecond segment. However, there was no task effggt14) = .45p
> .05, and the interaction between segment and F4$k14) = .05p >.05 was not
significant.

Average movement tim&igure5.2 (top right) shows the average movement time
of theaiming taskas a function of the different segments tagks. The 2 way (2
segments x 2 tasks) repeated measures ANOVA on average movement time showed a
significant effect for segments(1, 14) = 30.68p < .0001,h? = .68. The poshoc
comparison on average movement time shotlvatthefirst segment wasignificantly
longer than the second segment. However, there was no taskifiedi4) = 2.15p
> .05, and the interaction between segment and Edsk14) = 2.21p >.05 was not

significant.
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Figure 5.2. Left Column. Mode of movement tim&D of movement time, and skewness
of movement time in theme-minimization and timenatching tasksas a function of the
differentsegmentsRight Column. Average movement timietropy of movement time,
and kurtosis of movement time in tee-minimization and timamatching taskas a
function of the differeraegments The error barstand forthe 95% confidence interval.
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Standard deviation of movement tintegure5.2 (middle left) shows the standard
deviation of movement time of the aiming taska function of the different segments
and tasks. The 2 way (2 segments x 2 tasks) repeated measures ANOVA on variable
movement time was not significant for segméitt,, 14) = 1.51p > .05, taskF(1, 14)
= .64,p > .05, and their interactiof(1, 14) = 1.30p > .05.

Information entropy of movement timeigure5.2 (middle right) shows the entropy
of movement time of the aiming task as a function of the different segments and tasks.
The 2 way (2 segments x 2 tasks) repeated measures ANOW#oomation entropy of
movement time was significant for segme(tl, 14) = 16.70p < .001,h?= .54. The
posthocpaired comparisons of information entropy of movement shwvedhat the
first segmentvas significantly larger than that of the seceedment An interaction
betweersegmenand task was significarfe(1, 14) =9.47, p < .008,h?=.40. The post
hoc simple main effect analysis showed that information entropy of movement time in
the timeminimization task was significantly longer than timatching but only in the
first segment. Moreover, there was a significant difference betiliedirst segment and
second segment only in tirminimization task. However, there was no task effe(t,

14) = 1.92p > .05.

Skewness and kurtosis of movement tikigure5.2 (bottom left and right) shows
the skewness and kurtosis of movemengetohthe aiming task as a function of the
different segments and tasks. The skewness of movement time and kurtosis of movement
time data showed large deviations from a normal distribution and thus we used non

parametric tests (semethods section).
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For skewness of movement time, the segment effects were significant for the time
minimization task; Z =3.06,p < .002,r = .79, and for the timenatching task; Z =2.27,
p<.02,r =.58. The task effect reached a significant level in the first segmenf .25,

p <.03,r = .55, but not for second segment; Z45,p > .05.

For kurtosis of movement time, the segment effects were significant for the time
minimization task: Z =3.06,p < .002,r = .79, and for the timenatching task; Z =2.55,
p<.01,r =.65. However, the task effect did not reach the significance level, in the first
segment: Z =1.59,p > .05; or in the second segment: Z68,p > .05.

Spatial dispersion

Spatial distance from the target centéiigure5.3 (top left) shows the spial
distance from the target center of the aiming task as a function of the different segments
and tasks The spatial distance from the target center showed large deviations from a
normal distribution and thus we used rmarametric tests (seeethodssection). For
spatial distance from the target center, the segment effects were significant for the time
minimization task; Z =2.66,p < .008,r = .68, and for the timenatching task, Z =3.23,
p<.01,r =.83. The task effect did not reach a significant level in either the first
segment; Z =.05,p > .05, or the second segment; Z¥1,p > .05.

Standard deviation of spatial distance from the target cerftggure5.3 (top right)
shows the standarddation of spatial distance from the target center of the aiming task
as a function of the different segments and tasks. The 2 way (2 segments x 2 tasks)
repeated measures ANOVA on SD of spatial distance from the target center showed a
significant effecfor segmentsi=(1, 14) = 22.71p < .001,h* = 61. The poshoc

comparison on the standard deviation of spatial distance from the target center showed
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that the first segment was significantly smaller than that of the second segment. However,
there was a task effectF(1, 14) = .25p > .05, and the interaction between segment and

task,F(1, 14) = .10p >.05 was not significant.
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Figure 5.3. Left Column. Spatial distance from the target center, entropy of spatial
distance from the target center, and kurtosis of spatial distance from the target center of
theaiming taskas a function of the different segments and tasks. Right ColaBof

spatial distance from the target center, and skewness of spatial distance from the target
center. The error bars denote the 95% confidence interval.

Information entropy of spatial distance from the target cenfégure5.3 (middle

left) shows theentropy of spatial distance from the target center of the aiming task as a
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function of the different segments and tasks. The 2 way (2 sessions x 2 tasks) repeated
measures ANOVA on information entropy of spatial distance from the target center was
significant for segment effedg(1, 14) = 31.64p < .001,h?= .69. The posthocpaired
comparisons of information entropy of spatial distance from the target sbotged that
thefirst segmentvas significantly lower than the secoselyment There was no task
effect,F(1, 14) =.08 p > .05 and als@n interaction betweesegmentand task was not
significant,F(1, 14) =.001, p > .05.

Skewness of spatial distance from the target ceriggure5.3 (middle right) shows
the skewness of spatidistance from the target center as a function of the different
segments and tasks. The 2 way (2 segments x 2 tasks) repeated measures ANOVA on
skewness of spatial distance from the target center was not significant for sdgfhent,
14) = .38, p > .05,task,F(1, 14) = .12p > .05, and their interactioR(1, 14) = 1.98p
> .05.

Kurtosis of spatial distance from the target centBrgure5.3 (bottom left) shows
the kurtosis of spatial distance from the target center of the aiming task as a function of
the different segments and tasks. The 2 way (2 segments x 2 tasks) repeated measures
ANOVA on kurtosis of spatial distance from the target center was not significant for
segmentF(1, 14) = .19p > .05, taskF(1, 14) = .55p > .05, and the interactidf(1, 14)
=3.51,p> .05.
Joint entropy spacéime analysis

The figureb.4 showed thgoint spacetime entropy of th@utcome ofaimingas a
function oftaskandat differenttestingsegments. The 2 way (2 segments x 2 tasks)

repeated measures ANOVA @nt spacetime entropy was not significant for segment,
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F(1, 14) = .12p > .05, taskF(1, 14) = .06p > .05, andhar interactionF(1, 14) = 3.76,

p>.05.
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Figure 5.4.Thejoint spacetime entropy of thaiming taskin thetime-minimization and
time-matching taskas a function of the differetgstingsegments The error bars denote
the 95% confidence interval.
Discussion

We investigated the relation betwemovemenspeed and accuracy under the same
spatial and temporal constraints in timénimization and timenatching aiming tasks.
Thefindings showed that performing an aiming movement under the same spatial and
temporal constraints (criterion time and target width) resulted in siagtarracy and
variability of movement timeinderbothtime-minimizationand timematching
constraintghat is most strongly revealed in joent entropy of space and time. This

contrasts with the original observation of Carlton (1984j thetask categories of
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matching and minimizing movement time lead ifbetlent speeehccuracy outcomes in
aiming tasks.

A limitation of the Carlton (1994) study is th&tcontrolled the equalitgf the
spatial constraints by usiragdispersion of 95% of aimed movement to be a target width
between timematching and timeninimization task, but ignored the temporal constraints
thatwere not equally controlled for two tasks (e.g., 400ms for-timaé&ching task; move
as fast as possible for tinminimization). This could be a reason that participants
movement time in timenatding task was different than thetime-minimization task.
In addition, the findings of spatial dispersion of the tirmiaimization task only showed
thepercentagef hitting a targeandthere might be a tradaff between movement time
and movement endpoint withamindividual, as is shown here.

Under the timeminimization instruction, participants performed wathklightly
lower mode of movement time and average movement time thanthediene-matching
condition. The reduced movement time in the timénimization task might be related to
the participantéability to approach more closely tioeir maximum velocity, while
participants do not pughemselveso the maximum velocity limiin the timematching
task, as long as they can match the time ghdlas been proposed thhtd strategy leasd
to a slover movementime when participantsy to hit the targetccurately in time
matching(Carlton 1994). In addition, participantsgsformed on average shorter
movement times in the last two days timagjht bedue toa familiarity with the
experimental situation or practice effect

The analysis of the skewness and kurtosis of movement time revealed that the

movement outcome distriboti shifted toward high positive skewness and
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leptokurtimessat high average velocity. In other words, participants tried to approach
their limit to minimize the movement time when myas fast as possible or matching
the criterion timdollowed the tak instructions This result supports the prediction of
Hancock and Newell (1985) that these derivatives of ther@l 4" moments are
systematically influenced by the task constraints. €@unprehensive analysis of the
movement outcome distribution pridesa morecomplete interpretation of the relation
between speed and accurdlegtcanalso reveal thenteraction between these dependent
variables rather than onbpnsideringconstant error or variable erralone The
completemovement speedccuracydescriptiomneed to consider how the four moments
of the distributions vary under the velocity continuum conditions.

The spatiabiasgradually closed to the center of target through different days of
practicewhile maintaimng a short movement timealthough this effect did not reach a
significant level. This is consistat with the general finding that participants often
undershoot at high movement veloaitynditions (Elliott et al., 2004; Hancock & Newell,
1985). Additionally, there is a tradeff within a shorter movement time and larger
movement variability in terms afformation entropyn two tasks through different days.

The nformation entropy measure of the variability of movement outdermased
on the actual frequency distributidiespie the movement dimension or shapé¢hef
distribution (William, 1997). Traditionally, the explanation of movement variability
implicitly assumes a normal distribution of movement outcome (e.g., Welford, 1968;
Schmidt et al.1979). Skewness and kurtosieay bias the estimate sfandardieviation
of movement outcomearticularlyif the participanés performanceés ator toward the

extreme conditiogs(e.g., high movement velocity)As described abovéheinformation
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entropy of movement time decreasedhealast two days and led to an increase in
information entropy of spatial biaghis result reveals that movement outcome is being
distributedmoreover the center adhetarget when the participant moves faster. jbin&
information entropy of movemeénariability between space and time essentially
represents a traetef rather than that shown previously in formulation of the movement
speedaccuracy function, trading speed for accurgy.,Elliott et al., 2010Fitts, 1954,
Meyer et al., 1990Rlamadon & Alimi, 1997 Schmidt et a].1979).

The jointentropy represestin alternative view of the tragdf between movement
time and movement spatial outcome variability (Lai et al., in prds$.possible that
information entropy of movement time decreased in the last two days due to a practice
effect or it might be that participants just moved fabsrausehe information entropy of
spatial bias increases at the same time as \Mellvever the joint entropy did not change
significantlythrough the four daysf practiceover the different taskfius confirming the
null effect of task categoryThe similar joint entropy is the resultant outcome between
thevariability of movementime and sptial biascomplementing each other, that is
accommodang a tradeoff. In this caseasinformation entropy of movement time is
reduced the information entropy of spatial bias is increased, thus compensating each
other leading to a similar joispacetime entropy. Thisis consistent with the Hancock
and Newell (1985) prediction that under the same spatial (amplitude, target width) and
temporal (criterion time) constraints, the participdntsvement outcome properties
would be similar

A postulation from our findings is that the joint entropy is a measure that is able to

capture the invariant of the interaction between constraints and individual. Invariants are
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usually described in terms of informational or topological properties cfytstem under
scrutiny (e.g.Kugler, Kelso, & Turvey, 1980). Nevertheless, as an emergent property
that captures the distributional features of the system encompassing both time and space,
it is a strong candidate to be a measure to describe the potéateindividual when
temporal and spatial demands are imposed. Indeed, as we observed in the present study,
there was a tradeff between spatial and temporal movement properties when constraints
are maintained but the joint entropy was unaltereds iBhevidence that the
distributional properties of the system under a given set of constraints are invariant
reflecting an encompassing dynamical landscape that characterizes {inelitadkal
interaction (Hsieh et al., 2015).

In summary, this study pvaled a new approach to examining the relation between
movement speed and accurdicgtprovided an alternative analysjsifit information
entropy) to interpret movement variability under the same spatial and temporal
constraintdut in taskghat are diferent (timeminimizationvs. time-matching). The
findingsshowed that under the same spatial and temporal constreeimergat
movement outcomes share the same properties, independent of tasks. Moreover, the
unified joint entropy provides an altertige description of the speed and accuracy trade

off as a function of movement time and movement amplitude.
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CHAPTER 6: GENERAL DISCUSSION

The focus of this dissertation was to examine the variability of discrete aiming
movements and isometric force production through the probabilistic approjatit of
information entropy (Williams, 1997). There were two important issues that were
explicitly addressed. The first issue of this dissertation focused on the application of the
foundation of spacéme principle thaspatial and temporal error are considered as
complementary featurgslancock & Newell, 1985) through the methodology of
informationentropy- by using the concept gdint probability to unify the spatial and
temporal movement variables into a single parameter to investigate both dimensions in
the same frame of reference. This approach follows from the assumption that time and
spatid properties of error should not be considered isolated. In this sense, information
entropy is the strongest candidate to represent this function and is based on the
probability approach that is irrespective of the measured movement dimensions, unit, and
the assumption of a normal distribution (e.g., standard deviation).

The second issue of the thesis focused on the different functions of the speed
accuracy tradeff (logarithmic function and linear function) and the proposition that they
were emergentrpperties under same constraints (spatial and temporal constraints) in
different tasks (timeminimization and timanatching). In consonance with our previous
experiments, the constraints would define the sptraporal relation in a given task. In
this section, we expanded our concern to test the idea ofaftféunctions that would

follow from the constraintéased proposition of our previous experiments.
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Movement variability as a white Gaussian noise
Fitts (1954) usethformation theory to desitre and explain how the movement time
as a dependent variable changed accordingly to different combinations of amplitude and
target width (index of difficulty, ID). This approach assumes a fixed information
transmission capacity of the motor systemmiplies that when ID increases, the
perceptuamotor system requires more time to transmit a signal to preserve movement
accuracy. From his equation of an index dif
movement outcome could be characterized as whitedizausoise. This noise is
analogous to be a target width (W). The information capacity brought by Fitts is resultant
from his view of the human motor system in r
Schmidtdés i mpul se v ar, la/b)iddsdribegtheentowementy ( Sc hn
variability by measuring withisubject standard deviation (effective target witltt® of
the movement outcome. Effective target width was defined as the dispersion or
inconsistency of performance when aiming to a targetlowing this concept, the
impulse variability theory predicted that the standard deviation of movement endpoint is
a linear function of movement velocity. The main hypothesis was that when the
performer produces larger impulses (either produced large & shorten the movement
duration in fixed impulse size), there is a concomitant increase in movement outcome
variability resulting from enhanced noise within the muscular system. In sum, both
approaches deduced that movement variability was influencadite Gaussian noise
within the human motor system. We also interpret that inherent motor noise is one of the
factors that cause movement variability. However, the assumption of a normal

distribution of movement outcome is unwarranted (Lai et aQ52Bewell et al., 1993).
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Hancock and Newell (1985) suggested that the distribution of movement outcome
would be affected by average velocity. Moreover, only reporting constant error
(deviation relative to target) and standard deviation (inconsisteamj snough to
characterize the movement distribution. They pointed out that the performance
distribution shifts from high leptokurtic and positive skewness at low velocity through a
normal distribution that approximated 50% average velocity to highkplgiy and
negative skewness. Adding the analysis of skewness and kurtosis leads to a
comprehensive description of the constant error and variable error in the relation of speed
and accuracy.

The findings of Experiment 3 reflected this concern in thatlovement outcome
was not always normally distributed. Participants gradually decreased their movement
time (average movement velocity increased) to hit a center of target frof dag to
the 29day. In consonance, the value of skewrssskurtosis of movement time and
spatial distance from the target center also increased across different days. Thus, the
distribution of movement outcome deviated from normality, supporting the proposition of
Hancock and Newell (1985). They pointed that the distribution of movement
outcome within a given amplitude will change over the range of average movement
velocity. In this case, the previous theoretical assumption that movement variability
could be represented as a white Gaussian noise sheué&tonsidered.

The use of information entropy focused on the actual frequency distribution of data.
By using this method, we avoid the problem of the spatial or temporal constraints

channeling the distribution of movement outcome and deviating tt#bdison from
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normality. This would bias the estimation of the movement variability if the standard
deviation (or its transformations: CV, SUE, etc.) measure was used.
The complementarity of spatial and temporal variability

The ability to control our @formance in space and time is essential in daily life.
Most of the attention in the speadcuracy literature has focused on the relation between
movement duration and spatial variability. Researchers in general have ignored the
importance of temporafariability influencing the movement accuracy. In the classic
Fitts (1954) approach, only the spatial dimension of movement accuracy is considered,
and even in this protocol the spatial error has often not been reported (i.e., percentage of
missing the teget). Fitts (1954) did not discuss how the motor system processes
information in the temporal dimension.

Similarly, impulse variability brought the concept of force and time relation to
explain the movement variability (Meyer et al., 898chmidt etl., 1979). They
suggested that the predicted spatial error is proportional to the variability in impulse. In
contrast, temporal error was hypothesized to be uninfluenced by an increase in the
movement amplitude or average velocity within a gimeovementime. Overall, the
previous literature emphasized the influence of movement variability on spatial
dimension. When considered, the temporal dimension has generally been studied
independently, using a variety of experimental paradigms and motor tasks.

It is noted that peak force is a result of the rate of force production and the amount
of time that rate is produced (Carlton & Newell 528This relation leads to a
consideration of the relative contributions of force and time to movement error when

applying the spacéime viewpoint in human movement. The results in Experiment 2
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showed thaeven though the time to peak force was fixed in one of the experiments
(400ms), the timing error still deviated from the rate required implicitly by task demands
when the percentage of force increased (Carlton & Newell, 1985; Newell & Carlton,
1985). The findings confirm that time to peak force is a critical variable that influences
the peak force variability function.

Moreover, the results of Experiment 1, 2 &wkveal the trading of spatial/force
error with temporal error leads to a consideration of the relative contributions of two
dimensions (spae@me or forcetime) to movement accuracy when applying the space
time principle to human movement. This obséoraindicates that the space and time
dimensions were complementary rather than supplementary. In other words, these two
dimensions are dependent of each other, rather than independent.
The unified spacetime movement variable

It is intuitive that huma movement takes place in both space and ti&pecifically,
if we think aboutwhena performer tries to hitbasebalbr to catch a Frisbee, he/she
does not only need to knomherethe ball will be, butalsowhenthe ball will be in a
certain location. After Hancock and Newell (1985) proposed that spatial and temporal
error should be considered as complementary features, there there have been studies that
followed this concept to interpret the relationship of sraent accuracy between space
and time dimensions (e.g., Danion et al., 2014; Lai et al., 2006). However, temporal and
spatial error were still separated as two different dimensions.

In the present study, we integrated the individual spatial and tengyavaldata into
ajoint spacetime entropy to investigate both dimensions ingameframe of reference.

Our Experiments 1 and 2 revealed &haped function for the movement speed and
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accuracy relation. This4Shaped function shows that different spi@éemporal
constraints influenced the trad# in movement accuracy when the space and time
dimensions of performance are integrated with each other. In this case, participants
maintained temporal accuracy with high movement velocity in the temparahdion
but resulted in decreased spatial accuracy, and vice versa when participants performed in
the accurate condition.

In addition,the lowest entropy was located at the region where the relative
contributions of space and time constraintmitvement outcome were comparable
(Hsieh et al., 2013; Lai et al., in press). This region corresponds to the idea of optimal
condition where both spatial and temporal entropy is minifklgving faster or slower
from this critical relation increased th@nt entropy on the spadame dimension
(Hancock & Newell, 1985)This result follows from the Newell (1980) proposition that
there is an appropriate point on the velocity continuum at which to operate. This would
vary accordingly to the task and thestand payoffs associated with errors of space and
time.

To understand the general phenomenon of speedracy tradeff, it is required
that there is a combination of spatial and temporal measures into dispacescription.
The cohesion of themethodologicalapproach in this study provides an alternative
perspective and a more complete account from which to describe and explain the relation
between movement speed and accuracy.
Movement outcome as an emergent property

Human movement has been progpsis being the emergent product of organism,

task and environment constraints interaction (Newell, 1986). To date, there is still a
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debate on the relation between speed and accuracydifeaea linear or logarithmic
function. The argument is that tbeferent functions arise from different experimental
paradigms (timingninimization or timematching). Fitts (1954) found that the
logarithmic relation exists between the average movement time and the task difficulty
when participants were instructednmve as fast as possible while maintaining a given
percentage of success (in his case, 95%). Schmidt et al. (1979) discovered the linear
relationship between average movement velocity and effective target width when
participants were instructed to mattie specified movement time.

Nevertheless, Hancock and Newell (1985) suggested that the general speed and
movement accuracy function would be a result of the interaction between movement
duration, amplitude and movement accuracy. We argue that thisbdescription of
accuracy as a function of movement duration and movement amplitude has not been
found due to researchers employing different constraints in the task. For instance,
researchers preferred either to employ target widths and maximal végityitts,

1954) or limited range of velocity with the actual movement error been recorded within a
given movement amplitude (e.g. Schmidt et al. 1979).

The findings in Experiment 3 showed thlidcrete aiming movements under the
same spatialral temporal constraints (criterion time and target width) resulted in similar
movement properties in both tinmeinimization and timamatching tasks. This is shown
most clearly when the movement outcome is described Ggititeentropy. These
results suport the idea of constraints as the main factors to influence the movement

outcome, independent of the task.
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In this experiment, the assigned criterion time in timegtching task pushed the
participants to achieve their maximum movement velocityis can be observed from
the analysis of the movement distribution that shifted toward high positive skewness and
kurtosis at high average velocity and also led to an increase in information entropy of
spatial bias. This contrasts with the original otaagon of Carlton (1994) that the task
categories of matching and minimizing movement time lead to different-sppeadacy
outcomes in aiming tasks. The |imitation of
equality of the spatial constraints by g dispersion of 95% of aimed movement to be
the target width between timmatching and timeninimization task, but it ignored the
temporal constraints. That is, the time criterion was not controlled for those tasks (i.e.,
400ms for timematching task; mve as fast as possible for timenimization). In
addition, he only provided the percentage of success rate without examining the actual
distribution of movement endpoint limiting the possibility of a traffdbetween time
and space. In fact, our thiekperiment showed that there was a trafldoetween spatial
and temporal movement properties when constraints are maintained but the joint entropy
was unaltered.

A conclusion from our findings is that joint entropy of spatial and temporal esrors
an appropriate variable that can capture the main properties of movement outcome. The
joint entropy would characterize the outcome from the-tadividual interaction.
Limitations and future directions

Thefindingsof thisdissertatiorprovided the examination of a spag@ne approach
to understanding the movement speed and accuracydffaggation To understand the

general problem of speattcuracy tradeff requires a combining of spatial and temporal
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measures into a spatiene explanation of the movement relation between the speed and
accuracy tradeff. However, there armitations and suggestiorshould beanentiored
in this last section foiuture studies

First, in order to calculate the infoation entropy, larger sample sizes are
encouraged. This sample size has an effect on the distributions of movement outcome
and it has a significant role on the number of bins used in the data analysis. There is no
specific number of bins or bin size thesupposed to fit for a certain sample size
(William, 1997; Scott, 1992). The appropriate way for a bin number or bin size is to
consider varying the number of bins and also cover the whole range of performances
across different individuals.

Second, oly a limited range of movement speaccuracy conditions was examined
in this work. In order to understand the complete description of gpaeesrror function,
one should examine not only a broader range of the continuum of movement velocity but
also nclude the timeninimization and time matching tasks in different distances to
actually confirm the kshaped and common function of sp@eduracy tradeff. In
addition, only performance outcome reported in this study, examination of the
submovements tbugh movement trajectory across changes in different conditions and
tasks might lead to the discovery of the mechanism that are directly related to the general
spacetime error function (Carlton, 1994; Wright & Meyer, 1983). In these two cases,
systematially examining a broad range of conditions within two different tasks can lead

to fully understanding the phenomenon and control strategy under these two functions.
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FOOTNOTES

1. The analysis ahovement variability here only focused on thclidean distance
from the target though the findings show the same effects f@rithhary movement

direction (xaxis).
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APPENDIX A: Calculation ofspacetime entropyfrom thejoint forceandtemporalerror
probabilities

In this AppendixA, we provide an example of the calculation of the joint probability
of forceand temporal error for theometric single finger forceask of a single
participant in the fast conditian Experiment 2 (25% of force level)The upper left
panel and upper right panel of Figure A1 show the distribution of temporal error and
forceerror individual trial data of the 90 trials used in thalgsis of this condition,
respectively. The lower left and right panel shows the 2 dimensions and 3 dimensions of
force-temporal error distribution.

Scottds (1992) rule holds that ¥¥he number
where a =3.49, s ®n estimate of the standard deviation and n is number of trials. As
Scott noted many authors suggested that for real data sets histograms ba28dors5
usually suffice. With the 90 trials in the individdatce and temporal dimensions 20
bins wereused to cover the range of tteece and temporal error data.

To calculate the performance entropysafmetric single finger force tas&ne needs
to know the probabilities of the data distribution of the movement outcome. In the
method for obtaininghie probabilities in the experimental data, we used properties of the
actual frequency distribution and calculated the entrbjpy ¢btained with the following
equation:

Hp = EP; log, (1/P;) (A1)
whereP; is defined in the frequency distribution, indicating the relative frequencies of
data points in théh bin (Shannon & Weaver, 1949; Williams, 1997). Here we used the

concept of joint probability to calculate the joint probabilityfaice and tenporal error
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for theisometric single finger forceask and to observe how differdatce-time

constraints influence the values of information entrdpyx, y) is the joint probability

that can be obtained from the following equation (Williams, 19972Fd 2, p.413).
P(x,y)=P(X)P(y|x) (A2)

and therefore,

Hp= P&, y)log (1/P(x, %)) (A3)

Figure Al. The forceupper right panglandtemporal(upper left pangldistributions of
the individual trial error data of th&0 trials of a single participann the fast condition
in Experiment 2 (25% of force levelyhedistribution of the unifiedorce-temporal
errors is organizedor 2 dimensions (lower left panelhd 3 dimensions (lower right
panel with 20 x 20 bins).

114



