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Abstract 

  In view of various methods of depletion and relevant constraints, reservoir simulation is 

proved to be a reliable approach in estimating reservoir performance and production, and 

predicting the final recovery efficiency. Smart well control was initiated and developed in 

the 1970s, and predicted to be useful for enhancing field production efficiency for several 

specific cases. However there are scarce efforts in evaluating the influence of flow rates 

in optimizing the production of well patterned fields by reservoir simulation. Here a 

mathematical theory of oil production rate optimization was analyzed; the numerical 

module based on Jacobian matrix iterations was developed to provide solutions in field 

production simulation; an optimization algorithm based on Newton’s method was 

developed and applied to the numerical module to find the optimized oil production rate 

and water injection rate to maximize production efficiency. The optimization process was 

applied to a five-spot well patterned field, with one production well in the center and four 

injection wells around it. Based on this approach in locating the optimum production 

schedule, the model allows estimating the ultimate maximum production rate locally by 

artificially controlling both the water injection and oil production rates, thus enhancing 

the production. The model is proved to be a useful tool to estimate well-patterned 

reservoir production by various tests. Sensitivity tests were also performed to accelerate 

the optimization process, which could substantially increase the feasibility of this model. 

It is evident that smart well real-time control of both water injection rate and oil 
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production rate on the specified five spot well patterned black oil field within two months 

period will significantly enhance the recovery efficiency to the rate of 16%. 
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1. Introduction 

  Smart well control is a frequently used technique to increase oil recovery, especially in 

nonconventional fields. Previous studies (Holmes et al. 1998, Nyhavn et al. 2000, Savage 

et al. 1974) shown that the control of injection and production rates will impact 

production rate and ultimate recovery. Individual field studies have been conducted by 

different authors, with comparison of optimization tools including Newton’s method (Qi 

and Sun 1993) and steepest descent method (Cartis et al. 2010). In some cases, 

commercial software was applied with optimization protocol as well (Yeten and Jalali 

2001). However, the result for different optimization problems varies, and all researches 

were done for a specific field, rather than for a general well pattern. 

  Smart well technology provides great flexibility in the operation of multilateral wells, as 

each branch of the well can be controlled independently (Durlofsky and Aziz 2002). 

Extensive research have been done in increasing the ultimate recovery efficiency by the 

smart well control approach. Starting from 1970s, Savage and Thachuk (Savage et al. 

1974) introduced the parameters that might affect the ultimate recovery, reservoir 

withdraw rate was proved to be one of the strong influencing factors. In 1985, Nystad 

(Nystad 1985) claimed that numerical optimization protocol can be applied to reservoir 

simulation to increase profit. In 1998, J. A. Holmes (Holmes et al. 1998) used multi-

segment well model to simulate fields with advanced wells containing flow control. In 

2000, Nyhavn (Nyhavn et al. 2000) indicated that a potential approach for improved oil 

recovery requires that new strategies for well control are developed. In 2001, water 

flooding was proved to enhance oil production of fully penetrating smart wells (Brouwer 
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et al. 2001). In 2001, the conjugate gradient method was applied to simulate the smart 

well’s effect on recovery and production rate (Yeten and Jalali 2001).  In 2002, a similar 

simulation with a commercial model was developed to demonstrate the potential 

variability in smart well performance implementation of different optimization criteria 

and constraints (Durlofsky and Aziz 2002). Vasantharajan claimed the optimization 

technique was applied to the general reservoir management rather than reservoir flow rate 

control (Vasantharajan et al. 2006). Similarly optimization techniques were applied in the 

other paper (Durlofsky and Aziz 2002), however it was limited to one particular field, 

and the result indicated that an effective optimization strategy needs to take many 

parameters into consideration, including the injection schedule, withdraw rate, water 

injection etc. However, the influence of well pattern in enhancing the oil recovery has not 

been well established and investigated in the foregoing optimization methods. Therefore, 

the purpose in this work aims to investigate the impact of well pattern optimization in the 

final recovery through an innovative objective function in the smart well control. 
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2. Literature Review 

2.1. Background 

2.1.1. Maximum Efficient Rate (MER) Curve 

  Savage pointed out that each reservoir has a specific Maximum Efficient Rate (MER) 

curve that is the ultimate recovery versus the reservoir withdrawal rate (Savage et al., 

1974). The curve was drawn with the well producing at a constant oil production rate 

until there’s insufficient reservoir pressure. The ultimate recovery is mainly determined 

by the following parameters (Savage et al. 1974). 

1. Well spacing 

2. Well completion practices 

3. Fluid properties 

4. Reservoir heterogeneities 

5. Reservoir type and exploitation scheme 

  The production rate’s influence on reservoir ultimate recovery is shown in the Figure 1, 

the ultimate recovery increases with decreasing reservoir production rate. For the 

aquifer’s effect on ultimate recovery, the author proved that the larger aquifer yields the 

higher the ultimate recovery. The author also indicated that producing at the minimal rate 

is not economical to maximize the ultimate recoveries. 
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Figure 1 The initial oil production rate versus ultimate recovery (Savage et al., 1974) 

2.1.2. Water Flooding  

  Using water flooding to increase oil recovery has been studied by Brouwer in 2001  

(Brouwer et al. 2001). The flow rate of water injection was controlled by using smart 

well technology. The water flooding stimulation was able to reach major of the reservoir. 

Smart-horizontal wells can stimulate the field to recover more oil by increasing the 

pressure gradient in the reservoir, thus increase the ultimate recovery. This research 

concluded that the ultimate recovery was dependent on flow rate control; the optimized 

water flooding flow rate will lead to highest oil recovery.  

2.1.3. Conjugate Gradient Optimization Method  

  Conjugate gradient optimization methods are widely used for unconstrained large scale 

problems (Dai and Yuan 1999). Yeten (Yeten and Jalali 2001) used a conjugate gradient 

optimization technique along with a commercial reservoir simulator to simulate a quarter 
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of five spot well pattern production optimization. The principle parameter considered in 

the multi-segment well model is the total pressure drop (∆pt) across the inflow control 

device. 

  This pressure drop is the summation of frictional pressure losses and the control device 

pressure losses as calculated in Equation (2-1) to Equation (2-3): 

 ∆pt = ∆pf + ∆pc   (2-1) 

 ∆pf = 2Cuf
L

D
ρmvp

2   (2-2) 

 ∆pc = Cu
ρvc

2

2Cv
2  (2-3) 

  The parameters used for Equation (2-1) to Equation (2-3) are shown as in Table 1: 

Table 1 List of parameters 

Unit Conversion Factor Cu = 2.159 × 10−4 

Dimensionless Valve Coefficient Cv 

Mixture Velocities through the Choke vc = qc/Ac 

Mixture Velocities through the Pipe vp 

Fanning Friction Factor F 

Length of the Pipe Segment L 

Diameter of the Pipe Segment D 

Area of the Constriction Ac 

As shown in Figure 2, by applying optimization approach to commercial reservoir 

simulator, the improvement of cumulative oil recovery was increased by 65% over the 

un-instrumented base case (Yeten and Jalali 2001).  
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 Figure 2 Cumulative oil production comparison (Yeten and Jalali 2001)  

  Three cases of the production rate and ultimate recovery rate were studied and 

compared, which are detailed as no control on both wells, control on injection well and 

control on production wells. The latter two have similar results: the ultimate recovery was 

not increased as expected. Controlling the production well didn’t increase the ultimate 

recovery rate as expected, since the downhole control of the producer were not able to 

offset a pressure drop large enough for the optimal algorithm to work on the production. 

However the oil production time was longer in the optimized injection well, and the 

recovery was improved by 39% over the base case (Yeten and Jalali 2001). 
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2.1.4 Influence of Controlling Production Rate towards Ultimate 

Recovery 

  In view of continuous influence of injection and production in reservoir pressure, the 

ultimate recovery optimization needs to consider more parameters with real-time 

(Nyhavn et al. 2000). Several essential parameters that would affect the ultimate recovery 

for a field were summarized and compared, as well as the practical way of controlling 

these parameters. The methodology of using a model to predict and control production 

was introduced, and smart well history data was used to determine reservoir data. The 

real-time simulator is shown to be essential for reservoir management to optimize the 

production. 

  Figure 3 showed the process of data management and the way to collect parameters that 

might affect the ultimate recovery of a field, including the well injection and production 

rates. These are the data that needed to be collected and analyzed during the production, 

thus a simulation of injection and production rates would help analyze the most efficient 

schedule to increase the ultimate recovery. 
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Figure 3 The data management throughout the life of a traditional hydrocarbon 

production system with the addition of permanent sensor data (Nyhavn et al. 2000). 

  Figure 4 shows that a surface control well would not function as well as the real time 

intelligent well. Real - time simulation would increase the production significantly 

according to this figure: not only the production time is longer, but the oil rate also 

maintained at maximum for a longer period. 

 

Figure 4 Production with surface control of water rate (thin line) compared to a finely 

sectioned intelligent well (thick line) (Nyhavn et al. 2000). 



9 

2.2 Modeling 

2.2.1 General Purpose Black Oil Simulator for History Matching 

  A three dimensional, three phase grid general purpose black oil simulator was utilized to 

history match the production profile in 1988 (Fox, 1988). This model assumed constant 

bottom-hole pressure for production well, and constant water injection rate for injection 

well. The conclusion was the optimum plan of depletion should mainly be specified by 

economical evaluation rather than controlling the producing rate. 

The reservoir data used in the model are shown in Table 2:    

Table 2 Reservoir parameters (Fox, 1988) 

Productive depth 5400-6800 feet subsea 

Permeability (geometric average) 77 mD 

Average thickness 350 feet 

Areal extent 89 acres 

Fracture gradient 0.75 psi/ft 

Reservoir temperature 209 F 

Original pressure 2923 psi @6000’ subsea 

Current pressure 1035 psig 

Residual oil saturation 22.8% 

Initial oil saturation 74.3% 

Initial water saturation 25.7% 

Original oil in place 33.8 MMSTB 
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  From Table 2, it is clear that average data for thickness and permeability was used in 

this study to make the calculation easier. However, it does not simulate the in-situ 

condition due to the existing heterogeneity and anisotropy in the reservoir. 

  Figure 5 shows that the simulated data highlights the approximate block water cut, with 

slight errors, due to the homogeneity assumptions. In order to fix this problem, a grid 

system is introduced in this study. Instead of using all average values, each grid can have 

a specific data assigned to it to reflect the local distribution of heterogeneous properties. 

 

Figure 5 Simulation water –cut history match (Fox, 1988) 

2.2.2 In-Flow Control Valve 

  The injection activity is controlled through the in-flow control valve (ICV) device in 

order to quantify the economic benefit and maximize the total recovery of a field. The 

device was firstly introduced in 2000 (Yu et al. 2000). A simplified typical North Sea 

model was simulated, and the benefits from installing this intelligent completion were 

discussed. 
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  The ICV in this simulation acts as the following production policy: 

Step 1: shut the lower ICV (No.1) initially 

Step 2: after a period of time, when the well water-cut decreases, open this ICV (No.1) 

Step 3: shut in ICV No.3, and later on, ICV No.2, when free gas is produced 

  From Figure 6, although the ICV doesn’t always give the optimized production plan, it 

maintained the production acceleration and increased the final oil recovery by 4%, which 

clearly shows by controlling the in and out flow rates of a field to adjust the production 

plan, we can increase the ultimate oil recovery. 

 

Figure 6 Comparison between horizontal and slanted well with and without "intelligent" 

completion (a) Field oil recovery; (b) Field oil recovery discounted at 10% /yr (Yu et al. 

2000). 
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2.3 Methodology 

2.3.1 Newton’s Method 

  An investigation about optimization technique was realized by implementing a new 

algorithm to match against the field data (Lenoach and Bowen 2005). The tests of some 

of the optimization tools for history matching were studied, and these test results were 

used to determine the permeability of the field. 

  For the single –phase case, this study used second order gradient method given in 

Equation (2-4) to calculate the derivatives and applied Newton’s method with the 

inversion of Jacobian matrix to find the error, 

 xn+1 = xn − J−1e  (2-4) 

where  

e =  Pbhp ( truth)−Pbhp ( simulated)  Error vector. 

P = Parameter vector for all the wells and time steps. 

xn = Current estimate of the parameter vector. 

J = Jacobian of the system. 

  This research compared the two results of first order and second order steepest descent 

method: they did not match, as shown in Figure 7. Moreover, the first order steepest 

descent method didn’t converge at all. It reaches the mismatch of approximately 50 Psi 

and stopped converging. Although the second order steepest descent method converges, it 

doesn’t have the same behavior as the first order method, thus the steepest descent 

method is not suitable for this optimization problem. 
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Figure 7 Convergence behavior comparison (Lenoach et al., 2005) 

  The Newton’s method for a single phase system was then applied, as seen in Figure 8. 

The solution converge quadratically. After 21 iterations, the system reaches convergence. 

The paper demonstrated that the converged result and the real data only have 1 psi’s 

difference. Hence the Newton’s method is a feasible approach, which can be applied to 

single phase optimizations. 

 

Figure 8 Convergence behavior, demonstrating quadratic convergence (Lenoach et al., 

2005) 
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  In Figure 9, for the two-phase case, the Newton’s method is applied and compared with 

the single phase case, and it shows that it converges faster and has a better result. Thus 

Newton’s method can be applied to more general two- phase cases. 

 

Figure 9 Comparison of the single phase and two phase convergence behavior (Lenoach 

et al., 2005) 

2.3.2 Semi-Analytical Modeling for the Performance of Intelligent 

Well Completions 

  In Valvatne et al.’s paper (Valvatne et al. , 2001), the detailed modeling of intelligent 

well performance is presented using analytical method combining with numerical 

method. 
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  Three-dimensional reservoir simulation was used in this model. The governing equation 

for the fluid transport is given by Equation (2-5): 

 kx
∂2ϕ

∂x2 + ky
∂2ϕ

∂y2 + kz
∂2ϕ

∂z2 = ϕμct
∂ϕ

∂t
  (2-5) 

  The Jacobian matrix was used to solve using Newton’s method, as following: 

 Jδ = −R (2-6) 

  Both Equation (2-5) and Equation (2-6) will be applied to this study. 

  After reviewing the previous studies, the well patterned field will be studied with the 

optimization protocol to study the impact of flow rate control on ultimate recovery. Both 

the analytical analysis and numerical simulation are applied for well pattern field, to 

study the impact of adjusting injection and production rates on ultimate recovery and 

production efficiencies. A model of well patterned field simulation was established. The 

Jacobian optimization method was applied. The optimization of production rate and 

injection rate are calculated and adjusted every time-step to achieving the maximum 

production rate per day for a five spot well pattern. Other well pattern conditions are also 

simulated to examine the feasibility of this optimization approach. Tests of the most 

efficient optimization objective function are compared and discussed. 

3. Analytical Approach of Flow Rate Optimization 

  In this study, the analytical solution and numerical modeling are both implemented to 

examine their feasibility in optimization production. In terms of developing an analytical 

solution in guiding optimization, a homogeneous reservoir is defined to simplify the 

solution derivation, The analytical solution including both gas and oil phase is derived to 

locate the optimized flow rate. 
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3.1  Gas Reservoir 

  The pseudo-pressure is defined as follows: 

 φ = 2∫
p

μz
dp

p

p0
  (3-1) 

Define equation of state:  

 ρ =
pMW

zRT
 (3-2) 

Define the equation of continuity: 

 ∇(ρv̅) = −
∂

∂t
(ρϕ)  (3-3) 

All the parameters mentioned above are defined as follows: 

t: time 

ρ: density 

ϕ: the volume of flow 

p0 : the initial reservoir pressure 

p : current reservoir pressure 

μ : viscosity of the reservoir 

z : the compressibility factor 

MW: molecular weight 

R: ideal gas constant 

T: temperature

Using Darcy’s law for horizontal flow: 

 u̅ = −
k

μ
∇p (3-4) 

one would have 

 
∂

∂t
(
p

z
) =

k

∅
∇ [

p

μz
∇p] (3-5) 

So that the pseudo pressure/ real gas potential flow is 

 
1

r

∂

∂r
(r

∂φ

∂r
) =

∅μc

k

∂φ

∂t
 (3-6) 
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Putting the flow equation into dimensionless groups for radial cylindrical system, one 

obtains: 

 
1

rD

∂

∂rD
(rD

∂PD

∂rD
) =

∂

∂tD
(∆PD) (3-7) 

where  

rD =
r

rw
  Dimensionless radius 

qD =
γTqsc

khφi
  Dimensionless flow rate 

∆PD =
φi−φ

φiqD
  Dimensionless pressure change 

1. When tD < 25, 

 Pt = −
1

2
Ei (−

1

4tD
) (3-8) 

2. When tD ≥ 25, 

 Pt =
1

2
(ln tD + 0.809) (3-9) 

 tD = e2Pt−0.809 (3-10) 

By definition,  

 tD =
λkt

∅μicirw
2  (3-11) 

Thus, 

 
λkt

∅μicirw
2 = 0.445e2Pt (3-12) 

Matching units on both side, Equation (3-12) turns into Equation (3-13): 

 t = 0.445
∅μicirw

2

λk
e2Pt (3-13) 
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In pseudo- steady state,  
tD

reD
2 ≥ 0.25  

 Pt =
2tD

reD
2 + ln reD −

3

4
 (3-14) 

Calculating the dimensionless time we can maintain the same flow rate from  

Equation (3-15) to Equation (3-20): 

 
2tD

reD
2 + ln reD −

3

4
= (

φi−φ

φiqD
) (3-15) 

 qsc =
(φi−φ)kh

(
2λkt

re
2∅μici

+ln
re
rw

 −
3

4
)γT

 (3-16) 

 
2tD

reD
2 = − ln reD +

3

4
+ (

φi−φ

φiqD
)  (3-17) 

 t =
re
2∅μici

2λk
[
(φi−φ)kh

qscγT
− ln

re

rw
+

3

4
]  (3-18) 

 qsc ∗ t =
re
2∅μici

2λk
[
(φi−φ)kh

γT
− qsc(ln

re

rw
−

3

4
)] (3-19) 

 qsc ∗ t =
re
2∅μici

2λk

(φi−φ)kh

γT
−

re
2∅μici

2λk
(ln

re

rw
−

3

4
) ∗ qsc (3-20) 

With the condition from Equation (3-21) to Equation (3-23): 

 
tD

reD
2 ≥ 0.25, (3-21) 

 

λkt

∅μicirw
2

reD 
2  

>0.25 (3-22) 

 t > 0.25
∅μici

λk
 re

2 (3-23) 
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Since t satisfies Equation (3-24) and Equation (3-25): 

  t =
re
2∅μici

2λk
[
(φi−φ)kh

qscγT
− ln

re

rw
+

3

4
]  (3-24) 

  t > 0.25
∅μici

λk
 re

2 (3-25) 

We would have Equation (3-26): 

 [
(φi−φ)kh

qscγT
− ln

re

rw
+

3

4
] >

1

2
  (3-26) 

Realizing qsc is the largest flow rate possible for the pseudo-steady state flow as shown 

in Equation (3-27). 

 qsc <
(φi−φ)kh

γT(ln
re
rw

−
1

4
)
 (3-27) 

3.2 Single Phase Oil Reservoir 

  Similarly, the dimensionless expressions for pressure, time, drainage radius, and flow 

rate could be obtained as below: 

Dimensionless pressure:  ∆PD =
Pi−P

PiqD
 (3-28) 

Dimensionless time:  tDA =
λkt

∅μCA
 (3-29) 

Dimensionless radius:  rD =
r

rw
 (3-30) 

Dimensionless flow rate: qD =
γBqscμ

khPi
 (3-31) 

Dimensionless time: tD =
λkt

∅μCrw
2  (3-32) 

For radial-cylindrical flow, λ = 2.637E − 4 (3-33) 

 γ = 141.2 (3-34) 
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  The entire producing time can be identified as three different production periods: 

1. When the system is infinite acting, the boundary of the field is not affecting the 

production by any means.  

 Pt = −
1

2
ln (

4AtDA

1.781rw
2 ) (3-35) 

2. In the late transient period 

 Pt =
1

2
(ln

4AtDA

1.781rw
2 + 4πtDA − F) (3-36) 

3. During pseudo steady state 

 Pt =
1

2
(ln

4A

1.781rw
2 CA

+ 4πtDA)  (3-37) 

  By calculating the dimensionless time, the same flow rate can be maintained before 

pseudo steady state. Suppose the longest distance between the well and one point in this 

reservoir is r. When every point of this reservoir feels the pressure transients, the field 

enters into the pseudo steady state. 

  Then, time is calculated from Equation (3-38) to Equation (3-40): 

 
rD
2

4tD
= 5 (3-38) 

 
rD
2

20
= tD (3-39) 

 
∅μCr1

2

20λk
= t (3-40) 

  where r1 is the distance between the first boundary point and the well. 
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  Thus the total production in infinite acting would be 

 qsc ∗ t =
r2ϕμCqsc

20λk
 (3-41) 

and at times when system is infinite acting: 

 Pt =
1

2
ln(tD + 0.80907) =

1

2
ln (

rD
2

20
+ 0.80907) =

1

2
ln (

r2

20rw
2 + 0.80907) (3-42) 

  Thus, the pressure at rw can be calculated by Equation (3-42) using formula for a radial 

cylindrical system, when the infinite acting ends. The pressure remains the same no 

matter the shape of the reservoir geometry is, at the time when the system is no longer 

infinite acting, i.e., when only one point on the boundary is reached by the flow transient. 

Thus the pressure can be calculated by Equation (3-43), which transforms into Equation 

(3-44): 

 
Pi−P

PiqD
=

1

2
ln (

r1
2

20rw
2 + 0.80907) (3-43) 

 P = Pi −
1

2
PiqD ln (

r1
2

20rw
2 + 0.80907) (3-44) 

  When the late transient period begins, flow rate remain the same, however the pressure 

drops faster than in infinite acting period. The time ends when all the points in this 

reservoir is influenced by the well. Thus  

 
rD
2

4tD
= 5 (3-45) 

 tD1 =
r2
2

20rw
2  (3-46) 

 
∅μCr2

2

20λk
= t1 (3-47) 

where r2 is the distance between the farthest point and the well. 
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  Thus the pressure at the well can be calculated now by the formula for pseudo steady 

state for polygon. 

 Pt =
1

2
(ln

4A

1.781rw
2 CA

+ 4πtDA) (3-48) 

where CA = eF, F is the shape factor. 

 
Pi−P

PiqD
=

1

2
(ln

4A

1.781rw
2 CA

+ 4π
λkt2

∅μCA
) (3-49) 

  The well pressure is determined in Equation (3-51): 

 P = Pi −
PiqD

2
(ln

4A

1.781rw
2 CA

+
πr2

2

5A
) (3-50) 

 P1 = Pi −
γBqscμ

2kh
(ln

4A

1.781rw
2 CA

+
πr2

2

5A
) (3-51) 

 Since now the system is in pseudo steady state, Equation (3-52) to Equation (3-55) is 

satisfied: 

 Pt =
2tD

reD
2 + ln reD −

3

4
 (3-52) 

 TD =
λkt

∅μCrw
2  (3-53) 

  Pt =
Pi−P

PiqD
 (3-54) 

 reD =
re

rw
 (3-55) 
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  The maximum flow rate at the time t2 in Equation (3-56) can be calculated as from 

Equation (3-57) to Equation (3-60): 

 t2 =
∅μCr2

2

20λk
 (3-56) 

 
2tD

reD
2 + ln reD −

3

4
=

Pi−P

PiqD
 (3-57) 

 
2

∅μCr2
2λk

20λk∅μCrw
2

re
2

rw
2

+ ln
re

rw
−

3

4
=

Pi−(Pi−
γBqscμ

2kh
(ln

4A

1.781rw
2 CA

+
πr2

2

5A
))

PiqD
 (3-58) 

 
r2
2

10re
2 + ln

re

rw
−

3

4
=

γBqscμ

2khPiqD
(ln

4A

1.781rw
2 CA

+
πr2

2

5A
) (3-59) 

 q =
qsc(ln

4A

1.781rw
2 CA

+
πr2

2

5A
)

2( 
r2
2

10re
2+ln

re
rw

−
3

4
)

 (3-60) 

  In Equation (3-60), flow rate q should be equal to qsc for continuity. Thus, 

 (ln
4A

1.781rw
2 CA

+
πr2

2

5A
) = 2 ( 

r2
2

10re
2 + ln

re

rw
−

3

4
) (3-61) 

Where re in Equation (3-61) is equal radius for this field, r2 satiesfies Equation (3-62): 

 a ∗ x−2 + ln x = b (3-62) 

where a =
r2
2

5
, b = ln

4A

1.781rw
2 CA

+
πr2

2

5A
+

3

2
+ ln rw (3-63) 

The resulted Equation (3-64) is plotted in the Figure 10: 

 x−2 + ln x   (3-64) 
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  Since Function (3-64) is not a polynomial, neither a monotonic function, the minimum 

cannot be calculated straightforwardly, for this homogenous one- phase system. 

Therefore using numerical simulation to perform the optimization might be a more 

feasible method than analytical analysis. 

 

Figure 10 The curve of Function (3-64) showing difficulties to locate minimum value 

4 Reservoir Model 

  A three-phase, two-dimensional black oil reservoir model is developed to be used as an 

optimization tool. The definition and data used in this model are discussed in detail 

below. The five-spot well patterned field is simulated, with one production well located 

at the center, and four identical injection wells located at the corners. Reservoir properties 

and initial conditions including permeability, pressure, porosity, viscosity, 

compressibility, etc. are described in Table 3. The initial guess for optimized flow rate is 

a key parameter in determining the optimized production rate, optimized injection rate, as 

well as the resulting water saturation, as main outputs. 

  The entire model is based on changing the injection and production flow rate to get 

optimum recovery from the system. The optimization strategy mainly focuses on 

adjusting the injection and production flow rates by locating the optimum scenario via 
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objective function. The Newton’s method (Nocedal et al., 2006) is used to update flow 

rates according to the objective function. 

  There are two time loops in this optimization process, for each of the large time step, the 

simulation runs from this specified time step till the end of the production period, i.e. 

when the maximum flow rate decreases to the abandonment flow rate. During the 

simulation of the entire production period, the time is then partitioned as small time steps 

to run the reservoir model, to increase the accuracy. For each of this small time step, the 

reservoir model would iterate till the convergence of residual is reached, i.e., the material 

balance is kept for each convergence of small time step. However for the large time step, 

the optimization would not necessarily being reached, for the maximum optimization 

iteration step is set as 6 iterations in this thesis. Although it might not converge to the 

optimum flow rate toward the maximum value of the objective function, the 

improvement is still shown after 6 iterations of optimization. The workflow for this 

optimization strategy is represented in the Figure 11: 

 

Figure 11 Structure of the optimization strategy 

  After obtaining the initial simulation results according to the defined initial conditions, 

the results including injection and production rate would be analyzed through numerical 

derivative, in order to achieve the optimum combination. The predicted combination 
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injection – production rate would be adjusted in the next iteration run to perform the 

optimization. 

4.1  Initial Conditions 

  Below is a table of the initial data for variables in the model, these data is extracted from 

the chapter project in the book “Basic applied reservoir simulation” in section 8.6 

(Ertekin et al. 2001), as well as the PVT data used in 4.2. 

Table 3 Initial data of the simulation (Ertekin et al. 2001) 

Nomenclature Symbol Data 

Gas formation volume factor Bg 6.8364e−4 RB/SCF 

Oil formation volume factor Bo 1.4638 RB/STB 

Water formation volume factor Bw 1.0263 RB/STB 

Reservoir rock compressibility Cr 3e−6 psi−1 

Depth G 4000 

Standard condition pressure Psc 14.7 psi 

Initial gas saturation Sg 0.1 

Initial oil saturation So 0.6 

Initial water saturation Sw 0.3 

Permeability permeability mD 
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4.2  Preliminary Calculations 

4.2.1 Index 

  In order to define and label the different blocks of the system, the “index’’ is introduced 

as a label to identify blocks by their functions:  whether it is in the system or whether it is 

a well block. 

  The definition of index in this model is defined as following: 

   If the block is on the boundary as an imaginary block, the index is 0. 

   If the block is in the system, but not as a well block, the index is 1. 

   If the block is in the system and is a well block, the index is 2. 

  The definition in Figure 12 is used throughout the model. 

  The line is labeled as ‘i’ and column labeled as ‘j’ in the grid system. 

 

Figure 12 Label of directions 

4.2.2 Linear Transmissibility 

    The rectangular grid system is constructed in this model. The linear transmissibility is 

the average of area and permeability, defined as shown below: 

South: 

 slinear =
2∗Ai(i,j)∗Ai(i+1,j)∗ki(i,j)∗ki(i+1,j)

Ai(i,j)∗ki(i,j)∗di(i+1,j)+Ai(i+1,j)∗ki(i+1,j)∗di(i,j)
 (4-1) 
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Where  

Ai(i, j) is the cross-sectional area normal to i direction of block (i, j), L2, ft2. 

Aj(i, j) is the cross-sectional area normal to j direction of block (i, j), L2, ft2. 

ki(i, j) is the permeability in the direction of the i axis of block (i, j), L2, darcy. 

kj(i, j) is the permeability in the direction of the j axis of block (i, j), L2, darcy. 

di(i, j) is the distance of the center between block (i, j) and block (i+1,j). 

dj(i, j) is the distance of the center between block (i, j) and block (i,j+1). 

Similarly, the north, east and west linear transmissibility are constructed as shown in 

Equation(4-2) to Equation (4-4): 

North: 

 nlinear =
2∗Ai(i,j)∗Ai(i−1,j)∗ki(i,j)∗ki(i−1,j)

Ai(i,j)∗ki(i,j)∗di(i−1,j)+Ai(i−1,j)∗ki(i−1,j)∗di(i,j)
 (4-2) 

East: 

 elinear =
2∗Aj(i,j)∗Aj(i,j+1)∗kj(i,j)∗kj(i,j+1)

Aj(i,j)∗kj(i,j)∗dj(i,j+1)+Aj(i,j+1)∗kj(i,j+1)∗dj(i,j)
 (4-3) 

West: 

 wlinear =
2∗Aj(i,j)∗Aj(i,j−1)∗kj(i,j)∗kj(i,j−1)

Aj(i,j)∗kj(i,j)∗dj(i,j−1)+Aj(i,j−1)∗kj(i,j−1)∗dj(i,j)
 (4-4) 

4.2.3 Initialized PVT Data 

  The PVT data used in this model is reviewed in this section. These data are used for 

initial conditions for this reservoir model.  
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Figure 13 PVT data: oil density 

 

Figure 14 PVT data: oil formation volume factor 

  The formation volume factor (FVF) is the definition of the volume of fixed mass of 

reservoir fluid varies with change of pressure, i.e., this variable is going to convert the 

volume of reservoir fluid at reservoir conditions to standard conditions. In the above 

Figure 14, the saturated oil has FVF increased with increasing oil pressure. However in 

under-saturated system, the FVF decreases with increasing oil pressure. This typically 

shows that the gas dissolved in oil is going to affect most of the volume change; however 

the single - phase oil with no gas is not affected significantly. 
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Figure 15 PVT data: oil viscosity 

  The fluid viscosity is a measure of the ease with which the fluid flows as a result of an 

applied pressure gradient, i.e., how the fluid is going to resist to flow as a consequence of 

their random movements. In Figure 15, we can see that the oil viscosity is going to 

decrease when the pressure is high for saturated oil, but will increase for under saturated 

oil. Since gas is extensively compressible, the viscosity is going to increase when 

pressure increases. On the contrary, since oil is almost incompressible, the increased 

pressure has minimum influence in changing the oil viscosity. Thus for the two - phase 

oil gas system, in the under-saturated oil region, the mass of gas in oil remains unchanged 

and only the oil component density decrease when the pressure decrease, as a result, the 

oil-phase viscosity would decrease when pressure decreases. In the saturated oil region, 

both the oil phase and gas phase density changes when the pressure changes. When 

pressure decreases, the gas evolves from oil phase so that there would be a lower gas 

saturation. This would affect the viscosity as it would increase since the density is higher 

for the saturated oil. 
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Figure 16 PVT data: solution-gas/oil ratio 

  The solution-gas/oil ratio is tested at reservoir temperature and pressure, when the 

thermal dynamic equilibrium of gas/oil in the system is reached for the transfer of mass 

between these two phases. The ratio is also described as solution- gas/ liquid ratio in 

black oil models since black oil model doesn’t consider the gas solution in water. 

However, in this model, there is also gas dissolved in water. 

 

Figure 17 PVT data: water density 
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Figure 18 PVT data: water formation volume factor 

 

Figure 19 PVT data: water viscosity 
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Figure 20 PVT data: gas density 

  Gas density is normally given by the real-gas law: 

 ρg =
pM

zRT
 (4-5) 

 

Figure 21 PVT data: gas formation volume factor 
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Figure 22 PVT data: gas viscosity 

 

Figure 23 PVT data: oil/water relative permeability 

 

Figure 24 PVT data: oil/gas relative permeability 
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Figure 25 PVT data: gas/oil capillary pressure 

 

Figure 26 PVT data: oil/water capillary pressure 

4.3  Detailed Time Loop 

  Figure 27 shows the detailed calculations prior to the time loop. Optimized flow rate is 

updated after each time loop, which goes from the beginning of the production till the 

total depletion. For each time loop, the Jacobian is calculated based on the last optimized 

flow rate or the initial setting. The variables including recovery from the time loop the 

water saturation, and time for the entire production period are calculated, as well as their 
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derivatives, which constructs the Jacobian. The J function optimization objective function 

with respect to these principle variables, and can be calculated based the Jacobian. 

The pair of injection-production flow rates is updated according to the J function. Then 

the next time loop starts from the initial status of the field with the new flow rates. 

 

Figure 27 Detailed calculations prior to the time loop 

4.4   J vector  

The optimization objective is represented as a vector in this study, defined as following: 

 J = [a ∗ d(recovery)qo − (1 − a) ∗ dSwavgqo
, a ∗ d(recovery)qw − (1 − a) ∗

dSwavgqw
]  (4-6) 

where a is a coefficient 0 ≤ a ≤ 1 

d(recovery)qo is the first order derivative of recovery w.r.t. oil flow rate. 

dSwavgqo
 is the first order derivative of average water saturation w.r.t. oil flow rate. 

Similarly, d(recovery)qw is the first order derivative of recovery w.r.t. water injection 

rate. 

dSwavgqw
 is the first order derivative of average water saturation w.r.t. water injection 

rate. By calculating the vector and updating the flow rate with respect to the vector, one 
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can balance the maximization of the recovery and minimization of the average water 

saturation. 

The iteration for calculating the J vector and updating principle unknowns are as shown 

in Figure 28: 

 

Figure 28 Loop for calculation of J vector 

  The absolute value of J vector is checked and compared with tolerance after each time 

loop before updating the pair of injection-production rate, to determine if the 

optimization process needs to continue for next iteration.  

  When updating the oil production rate, water injection rate, the following functions are 

used: 

 qoilnew
= qoil + α ∗ J(1) (4-7) 

 qwaternew
= qwater + α ∗ J(2) 

Where qoilnew
 is the updated oil flow rate, qoil is the specified oil flow rate from the last 

iteration step.  

α is the amplifier for the change of principle unknown, and is defined as following: 

α = 100 at the first iteration step. 

α =
100

number of iteration
 at the rest of iterations. 
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The definition of α makes it more accurate and effective towards the convergence since 

the assumption is defined as the closer the convergence point is, the smaller step is 

needed for accurately going to the converge. 

4.5  Main Module of the Reservoir Simulation 

  The main module of the reservoir model is using specified oil production rate and water 

injection rate to calculate the variables of production period, including the resulted water 

saturation, oil recovery and reservoir pressure, until a minimum production rate reached 

and the field would be considered to be depleted. The sub-module for reservoir model is 

shown in Figure 29: 
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Figure 29 Module of reservoir model 

  After initializing the PVT data according to the pair of injection-production rates from 

last time step, the flow rates are checked to determine if it needs to be adjusted or the 

field would stop producing. After adjusting the flow rates, the PVT data are recalculated, 

and for each block of the grid system, the residue and its first order derivative are 

calculated, the Jacobian is constructed and the flow rates are updated accordingly. 
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4.5.1 Specification of Production according to Pressure Calculations 

  There are two pressures needs to be calculated before the time step starts, in order to 

specify the production type between sandface pressure specified and flow rate specified. 

One is the platform pressure, which is the oil pressure that can sustain the specified 

production rate. The formula is shown in Equation (4-8): 

Poplatform
(i, j) 

= 14.7 + qoSPEC
∗ (ln (

re(i,j)

rw
) + skin)

μoil(i,j)∗Boil(i,j)

2π∗kro(i,j)∗(ki(i,j)∗kj(i,j))
0.5∗thickness(i,j)

 (4-8) 

  This formula is well known as the Peaceman formula. 

where 

 Poplatform
(i, j) is the oil face pressure that can sustain the specified production rate 

at block (i,j). 

qoSPEC
is the oil production rate specified. 

re(i, j) is the drainage radius. 

Rw is the wellbore radius. 

skin is the skin factor, which represents near-wellbore damage or stimulation, 

perforation, and partial- penetration effects. 

Boil is the oil formation volume factor. 

μoil is the oil viscosity. 

kro is the oil relative permeability. 

ki, kj are the permeability of direction i and j, respectively. 

thickness(i,j) is the formation thickness at block (i,j). 
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  The other pressure needs to be calculated is the oil pressure when the well stops 

producing, the formula is in Equation (4-9): 

 Pomin
(i, j) = 14.7 + qomin

∗ (ln (
re(i,j)

rw
) + skin)

μoil(i,j)∗Boil(i,j)

2π∗kro(i,j)∗(ki(i,j)∗kj(i,j))
0.5∗thickness(i,j)

  (4-8) 

4.5.2 Specify Well Conditions 

  The well condition in this model is determined by specified flow rate. When the well is 

producing at the specified oil rate, the flow rate for water or gas phase is calculated with 

respect to the mobility of the phase, based on relative permeability, viscosity and 

formation volume factor. The mobility of three phases are shown in Equation (4-9) to 

Equation (4-11): 

 Mo =
kro

μo∗Bo
 (4-9) 

 Mw =
krw

μw∗Bw
 (4-10) 

 Mg =
krg

μg∗Bg
 (4-11) 

and then the flow rate is specified by the condition in Equation (4-12). 
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The distribution of flow rate between phases is proportional to the mobility. 

 qo: qw: qg = Mo:Mw: Mg (4-12) 

  However, when a well is not producing at constant flow rate, i.e. not on the Plato rate, 

the flow rate then is determined by the current sand face pressure or the minimum flow 

rate by the Peaceman formula, the permeability used is the geometric mean of both 

directions. 

When qo > qminimum 

 qw = 2 ∗ π(ki ∗ kj)
0.5

∗ thickness ∗ (Pw − Psf) ∗
Mw

ln(
re
rw

)+skin
 (4-13) 

 qg = 2 ∗ π(ki ∗ kj)
0.5

∗ thickness ∗ (Pg − Psf) ∗
Mg

ln(
re
rw

)+skin
 (4-14) 

4.5.3 Calculation of the Upstream Pressures 

  The main loop for this model is based on repeated calculation of residual at each 

iteration level. 

  The goal for this residual calculation is to calculate the numerical differential in each 

direction for each block (i, j) by adding a δ value to the pressure of each block separately. 

Since it is difficult to change the oil pressure for a little and change it back, this model 

used five labels to represent oil pressure for the block (i, j) to calculate derivatives from 

each direction. 

The calculation of upstream pressure ϕ starts from each block in the entire grid. For each 

block at location (i, j), calculate the upstream as follows: 

 ϕoil(i, j) = Poil(i, j) −
1

144
∗ ρoil(i, j) ∗ G(i, j) (4-15) 

  Where  
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Poil is oil pressure, 

 ρoil is the oil density,  

G is the gravity factor of that block. 

  The entire loop scans through all the blocks in the system. For each iteration, when the 

block (i, j) is considered, mark the block in the i+ direction as (i1, j), and mark the block 

in the i- direction as (i2, j). Similarly, mark the block in the j+ direction as (i, j1), and the 

block in the j- direction as (i, j2). 

  When calculate the upstream pressures ϕ, the oil upstream pressures of adjacent blocks 

are also calculated and stored as ϕoi1
, ϕoi2

, ϕoj1
, ϕoj2

. Similarly, the water pressures of 

adjacent blocks are stored as ϕwi1
, ϕwi2

, ϕwj1
, ϕwj2

. 

4.5.4 Calculation of the Transmissibilities 

  The transmissibility is calculated based on the upstream pressures. The relative 

permeability used for the transmissibility is the block with higher upstream pressure. 

For example, when calculating the south transmissibility ( the transmissibility between 

block (i, j) and block (i + 1, j)): 

 If the upstream block is (i, j), i.e., the pressure ϕ at block (i, j) is larger than the ϕ at 

block (i + 1, j): 

 soil(i, j) = slinear(i, j) ∗ 4 ∗
kro(i,j)

(μoil(i+1,j)+μoil(i,j))∗(Boil(i+1,j)+Boil(i,j))
 (4-16) 

  If the upstream block is (i + 1, j) , i.e., the pressure ϕ at block (i, j) is smaller than the ϕ 

at block (i + 1, j): 

 soil(i, j) = slinear(i, j) ∗ 4 ∗
kro(i+1,j)

(μoil(i+1,j)+μoil(i,j))∗(Boil(i+1,j)+Boil(i,j))
 (4-17) 

The same stands for water and gas calculations. 
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4.5.5 Calculation of the Residuals 

  The residual is based on the material balance equation. 

Original oil in the block + Flow in − Flow out = Oil remain in the block 

Flow-in from each direction is calculated as follows: 

flowoilsouth
= soil ∗ (Poili1

(i + 1, j) − Poil(i, j) −
1

144
∗

ρoili1
(i+1,j)+ρoil(i,j)

2
∗ (G(i + 1, j) − G(i, j)))  (4-18) 

flowoilnorth
= noil(i, j) ∗ (Poili2

(i − 1, j) − Poil(i, j) −
1

144
∗

ρoili2
(i−1,j)+ρoil(i,j)

2
∗ (G(i − 1, j) − G(i, j)))  (4-19) 

flowoileast
= eoil(i, j) ∗ (Poilj1

(i, j + 1) − Poil(i, j) −
1

144
∗

ρoilj1
(i,j+1)+ρoil(i,j)

2
∗ (G(i, j + 1) − G(i, j)))  (4-20) 

flowoilwest
= woil(i, j) ∗ (Poilj2

(i, j − 1) − Poil(i, j) −
1

144
∗ (ρoilj2

(i, j − 1) + ρoil(i, j)) ∗ (G(i, j − 1) − G(i, j)))  (4-21) 

  The change of oil in the block 

 Qoil =
Vb(i,j)

5.615∗δt
∗ porosity(i, j) ∗ (

satuationoil(i,j)

Boil(i,j)
−

saturationoilold
(i,j)

Boilold
(i,j)

)  (4-22) 

  The residual is calculated as: 

 Residueoil(i, j) = flowoileast
+ flowoilwest

+ flowoilsouth
+ flowoilnorth

− qoil(i, j) − Qoil(i, j)  (4-23) 

 And residue should be approximately zero, to make the material balance equation valid 

and the simulation results reliable. 
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4.5.6 Jacobian Matrix Construction 

  The idea of constructing this Jacobian is based on the Optimization method used. It is 

constructed as shown in Figure 30. 

 

Figure 30 3 by 3 Jacobian matrix structure 
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  The goal of this construction is to represent each block as a 3 by 3 matrix, and is in the 

order as following: 

 

[
 
 
 
 
 

dRoil

dPoil

dRoil

dSwater

dRoil

dSgas

dRwater

dPoil

dRwater

dSwater

dRwater

dSgas

dRgas

dPoil

dRgas

dSwater

dRgas

dSgas ]
 
 
 
 
 

 (4-24) 

1. First line is the derivatives of oil residual with respect to three principle 

unknowns respectively, in the order of oil pressure, water saturation, gas 

saturation. 

2. Second line is the derivatives of water residual with respect to three principle 

unknowns respectively, in the order of oil pressure, water saturation, gas 

saturation. 

3. Third line is the derivatives of gas residual with respect to three principle 

unknowns respectively, in the order of oil pressure, water saturation, gas 

saturation. 

The entire Jacobian is constructed as follows: 

1. Each block is the same pattern and is in the order as the main diagonal line lies all 

the derivative of the pressures of blocks w.r.t. the principle variables of the same 

block. For each block (i, j), the diagonal 3*3 matrix is the derivatives of the 

residual w.r.t. the oil pressure, water saturation, gas saturation of the block (i, j), 

respectively. And the main diagonal scans the entire grid system row by row, in 

the order in Figure 31: 
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[
block(1,1) ⋯ 0

⋮ ⋱ ⋮
0 ⋯ block(3,3)

] 

Figure 31 The Jacobian construction 

2. On each row of the Jacobian, the left side of the diagonal (upper diagonal) is the 

derivative of the residual of the center block (the block on the diagonal) w.r.t. the 

principle unknowns of the block left to the center block; the right side of the 

diagonal (lower diagonal) is the derivative of the residual of the center block w.r.t. 

the principle unknowns of the block right to the center block. Similarly, on the left 

side of the upper diagonal lies the derivative of residual of the center block w.r.t. 

the principle unknowns of the block above the center block; on the right side of 

the lower diagonal lies the derivatives of the residual of the center block w.r.t. the 

principle unknowns of the block below the center block. As shown in Figure 32, 

the fourth from the left lies on the main diagonal. 

[
dResidue(i, j)

d(i − 1, j)
0

dResidue(i, j)

d(i, j − 1)
      

dResidue(i, j)

d(i, j)

dResidue(i, j)

d(i, j + 1)
0

dResidue(i, j)

d(i + 1, j)
] 

Figure 32 Structure of each row of the Jacobian matrix 

4.5.7 Update of the Principle Variables 

  After constructing the Jacobian, the principle variables are updated by adding a δ value 

to the principle variables. This δ is calculated as following: 

1. Put all the residual in one column, the structure is shown in Equation (4-26): 

 Rowg = [
block(1,1)

:
block(3,3)

] (4-25) 
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For each of the block, put the residual in the order shown in Equation (4-27): 

 block(i, j) = [

Roil(i, j)

Rwater(i, j)

Rgas(i, j)
] (4-26) 

Calculate the δ by dividing Rowg by Jacobian shown in Equation (4-28): 

 δ = Jacobian/Rowg (4-27) 

2. Add this delta to the original principle unknowns: 

For the ith row of δ : 

If remainder (i/3) = 1, add it to the oil pressure of the corresponding block. 

If remainder (i/3) = 2, add it to the water saturation of the corresponding 

block. 

If remainder (i/3) = 0, add it to the gas saturation of the corresponding 

block. 

5. Results and Discussion 

5.1  Case Study I – The Effect of Production Rate on Objective 

Function 

  The first test was dedicated to determining the best optimization objective function. 

Different initial injection and production rate were tested to see the effect of initial 

conditions on the objective function.  

  In Table 4 and Figure 33, the objective function is monotonically increasing when the 

injection rate increases. The objective function is recovery multiplied by a constant, and 

it increases with the flow rate when the system is depleted in a short period of time, since 

the flow rate would not affect the production time significantly. Thus different initial 
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condition would give different results. As a result, the objective function needs to be 

revised by adding more variables. When the objective function is considering both 

recovery and average water saturation, this situation was changed, as shown in case II. 

Table 4 Case study I - the effect of production rate on objective function 

Objective function= 0.5 ∗
recovery

time
+ 0.5 ∗ recovery ∗ 0.01 

Initial qo 500 550 600 700 800 900 1000 

Initial qw -100 -100 -100 -100 -100 -100 -100 

dqo 0.20 0.17 0.13 0.11 0.11 0.12 0.11 

dqw 0.03 -0.03 -0.04 -0.04 -0.03 -0.03 -0.03 

Objective function 393.95 409.48 424.00 450.15 471.75 490.79 505.52 

 

Figure 33 Case study I - objective function vs production rate 
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5.2   Case Study II – The Optimized Production and Injection Rates 

  The test was conducted with an initial guess of oil flow rate of 550 STB/D, and the 

water injection rate 100 STB/D. The initial guess was based on the various tests done 

with the model, so that the production can sustain for a period of time that is not too long 

nor too short, thus the recovery can be calculated. If the initial guess of flow rate is too 

high, the production time will be too short to show recovery variation. The well pattern 

used for this case is shown as in Figure 34: 

 

 

 

 

 

 

  The production well is in the center, while there are four identical injection wells around 

it. 

  The objective of this test is to find the optimized oil production rate and water injection 

rate, such that the objective function get the maximum value. 

  The objective function here is shown as below: 

 Objective = a ∗ recovery + (1 − a) ∗ Swateraverage
 (4-1) 

  Here ′a′ is a coefficient to control the percentage of importance of every circumstance 

so that this function is more general and typical for optimization purposes. 

  The optimization has a maximum iteration number of 6, which means that after six 

iterations, although it might not meet the condition that the derivative of the objective 

   

   

   

Figure 34 Case study II - five-spot well pattern 
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function is considerably negligible, it still returns the most closed result to the 

optimization to accelerate the process. 

In this case study, the coefficient in front of recovery was set to be a = 0.1. 

  The result is shown in Table 5 and Figure 35, both Table 5 and Figure 35 show the 

recovery comparison of each 10 days as well as the total recovery and the average 

recovery per day. Although the total recovery for 60 days increased less than 5%, the 

operation time was reduced from 60 days to 52 days, which showed a 16% increase in the 

average daily recovery. Thus, the optimization shows a significant effect on the 

efficiency of production in this case. 

Table 5 Case study II - recovery comparison 

Days 10 20 30 40 50 52 60 Total Average 

Recovery with 

optimization (STB) 

7804.72 8670.63 7949.62 4473.22 3565.83 848.10 848.10 33312.11 640.62 

Recovery without 

optimization (STB) 

5500 5500 5500 5500 5500 1100 5482.10 32982.10 549.70 
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Figure 35 Case study II - recovery comparison 

Figure 36 and Table 6 show the oil flow rate comparison between the optimization case 

and the case without optimization, the optimized case has a significantly higher 

production rate in the beginning of the production period. Although the production rate 

would be lower than the initial guess case without optimization after 20 days, the 

production process ends faster and the optimized case is thus more productive. 

Table 6 Case study II - flow rate comparison 

Days 10 20 30 40 50 52 60 Average 

Oil flow rate (STB/D) 867.06 864.02 447.32 441.30 441.30 441.30 ------ 640.62 

Initial oil flow rate (STB/D) 550 550 550 550 550 ------- 548.21 549.70 
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Figure 36 Case study II - oil flow rate comparison 

  Table 7 and Figure 37 shows the comparison of the water injection rates between the 

optimized case and the case without optimization. The negative rates represent injection 

rates, comparing to positive data representing production rates. Although the injection 

rate of water is much higher than the original plan, it leads to a higher oil production as 

shown in Figure 36, and the water saturation remained the same as original water 

saturation. 

Table 7 Case study II - water injection rate comparison 

Days 10 20 30 40 50 52 60 

Injection with optimization (STB/D) -156.19 -201.07 -230.47 -107.35 -108.42 -108.47  ------ 

Injection without optimization (STB/D) -100 -100 -100 -100 -100 ------- -100 
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Figure 37 Case study II - water injection rate comparison 
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  Revision of test two: 

1.  The code would crash at the point when the initial guess is higher than the 

maximum flow rate possible due to the flow rate check was made after each 

iteration. 

  The model is modified by adding a ‘STOP’ trigger in the entire code in each 

loop to check the flow rate before the iteration starts. 

  When the initial guess is too high, it will show ‘stop producing’ on the screen 

and stop the entire loop. 

2.  The model was modified so that all the data would be recorded after each time 

step, not to record all the data, but to avoid starting from the beginning for the 

following tests, as it takes an hour for each time step. 

5.3   Case Study III –The Effect of Objective Function on Efficiency 

of Optimization 

  The previous tests were mainly focusing on production and injection rates influence’s 

on the optimization. This test is focusing on searching the most suitable objective 

function to run the simulation more efficiently. 

  As previously stated, the objective function is in the following form: 

 Objective = a ∗ recovery + (1 − a) ∗ Swateraverage
 (4-28) 

  The coefficient ‘a’ is crucial because it determines the importance of each optimization 

conditions. However, since the recovery and water saturation is not on the same level of 

measurement, the objective function is revised as: 

   Objective =
recovery

α
+ Swateravearge

     (4-29) 
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Several tests of different α is shown below: 

α = 1000, 500, 250 fail to converge.  

α = 200, converged after 12 iterations.  

The data for each iteration step when α = 200 is shown in Table 8. 

Table 8 Case study III - data of each iteration when 𝛼 = 200 

Iterations 1 2 3 4 5 6 

Production/Day 458.08 485.36 507.03 523.30 540.61 558.46 

Time 72 68 65 63 61 59 

𝑞𝑜𝑠𝑝𝑒𝑐
 546.17 581.66 611.59 644.95 678.63 713.10 

𝑞𝑤𝑠𝑝𝑒𝑐
 -106.68 -114.26 -122.43 -129.23 -135.86 -142.28 

𝑑𝑞𝑜 0.23 0.18 0.15 0.17 0.17 0.17 

𝑑𝑞𝑤 -0.03 -0.03 -0.04 -0.03 -0.03 -0.04 

Iterations 7 8 9 10 11 12 

Production/Day 577.02 587.76 598.41 609.81 621.05 623.88 

Time 57 56 55 54 53 53 

𝑞𝑜𝑠𝑝𝑒𝑐
 737.91 760.35 787.27 811.54 833.54 851.95 

𝑞𝑤𝑠𝑝𝑒𝑐
 -150.30 -158.42 -165.63 -173.01 -180.51 -188.18 

𝑑𝑞𝑜 0.12 0.11 0.13 0.12 0.11 0.09 

𝑑𝑞𝑤 -0.04 -0.03 -0.03 -0.03 -0.04 -0.04 
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  Since the average flow rate/ day only shows the short - term recovery rate, the increase 

in of this number would possibly shorten the life of the field. Thus, the objective function 

was changed into 0.5* average rate + 0.5* total recovery. 

Table 9 Case study III - revised objective function converges in 4 iterations 

Revised the objective function into 0.5*average rate+ 0.5*total recovery 

Production/Day 458.08 556.39 597.44 621.57 

Time 72 59 55 53 

qo 668.52 755.26 816.66 879.21 

qw -124.37 -148.56 -171.79 -190.25 

dqo 8.43 4.34 3.07 3.13 

dqw -1.22 -1.20 -1.16 -0.92 

Total recovery 32982.10 32827.07 32859.29 32943.36 

Objective function 16720.09 16691.73 16728.37 16782.47 

  As shown in Table 9, the total recovery is in the range of 105, while the flow rates are in 

the range of 500 − 103. Thus the objective function would not show an equal importance 

of both flow rates and recovery if the coefficient on both parts are the same. This gives an 

idea that the objective function would be interfered by the absolute value ratio of two 

parts. So that the function was revised by normalize each part with its measurement, so 

that the two parts have almost equal ratio. However, since the objective function is 

optimized by changing according to the derivative rather than the function itself, the 

normalization should be based on the quantity of the derivative. 
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  The average recovery rate has derivative in the rage of 1~10, while water saturation 

derivative is in the rage of 10−5~10−6. So that the normalized objective function is in 

the form:  

Average flow rate + Swavg
∗ α 

  When α = 104, two cases with different initial guess of flow rate shows the 

convergence behavior as in Figure 38. The case with initial guess flow rate equals to 500 

converges to 516.0083, while the bottom case with initial guess flow rate equals 400 goes 

to 472.2163 after 6 iterations, and shows a continuous increasing behavior. 

 

Figure 38 Case study III - convergence behavior with different initial guess flow rates 
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5.4  Summary 

  From the above three case studies, especially the case study II of applying optimization 

to reservoir simulation to determine the most suitable water injection and oil production 

rate of a five-spot well patterned black oil field as shown in Figure 34 and Table 3, is 

proved to increase the economic efficiency of the reservoir. The optimization would not 

only limit to increase production, but can be used for various purposes by changing the 

variables of the objective function as shown in case study I. Determining the most 

suitable objective function is also essential for the optimization: for a specific purpose of 

the simulation, finding the most effective objective function would accelerate the 

simulation as shown in case study III. In the case study I, the result showed that the initial 

guess of the flow rates (both water injection and oil production rates) would affect the 

optimization process significantly. An appropriate initial guess will accelerate the 

optimization process. The case study II showed that by setting up a mathematical model 

and numerical module of reservoir simulation, the optimization method based on 

Newton’s theory applying on the numerical module would increase the ultimate recovery 

itself as well as the efficiency of the recovery. The optimized average recovery efficiency 

is 16% higher than the original case, and the total recovery was increased by 5%. The 

case study III showed that finding the most suitable objective function is essential for an 

efficient optimization process. Various initial guess would lead to similar optimized 

result, but the optimization process takes a longer period if the initial guess is not 

relatively close to the optimized flow rate. As shown in Figure 38, the initial guess of 500 

STB/D converges in two iteration steps, while the initial guess of 400 STB/D would not 

converge after 6 iteration steps. 
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  By setting up the reservoir simulation module and combining the optimization process 

with this module, the influence of flow rates toward the ultimate recovery of a five-spot 

well patterned field is studied. Using optimized flow rates for production would not only 

increase the final recovery but also would shorten the production time, thus enhance 

production efficiency. 

5.5  Future work 

  The future work on this topic would be combining the optimization protocol with a 

commercial reservoir simulation software, rather than using the Jacobian iterations as 

shown above. Using a commercial reservoir simulator would accelerate the optimization 

protocol and generalize the optimization protocol to larger scale reservoir modules, 

however, the various settings in commercial simulators might affect the stability of the 

optimization protocol, which needs to be discussed in the future. 
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