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Abstract

The continuous technology scaling results in the growing delay gap between tran-
sistors and interconnects because of the significant increase in parasitics. Moreover,
the increased integration density and design complexity exacerbate the intercon-
nect issue from both the rising routing requirements and the prolong wirelength.
Recently, the emerging three-dimensional integrated circuits (3D ICs) have been
studied intensively as one potential solution towards the future high performance
and energy efficient computing systems. Different from previous system-in-package
(SiP) designs that stack multiple chips and use wires or bumps for connections,
the emerging 3D integration provides finer granularity integration thanks to the
vertical interconnects inside chips. In general, 3D ICs provide numerous advan-
tages over traditional 2D IC designs, such as smaller footprint, high bandwidth
and short latency interconnects, and the capability of heterogeneous stacking.

Nevertheless, there are several challenges in 3D ICs that need to be solved be-
fore this technology is applied in commercial designs with high volume production,
such as higher fabrication cost, compromised system reliability, the lack of mature
electrical design automation tools, the elevated chip operation temperature, and
the insufficient understanding on chip testings. The relatively complicate fabrica-
tion process implicates higher cost of 3D ICs compared to 2D counterparts. As
the cost is the primary driving force for the new technology adoption, reducing the
system cost becomes the one of the primary concerns in 3D designs. On the other
hand, the success of this emerging technology should be guaranteed by its function-
ality correctness. However, a few factors influence the 3D reliability: fabrication
limitations, thermal mechanical stresses, interconnect electrical failures, degraded
signal integrity, and IR droop in power networks. As a result, these factors should
be considered and properly addressed in 3D designs to ensure the chip reliability.

This dissertation proposes novel design methodologies to optimize 3D designs
emphasizing the challenges of cost and reliability. In the first part, a cost model
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is adapted and applied in our analysis framework to evaluate the 3D system cost.
Then cost-aware design methods are proposed to reduce the cost from fabrication
level to chip design level. The second part of this dissertation handles the chip
reliability problems. Three studies are introduced from diverse aspects to man-
age the interconnect electromigration, thermal mechanical stresses, and the signal
integrity issues.
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Chapter 1
Introduction

In this chapter, the background of three-dimensional integrated circuits (3D ICs)

is first introduced. Then the state-of-art design methodologies of 3D ICs are dis-

cussed followed by the challenges that hinder the massive volume production in the

industry. The organization and contribution of the remaining chapters are then

given.

1.1 3D Integration Technologies

With technology scaling, the continuously decreasing transistor size implicates

higher integration density [1]. Inevitably, this integration density translates into

ever-growing interconnect length. Moreover, the scaled interconnect parasitics

(smaller wire cross sections and smaller wire pitch) makes the interconnect emerge

as a dominant source of circuit delay and power consumption [2, 3]. The solution

of the interconnect crisis is of paramount importance for deep-submicron designs.

The 3D integration technology is one of the favorable solutions as it provides

the benefits of short vertical interconnects, smaller footprint, and capability of

heterogeneous stacking [4–6].

In general, there are three types of 3D designs in terms of the interconnect tech-

nologies: system-in-package designs, fine-grain integration, and contactless stack-

ing. The first kind of integration can utilize the traditional 2D designs and connect

the signals and I/Os through low density, relatively long vertical connections, such

as wires or peripheral solder bumps. The second requires additional process steps
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to build the vertical connections insider the device chip, thus it can provide higher

density connections with lower latency. The third technology leverages the induc-

tive or capacitive coupling for signal transmissions. The fine-grain 3D integration

is attracting a growing number of popularity as it enables high density of vertical

connections compared to the SiP and is free of distance restriction as compared

to the contactless integration. As a consequence, this dissertation focuses on the

design methodologies of this kind of integration.

Specifically, the fine-grain integration can be conceptualized either as a parallel

or a sequential process. In the parallel process, each individual dies are fabri-

cated in parallel and through-silicon vias (TSVs) are built for signal connection

between tiers. The wafer is then thinned to expose the TSVs and bonded to form

a stack, as shown in Figure 1.1. Recently, integration circuits with TSV-based

interposer (also known as 2.5D ICs, Figure 1.2) are emerging as alternatives of

3D ICs due to the simpler fabrication process and ease of cooperation between

companies. In the parallel process, since the bonding is performed after individual

fabrications, there are different bonding orientations and stacking methods. In

terms of bonding orientation, it can be classified into face-to-back (F2B), back-to-

back (B2B), and face-to-face (F2F) bonding, in which, the face represents the side

with active devices and the back is the bulk silicon. For F2B and B2B stackings,

TSVs are required for signal and I/O connections, while in the F2F bonding, the

micro-bump is utilized to connect the topmost metal layers of two dies for signal

communications, and TSVs are used for I/O connections. The stacking can be real-

ized in three strategies: die-to-wafer (D2W), die-to-die (D2D), and wafer-to-wafer

(W2W), which is distinguished by whether the die is sliced before it is stacked. In

general, W2W stacking can shorten the time-to-market, however, it has the lowest

compound yield as any bad dies in the stack will pollute the final stack. D2W and

D2D stacking can prevent the bad dies from polluting good stacks, nevertheless,

the requirement for testing of each individual dies increases the system cost and

prolongs the time-to-market.

In contrast, the sequential process, also named as monolithic 3D ICs (Fig-

ure 1.3), requires the device layers to fabricate sequentially and the Monolithic

Inter-die Vias (MIVs) are built with traditional back-end-of-line (BEOL) technol-

ogy. The small size of MIVs supports higher density integration at finer granularity
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Device Layer 1

Device Layer 2

Metal Layers

TSVs

Figure 1.1. Conceptual view of TSV-based 3D integration.

Processors

Memory

Redistribution 
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C4 Pads
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Figure 1.2. Conceptual view of interposer-based 3D integration.

3D partitioning, even at the granularity of transistor. The sequential process poses
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1.2 Existing Physical Design Methodologies of

3D ICs

Due to the additional third dimension, the circuit design cannot be directly mi-

grated from 2D ICs. Innovated design methodologies are necessary to fully unleash

the benefits of 3D ICs. In this section, the existing physical design methodologies

targeting 3D ICs are introduced.

1.2.1 3D Partitioning and Floorplanning

Partitioning. The partitioning step is unique in 3D designs and it has great

influence on the following floorplanning quality. In this design stage, we need to

identify the 3D integration technology, the partitioning granularity, and the design

objective. Generally speaking, the partitioning can be done on fine granularity

(gate level), or on coarse granularity (block/core level). With smaller vertical

connections (e.g. 3D monolithic), finer granularity partitioning can be realized.

Different partitioning mechanisms result in various design benefits [7–13]. For

example, Loh et at. [14] proposed three cache partitioning schemes and compared

the differences in performance improvement and latency/energy reduction.

Floorplanning. To enhance the design flexibility, the layer position is usually

determined during floorplanning, which defines the placement in the block granu-

larity. In this stage, the blocks can be moved within one layer or between layers

to obtain the optimal result in terms of area or wirelength.

The generalized problem formulation of floorplanning can be described as be-

low. Given a set of modules/blocks with the geometry information of each com-

ponent, the allowable aspect ratio during rotation, and the total number of layers;

based on the design objective, determine the coordinate of each block. According

to the design objective, additional information may be needed. For example, when

the temperature is more important, the power density of each block should be

considered.

Various floorplan representations in 2D ICs can be used in 3D designs, such

as sequence pair and B*-tree. Meanwhile, new floorplan topologies are denoted

with novel representations [15, 16]. After the floorplan representation and the
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design objective are determined, the floorplan algorithm manipulates the block

position until the optimal result is found. Numbers of floorplanning strategies

targeting on different design objectives have been proposed [17–22]. Jung et al. [23]

studies the impact of block folding and bonding styles on top of traditional 3D

floorplanning to improve the power benefits of 3D ICs. Their design offered up

to 20.3% power reduction over the 2D counterpart under the same performance.

Tsai et al. [18] emphasized the TSV planning on accurate wirelength estimation

during the floorplanning. Falkenstern et al. [24] used B*-Tree for representation

and consider the power/ground network synthesis during floorplanning to reduce

the potential IR drop. Khan et al. [15] proposed a new topological structure for

floorplanning in 3D ICs to minimize the total volume of 3D die.

1.2.2 3D Placement and Routing

Placement Based on the block position decided by floorplanning, the cell/gate

position is determined during placement. Different from 2D designs, the 3D place-

ment not only needs to consider the cell spreading on the xy plane, but also in the

vertical direction. If temperature is the primary concern, then cell placements on

the upper layers should be sparser than the bottom layer which is near heat sink.

Temperature and wirelength are two major design objectives during placement.

Various of placement methodologies are presented by previous studies [25–29].

Cong et al. [30] proposed to use transformation for 3D placement with the aware-

ness of temperature. In their proposed framework, a 2D placement is first generated

with specific design objective. Then local stacking transformation and a folding-

based transformation are used to change the 2D placement into 3D placement. A

3D level refinement is performed to guarantee the design quality. Athikulwongse

et al. [31] proposed two thermal-aware global placement algorithms employing the

force-directed methodology to exploit the die-to-die thermal coupling in 3D ICs.

The first algorithm generates forces for TSV spreading and alignment for bet-

ter heat dissipation path. The second algorithm builds forces based on thermal

conductivity in cells and on power density for TSVs. Their second methods can

achieve the best temperature results among state-of-the-art placers. An analytical

placer is proposed by Cong et al. [32]. They took the thermal effect of TSVs into
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consideration and co-placed cells and TSVs. Experimental results show that their

method can reduce the peak temperature by 34% on average.

Routing. In 2D routing, optimization targets usually include wirelength, the

interconnect delay, and the routing congestion. When moving to the 3D design,

more issues should be considered. First, the interconnect delay is closely related to

its temperature, therefore, wires on the critical path should avoid the hot regions,

moreover, the interconnect placement should consider help alleviate the on-chip

temperature [33, 34]. In addition to the temperature, other factors also influence

the interconnect, such as thermal stresses, which should be addressed in the routing

stage for better and robust performance [35]. The second problem rises from the

limited number of TSVs. Due to the large size of vertical interconnects, TSVs are

scare resources and should be optimally allocated. Third, the congestion manage-

ment and blockage avoidance become more complicate, especially when considering

the thermal via insertion [36, 37]. The routing on each tier is similar to the tra-

ditional 2D routing, only extended to the third dimension with limited vertical

routing capacities.

The 3D routing begins from building a minimum spanning tree or steiner tree

similar to 2D routing. Then a multi-objective routing algorithm is applied to

guide the routing. The associated signal TSV and thermal TSV assignment are

commonly accomplished with two approaches: a heuristic multilevel approach and

a linear programming (LP) based approach [38–40]. Two stages of TSV positioning

are performed to first locate TSVs according to Steiner tree considering the wire-

length. Then the stacked-TSV relocation stage assign stacked TSVs near hotspots

for temperature reduction [38]. The stacked-TSV assignment exhibits 17% tem-

perature reduction with 4% wirelength overhead and 3% performance degradation.

Pathak et al. [39] employed the similar idea as moving TSVs close to hotspots to

reduce the cost of dummy TSVs insertion after the initial tree construction. They

proposed a relaxed ILP-based formulation to optimize all nets simultaneously. A

9% maximum-temperature reduction is gained with their TSV relocation. At last,

the level-by-level routing refinement is performed to alleviate the congestion.
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1.3 Existing System Level Design Methodologies

In addition to the physical level design methodologies, plenty of research efforts

are devoted into the system level or the high level design methodologies of 3D ICs.

Different from physical level designs, the system level designs focus more on the

holistic optimization and whole system design tradeoffs in accordance with design

requirements. It sometimes involves the architecture-level or system-level design

space exploration to find the optimal design point [41–43].

The first possible direction of system level design space exploration is incor-

porated with high-level synthesis techniques [44–47]. In the high-level synthesis,

the system behavior is described in natural language or high level programming

language, and various related components are provided as candidates to assem-

ble an optimized system. These components can be either hardware solutions or

software solutions, and usually, the same functionality has different implementa-

tions. Different from previous 2D designs, the 3D integration synthesis should take

the benefits of vertical connections into consideration, and might incorporate with

detailed physical level design techniques as demonstrated by Chen et al. [45]. An-

other methods in system level design is to chain the available EDA tools to form

a holistic design tool chain [48].

In addition to the above-mentioned two methodologies, the architecture level

3D integration is examined by various studies focusing on the 3D logic-to-logic

stacking in the multicore processor designs or even FPGA designs [49–51], or

the more prevalent memory-to-logic stacking to solve the memory bandwidth is-

sues [52–55]. By stacking computing or communication fabrics on top of others

brings close proximity, results in advanced performance, lower latency, and energy

efficiency. Even though 3D designs can improve system performance without sub-

stantial architecture modifications, Loh pointed out that by implementing only a

few simple changes to the commodity DRAM organization, a 1.75x speedup can

be achieved against baseline 3D DRAM [52].

Besides the homogeneous architecture designs, the heterogeneous system design

space is explored to unleash the benefits of 3D ICs [56,57]. The heterogeneous in-

tegration can build from four aspects: different on-chip network components, such

as electrical and optical connections [58–60]; different memory technologies, such
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as traditional SRAM/DRAM with non-volatile memory [61–63], different comput-

ing logics, such as general purpose CPU, GPUs, and accelerators [64–66]; different

signal handling systems, such as analog circuits and digital circuits [67,68].

1.4 Opportunities and Challenges in 3D ICs

The advantages of 3D ICs attract numerous architecture researchers’ attention

to solve the prominent Memory and Power Wall problems. Lots of literatures

are presented in recent high quality conferences, such as using stacked DRAM as

cache [69] or as on-chip memory for high bandwidth computing [53]; or stacking

heterogeneous computing/storage fabrics for energy-efficient operations [70].

In addition to academia, the commercial adoptions of 3D memory and 3D

FPGA have demonstrated the promising future of 3D integrations. For example,

the High Bandwidth Memory standard as proposed by JEDEC [71] can provide

as high as 256GB/s bandwidth, targeting on graphic applications. The Hybrid

Memory Cube system is proposed to support multiple stacked DRAM through

SerDes links and the maximum bandwidth can reach 320GB/s [72]. Moreover, the

2.5D design has been applied to Xilinx Virtex-7 FPGA to enable high-bandwidth

connections between multiple dies and provide a 100× improvement in inter-die

bandwidth per watt [73].

Even these examples from both academia and industry show promising future

of 3D ICs, there are still some stoppers before massive production of more sophis-

ticated 3D circuits, such as the thermal management, reliability problem, testing

mechanisms, and cost issues.

The thermal problem in 3D ICs exacerbated due to two reasons: the reduced

proximity between active devices and the increased distance from the bottom de-

vices to the topmost heat sink. Numerous solutions are proposed to boost the

thermal dissipation capability, such as incorporating with more powerful cooling

solutions [74–76] and inserting dummy TSVs for building effective vertical dis-

sipation path [38, 77]. The reliability problem stems from either manufacturing

limitations or design issues. The manufacturing constraints introduce new circuit

failures and fault models, such as TSV open/short defects, thermal mechanical

stresses, and device mobility variations [78–82]. Moreover, design level consider-
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ations should include signal integrity, power/ground network with less IR droop,

and balanced clock network designs [83–88]. The reasons that testings become

critical and challenge in 3D ICs can be classified into three categories: new defect

modes as in the reliability problem, incomplete functionality on each individual

layer, and lack of testing methodologies (pre-bond, intermediate, and post-bond

tests) [89–93]. Cost is the primary driving force for industrial adoption of 3D ICs.

However, due to the extra wafer thinning and bonding processes, the fabrication

cost of 3D ICs is not always lower than that of 2D counterparts. Moreover, in

consideration of the re-design and testing efforts, the ever increasing non-recurring

cost further worsens the final selling price [94–96].

Currently, most researchers focus on the physical and system level design

methodologies to reduce the wirelength and chip area, addressing the power and

memory wall problems. However, the prominent challenges in 3D ICs are not

properly solved, especially the thermal and reliability problems. Therefore, in this

dissertation, reliability and cost are the two primary concerns in the proposed 3D

design methodologies and optimizations.

1.5 Contribution and Organization

In this dissertation, the design methodologies and optimizations of 3D ICs are

proposed to consider the integration cost and reliability issues. Different from

previous studies that ignore the impact of cost in practical designs, the proposed

cost-aware design methodologies are easy for industrial adoption. Moreover, the

proposed reliability-aware design approaches perform reliability analyses and give

circuit/architecture level implications from various reliability aspects (electromi-

gration, thermo-mechanical stresses, etc.)

The following chapters are organized as following. Based on the 3D cost model,

Chapter 2 proposes a cost evaluation framework with the assumption of test elimi-

nation given the assumption that the fabrication yield is sufficient high. Chapter 3

reviews the routing process and the cost of building metal layers, then describes

the aggressive metal layer reduction technique to sacrifice chip area for cost saving

from less metal layers. The cost saving technique to reuse the redundant TSVs can

be applied on the architecture level for NoC designs, as introduced in Chapter 4.
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Three studies are selected towards the reliability problems. Chapter 5 reconsiders

the electromigration (EM) problem given that TSV array is usually used for signal

transmission instead of a single TSV. The EM lifetime in an array should be differ-

ent from the analyses of an isolated TSV. Chapter 7 takes the thermo-mechanical

stresses into consideration, and proposes a two-stage thermal stress management

scheme in both design-time and run-time. The large size and close proximity of

TSVs pose challenges in signal integrity due to the capacitance coupling. Chap-

ter 6 analyzes the crosstalk phenomenon in the TSV array and a coding-based

crosstalk minimization technique is then proposed. At last, Chapter 8 provides

the conclusion and the future work.



Chapter 2
Cost Analysis Framework with Test

Elimination

As illustrated in Chapter 1, several shortcomings hinder the commercial adoption

of 3D designs. Among these challenges, the 3D integration cost (both recurring and

non-recurring cost) is one of the dominant factors [94–96] since the profit margin is

the driving force for industrial migration to 3D designs. In this work, we propose

to reduce the final system cost by exploring the possibility of test elimination given

that the die yield would be sufficient high as fabrication process improved1.

In the final system cost breakdown, test cost stands out as one of the major

contributors [94,97,98]. In addition, as the CMOS manufacturing process becomes

mature, the fabrication cost decreases, which results in a higher percentage of the

test cost. Moreover, in 3D designs, testings pose numerous challenges due to

the insufficient understanding of 3D testing issues and the lack of efficient testing

solutions. There are two major reasons lead to the testing differences between 3D

designs and 2D counterparts. The first reason is that any given layer may contain

uncompleted modules (e.g., networks for power delivery and clock distribution)

due to the function partitioning in 3D ICs. The thinned wafer and the resulted

mechanical vulnerability are the second reason. Wafers need to be thinned to

expose vertical vias (i.e. TSVs). However, the wafer level probing force, which is

about 60-120kg per wafer [99], may damage the thinned wafers.

1This work is published as ”A cost benefit analysis: the impact of defect clustering on the
necessity of pre-bond tests” on 3DIC 2015.
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Pre-bond and intermediate tests are unique in D2W and D2D stackings. Pre-

vious studies have shown that cost saving can be obtained through the pre-bond

or intermediate testing because it eliminates further process steps on failed stack-

ings [98,100,101]. However, these observations are based on the wafer yield which

may be underestimated through the Poisson model or the Generalized Negative

Binomial (GNB) model [102]. With the presence of defect clustering [103,104], the

die yield should be determined by both the defect count and the defect distribu-

tion. If most defects are clustered in a small region, die yield could be significantly

higher than the case with random distribution, even though the defect rates are

the same. Therefore, under this circumstance, potentially we can eliminate the

pre-bond and intermediate testings without elevating the integration cost.

To further reduce the integration cost, we also investigate how the partially

functional dies help the system cost. In order to provide advanced and robust

performance, multiple disjoint units with the same functionality might be placed

on a single die (e.g., homogeneous multicore designs). Partially functional die

represents the die that contains some workable units even one or several units

are malfunctioned. Rather than simply discarding them, we can sort out the

slightly defective dies for lower price according to the design expectation, that is,

the expectation of the number of functional units per die. Thus, the traditional

concept of bad die is changed to partially functional die for homogeneous multi-

unit designs. Therefore, partial yield is defined as the ratio of defective dies that

can fulfill the design expectation accordingly.

To help manufactures and designers make testing decisions at the early de-

sign stage, we build a cost benefit analysis framework. In addition to the testing

elimination decision, the framework also provides the estimated system cost using

corresponding analytical models. To support the proposed framework, we further

provide a hierarchical yield model to estimate both die and partial yields. We

reveal the analytical model for partial yield by investigating the relation between

partial yield and the density of defect clustering. With this framework, we discuss

how different cost parameters influence the system cost. From the analyses, we find

that wafer cost is the most significant factor on test elimination and cost saving.
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2.1 Preliminaries and Motivation

In this section, the preliminaries of die yield calculation and the motivation exam-

ple are demonstrated. Previous work on 3D cost analyses and yield enhancement

are briefly introduced.

Preliminaries on yield modeling. GNB yield model, as shown in Equa-

tion 2.1, is prevalently used in previous studies for the depiction of defect cluster-

ing, when the defect density (D0) and die area (A) are given. By adjusting the

parameter α, different clustering degrees can be expressed. The smaller value of

α, the higher clustering degree.

Y (GNB) = (1 +
D0A

α
)−α (2.1)

Even the GNB yield model considers the defect clustering to some extent, it

cannot accurately capture the die yield under extreme clustered defects. Moreover,

the value of α is hard to determined even given the defect distribution on a wafer.

Motivation. As manifested from previous studies [96–98], the test cost is one

of the major contributors of the 3D system cost. We assume a 4-layer D2W stacking

is used, and vary the test cost (increasing the test cost up to 4 times) and die yield

to illustrate the ratio of test cost. The cost parameters (value of test cost, wafer

cost, etc.) are consistent with the prior study [98]. The cost estimation is based

on previous 3D cost model [96] and the results are depicted in Figure 2.1. When

the die yield increases, which is likely to happen due to the continuous evolvement

of fabrication process, the test cost increases almost linearly. The growing step

becomes larger with higher testing costs. For example, when the testing cost is

four times of the original value, the percentage increases more than 3%, while in

the original case, the percentage increases less than 1%. Moreover, according to

the observations in [97], the testing cost percentage increases with more stacking

tiers. In this example, the testing circuit overhead is not included, resulting in an

underestimated test cost. If the pre-bond/intermediate test is performed for every

die and every intermediate stacking in D2W integrations, the circuit overhead for

testing makes the test cost unaffordable.

The compound yield of the whole stacking would influence the selection of test

flows. Therefore, we want to study when the die yield is high, what would happen
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Figure 2.1. The test cost percentage in 3D integration with different die yields.

to the system cost if we eliminate the testing. Assume a wafer has a defect rate

of 0.5 defects/cm2 and a diameter of 300mm, and the die area is 50mm2. The

calculated yield with GNB model is 81.65%. The compound yields are as low

as 66.67%, 54.43%, and 44.45% when the stacking contains 2 tiers, 3 tiers, and 4

tiers, respectively. With our die yield simulation, which generates defect maps with

given clustering degree, the statistical die yield can be as high as 97.6%, marked

as the simulated yield.

Based on the assumption above, we conduct a study to find out the cost in-

fluence when eliminating pre-bond/intermediate testings. The integration system

costs of four cases are shown: GNB model with tests (basic case), GNB model with-

out tests, simulated yield with tests, and simulated yield without tests. Figure 2.2

shows the system costs of 3 and 4 layers stackings which are normalized to the cost

of 2-layer basic case. We observe that the cost saving from only manufacturing

yield improvement is not so obvious when comparing cases 1 and 3 which are with

tests. However, when comparing cases 2 and 4, dramatic cost saving is achieved

with higher die yield. Moreover, when the die yield is high enough (case 3 and

4), the estimated cost difference between testing and testing elimination scenarios

becomes negligible, meaning that the cost saving from testings is marginal. These

results reveal the opportunity of eliminating pre-bond/intermediate tests when the

yield is high. The test elimination poses negligible cost overhead yet can shorten

the time to market.

Prior Work. The 3D test cost and system cost have been modeled and ana-

lyzed by previous studies [96–98]. Numerous cost-efficient designs and optimization

flows are explored [94,95,105]. Researchers find that the selection of testing flows
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has significant impact on the final integration cost [94, 98]. The 3D testing can

be categorized into four steps: pre-bond tests to filter good dies; intermediate

tests to ensure the functionality after die bonding; pre-package tests for the whole

3D integration before package; and post-package tests for the product integrity.

The pre-bond and intermediate tests are unique in the die-level stackings, while

pre-package and post-package tests are essential for all 2D and 3D designs. In this

work, when we consider eliminating the test, we refer to pre-bond and intermediate

tests. The later two tests cannot be eliminated since the final system functionality

should be guaranteed before marketing.

In addition to testing, wafer/die matching and redundancies sharing between

tiers are two major yield enhancement methods [90,106–109]. Usually, three met-

rics can be used during the matching process: maximized the matched good dies,

maximized the matched bad dies, or minimized the unmatched bad dies. In the

wafer matching method, the wafer are carefully selected from wafer repositories

to increase the yield. The method of die matchings considers the redundancy re-

sources to guarantee redundancies are enough to share between dies. As such, the

final compound yield is increased. The limitations of these studies are that they

diminish the product throughput and current algorithms only handle the matching

between two layers. However, these mechanisms are orthogonal to our work and

can be combined for further cost saving.
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2.2 Cost Benefit Analysis Framework

As demonstrated in Figure 2.2, when the die yield is high enough, the pre-bond

or intermediate tests can be eliminated for cost saving. Furthermore, the partially

functional die can be applied to gain more profit for amortizing the cost. However,

various design tradeoffs may affect the cost saving. When the bonding cost or

wafer cost decreases, can the design still get benefits from the test elimination?

What is the die yield turning point for pre-bond test elimination? How do the

size and arrangement of homogeneous units affect the system cost? To answer

these questions at an early design stage, we propose and implement a cost benefit

analysis framework to select the cost-efficient design.

Our framework can be depicted in Figure 2.3. The inputs contain three parts:

the defect mode, cost related parameters, and the design target.

Defect Mode. The defect mode is used to generate defect maps for the

hierarchical yield model. The information of defect mode includes wafer defect

rate, the defect clustering degree, and the yields during bonding and packaging.

In our framework, we use the cluster diameter (generated by clustering algorithms

from manufactures) to describe the clustering degree. At the early design stage,

the detailed cluster size for each wafer cannot be obtained. Therefore, an estimated

average value is enough for the cost evaluation. In addition to fabrication processes,

defects can occur in the bonding and packaging steps in 3D designs. Wafers need

to be thinned to around 100µm to expose TSVs, which makes wafers vulnerable

to mechanical stresses. Moreover, due to the manufacturing limitation, the TSV

yield is beyond expectation. Plenty of work has been done to improve the TSV

yield with redundancies [100,110], which significantly improves the bonding yield.

Cost Parameters. For 3D integrations, the system cost can be classified into

four categories: wafer cost, bonding cost, testing cost, and package cost [96, 97].

The wafer cost is the major contributor to the system cost. The bonding cost is

unique in 3D stacking, which contains the wafer thinning cost, TSV building cost,

and bonding cost. The test cost includes all recurring and nonrecurring expenses in

pre-bond and intermediate tests. The pre- and post-packaging costs are captured

in the package cost category.

Design Target. The defect tolerance and unit design options should be given
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Figure 2.3. The overview of the proposed framework for cost estimation and design
option analysis.

in the design target. As illustrated in Section 2.3, the tolerant threshold can

significantly influence the partial yield. Instead of giving the determined design,

we require design options in our framework due to the impact of unit size and

arrangement on the partial yield and die yield. Take the multi-core design as an

example, if a total of 8-issue width design is needed, we can use four 2-issue width

cores or two 4-issue width cores with different unit and die areas. Even when

the die area is fixed, different unit arrangements influence the partial yield. For

example, if the design of four 2-issue width cores is selected, placing the cores in

2×2 or 1×4 arrangement results in totally different unit yields. Therefore, holistic

design consideration should be made considering both the die yield and partial

yield. However, the enormous possible design combinations make the design space

exploration infeasible. Fortunately, due to the thermal and power constraints for

each design, the design options are limited, and they should be provided as an

input in the framework.

The main body of the framework takes these three inputs and generates the

cost-efficient testing and design decisions and the corresponding cost estimation.

Multiple testing schemes are possible for any 3D stacking [94]. For example, we

can choose to test circuit only, interconnect only, or circuit and interconnect dur-

ing the intermediate test. In this paper, we only consider one testing scheme,

which is the pre-bond test for every die and the intermediate test for both de-

vice and interconnect whenever a bonding process is established. Although only

one test scheme is assumed in this work, other schemes can be easily applied in

the framework. The cost saving of partially functional die is determined by the
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partial yield which is influenced by the unit size and arrangement. Therefore, by

varying the unit design, the die yield and partial yield are updated accordingly

until a cost-efficient design is found. Then the die area is fixed, the die yield can

be calculated from the combination of GNB model and simulation results or the

defect model provided by the manufacture. The decision that whether performing

the pre-bond/intermediate test or not can be made given the die yield and cost

parameters.

After design decisions are determined, the cost evaluation is performed. Ac-

cording to [95, 96], the cost of a N-layer D2W stacking can be captured with

Equation 2.2 combining with the pre- and post-packaging test. In the equation,

Cdiei represents the die cost on tier i, which can be calculated using Cwafer/Ndiei .

Ct, Cb, and Cp are the test cost, bonding cost, and package cost, respectively. Yp

is the package yield determined after pre- and post-package testings.

CD2W =

(∑N
i=1(Cdiei + Ct)

Ydiei
+ (N − 1)Cb + Cp

)
/Yp (2.2)

If pre-bond and intermediate tests are eliminated, the expression of system cost

is shown in Equation 2.3. Different from Equation 2.2, the bonding cost should be

considered for every die (including defective dies). The corresponding compound

yield, which is the multiplication of die yield in each tier, is applied. In this sense,

the system cost for D2W and W2W stacking are similar. Note that in W2W

designs, the die size in each layer should be the same.

Cnotest =

(∑N
i=1Cdiei + (N − 1)Cb∏N

i=1 Ydiei
+ Cp

)
/Yp (2.3)

When the die yield is not high enough or the bonding cost is relatively large,

the test elimination causes significant cost loss. Therefore, we deduct the system

cost equation combining the test elimination and partially functional die, which is

shown in Equation 2.4.

Cpartial =

( ∑N
i=1Cdiei + (N − 1)Cb∏N

i=1(Ydiei + Yp,th(1− Ydiei))
+ Cp

)
/Yp (2.4)

The partially functional die can also be applied even when testings are enabled.
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In this case, we only need to add the partial yield to the Equation 2.2. Combining

Equation 2.2 and 2.3, the turning point of die yield for test elimination is estimated

as follows, assuming the die yield and die cost for each tier are the same:

CtY
N−1
die ≥ NCdie(1− Y N−1

die ) + (1− Y N
die)(N − 1)Cb (2.5)

Induced from the equation, the cost parameters (bonding cost and wafer cost)

play an critical role in the turning point. Therefore, when the test cost is relatively

high compared to the bonding cost and die cost, it would be cost-efficient to

eliminate the pre-bond/intermediate test.

2.3 Hierarchical Yield Model

In this section, we describe our hierarchical yield model that comprises two levels.

The first level combines the GNB model and simulation results for die yield esti-

mation with the presence of defect clustering. The second level model estimates

the fine-granularity partial yield under the influence of defect clustering.

Defect clustering representations have been studied by several work [103, 104,

111]. These models are suitable for the post-fabrication analysis, but not for cost

estimation when the detailed defect information is unknown.

We consider different wafer defect situations given the wafer defect rate and

defect clustering degree. The result shows that GNB model underestimates the

die yield because of the inaccuracy in capturing the defect clustering. Therefore,

apart from GNB model, we built a simulation framework to adjust the die yield

estimation according to the defect clustering degree. The simulation framework

generates massive wafer samples and the corresponding defect maps to mimic the

defect distribution statistically. Combining the simulated yield (Y (sim)) and GNB

yield, the die yield estimation is given by Ydie = ω1Y (GNB) +ω2Y (sim), where ω

is the weighting parameter to represent the model confidence.

Nevertheless, the first level model is not adequate to determine the system

cost when taking partially functional dies into account. Based on the definition,

the partial yield is the ratio of the workable defective dies to the total defective

dies. The number of reusable defective die depends on the design expectation,
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the defect clustering degree, and the unit area. Intuitively, the larger the unit

area is, the higher partial yield because fewer units may be affected by defects.

Meanwhile, if the defect clustering degree is low, the distribution is more likely

to be random, thus more units will be defective. Based on the above reasoning,

we assume the partial yield Yp,th is proportional to the unit area Au and inversely

proportional to the clustering degree Cr. The variable th represents the tolerant

threshold (design expectation) that is determined by designers to represent how

many malfunctioned units can be tolerated. By increasing the threshold, more

defective dies can be used, however, the selling price for the severe defective dies

may be low, which may degrade final profits.

With our simulation framework, the value of Yp,th is simulated with different

defect clustering degrees and tolerant thresholds as shown in Figure 2.4. In the

simulation, we assume the aspect ratio of the unit (the ratio of the unit width to

the unit height) is fixed. The defect clustering degree is represented as the cluster

diameter in the unit of mm. We set three levels of unit size: large, medium,

and small, which means there are 4, 6, and 9 units per die (die size is 50mm2),

respectively. Two tolerant thresholds (1 and 2) are used.

From Figure 2.4, we can see the partial yield decreases significantly as the defect

clustering degree increases at the beginning, then it increases gradually until stable.

The rationale behind this is that when the defect clustering degree increases first,

it has a higher probability that more units inside the die (note that the die area is

fixed) are affected by the defects. However, when the clustering degree continuously

increases, the defects are more disperse until they are nearly randomly distributed

in the whole wafer. Therefore, given one die is defective, the probability that only a

certain number of units (represented by th) are affected is high. In this case, the die

yield is low whereas the partial yield is high. This phenomenon can be explained

through a simple example shown in Figure 2.5. We only demonstrate four dies

per wafer and four units per die for simplicity. Even though these two wafers

contain the same number of defects, defects in Figure 2.5(a) are more scattered,

resulting in a lower die yield. However, inside each die, mostly only one unit is

affected and the partial yield can as high as 75%. For the concentrated defects as

in Figure 2.5(b), the overall die yield and the partial yield are both high. It can

conclude that the partial yield is influenced by the area ratio between units and
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Figure 2.5. Both extremely centralized and extremely scattered defect distribution
result in high partial yield. (a). Scattered defects; (b). Centralized defects.

defect clusters, we find the best fitting polynomial curve to analytically represent

Yp,th as the following:

Yp,th = −k1R
3 + k2R

2 − k3R + k4 (2.6)

where R represents the ratio of Au/C
2
r . k1 to k4 denote the empirical coefficients.

The values of k1 to k4 are 0.0006, 0.0160, 0.08, and th/2, respectively, according

to the simulation results in Figure 2.4. This equation can capture the partial yield

with the maximum error of 7% with various configurations. The equation is of

higher accuracy when the size of the defect cluster is small.

2.4 Experiment and Cost Analysis

In this section, impacts of different design inputs on the system cost are evaluated.

These design inputs include the variations of design parameters (the die area, unit

area, and unit arrangement), cost parameters2, and the clustering degree. For

2Arbitrary unit (a. u.) is used for cost values due to the non-disclosure agreement with our
industry partners.
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Figure 2.6. Cost variations with different die sizes when the unit count is fixed.

each set of experiments, costs in three scenarios are used for comparison: the basic

case, which uses the GNB yield model with the pre-bond and intermediate test;

the non-testing scenario, which eliminates the pre-bond/intermediate test and uses

the simulation adjusted die yield; and the partially functional case, which includes

both non-testing and the hierarchical yield. The tolerant threshold is set to 1 and

a two layer face-to-back design is used. The basic configuration is that the defect

cluster radius is fixed as 10mm, the wafer defect rate as 0.5 defects/cm2, α as 0.5

in GNB model, and the die area as 50mm2 with four same size units per die. Then

a case study on the multi-core processor design is elaborated and system costs with

different design configurations are analyzed.

2.4.1 Impacts of Design Target

In this section, we vary the die area and the unit area to demonstrate the impact

of design target on the final system cost. There are three variables in the design

target: die area, unit area, and unit count. For each experiment, we fix one variable

and change the values of other two. During the first experiment, the die area is

changed while the number of units per die is kept constant. The results of the

system cost are shown in Figure 2.6. Obviously, the larger the die size, the higher

the total die cost. The increasing rates of both basic and non-testing case are the

same, however, the case of partially functional dies has slower growing rate due to

the increased partial yield when the unit size is large. Therefore, when the die size

and unit size are large, using the partially functional die can help bias the cost.

Next, we fix the die area and change the unit area and unit arrangement. The
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Figure 2.8. Cost variations with different die sizes/unit counts when the unit area is
fixed.

cost with partially functional die is shown in Figure 2.7. The basic and non-testing

costs are not listed because the die area is not changed in this experiment, leaving

the partial yield the only variable. More number of units per die means smaller

area per unit. When the number of units per die is fixed, the cost variation between

different arrangements is small, as shown in bar 2×3 (representing the unit row and

unit column) and 3×2. However, when the number of units per die increases from

4 (2×2) to 9 (3×3), the system cost are significantly increased. When the tolerant

threshold and defect cluster degree are set, smaller unit means lower partial yield,

because more units may be affected by defects.

In the first experiment, we assume the unit area increases as the die size in-

creases, whereas the unit count per die keeps constant. However, to improve the

area utilization, designers are tend to use small unit for packing more units inside

one die. Therefore, we conduct another experiment to evaluate the system cost
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Figure 2.9. Cost variations with different defect cluster radius.

with increased die area when the unit size is fixed (i.e., the unit count increases).

The solid line, dash line, and dotted line in Figure 2.8 show the cost increasing

trend for the basic, non-testing, and partially functional scenarios, respectively.

Compared with the results in Figure 2.6, even this design has lower partial yield

due to smaller unit size compared to the first experiment, the trends are similar

because the die yield is the dominant factor in cost estimation.

2.4.2 Impacts of Cost Parameters and Defect Clustering

Degree

The partial yield is dependent on the ratio between unit size and defect cluster

size. Therefore, we fix the unit size and vary the defect cluster radius to evaluate

the system cost with results shown in Figure 2.9. As the cluster size becomes

larger, meaning the defects are more random, the non-testing costs are increasing

because more dies are defective and the die yield is low. In contrast, the costs with

partial dies are decreasing due to the increased partial yield.

Intuitively, the cost parameters influence the final system cost. In this exper-

iment, the test cost remains unchanged and the bonding cost and wafer cost are

changed to study how the cost parameters change the system cost. We reduce the

bonding costs to 30%, 50%, 65%, and 80% of its original value, respectively, and

the wafer costs are reduced to its 50%, 60%, 70%, and 80%, respectively. The

results in Figure 2.10 show that when the bonding cost is reduced to its 30% and

50%, the non-testing scenario is more cost-efficient. As the wafer cost reduces, the

non-testing scenario is always overweight the basic cases because of the reduced

die cost.
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Figure 2.10. The impact of reducing wafer/bonding costs on integration costs.

Table 2.1. Multi-core processor design system cost comparison

Design Original Cost No Test Cost Partial Cost
Small Design 10.77 11.26 9.74

Medium Design 9.18 8.98 8.18
Large Design 8.47 7.97 7.48

2.4.3 System Cost Analysis on Multicore Design

We use a homogeneous multi-core processor design as a case study and evaluate the

SPARC-like core area using McPAT [112]. Assume a design with a total 16-issue

width is needed. Areas for 2-, 4-, and 8-issue width cores with private L2 cache are

9.67mm2, 10.31mm2, and 12.53mm2, respectively. Assume a 2-layer 3D design is

selected, there are three design options: four 2-issue width cores per layer (small

core), two 4-issue width cores per layer (medium core), and one 8-issue width core

per layer (large core). The cost results are shown in Table 2.1. As expected,

when we use the large core, the die area is the smallest, therefore, the cost is the

lowest due to higher die yield. However, the partial yield is the same as die yield

in this case, there is no significant cost benefit from the partially functional die.

Moreover, when one unit is defective in this layer, which means the whole large

core is failed, the profit margin becomes negligible. Note that because medium

core and large core designs have smaller die area, the die yield is therefore high

enough for cost savings from the test elimination. The cost difference between the

small core design and the medium core design is less than 3 units. If the marketing

price of dies losing one small core is 3 more unit expensive than that of losing one

medium core, then the small core design is more cost-efficient.
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2.5 Summary

3D integration provides numerous benefits for future computer architecture de-

signs. However, testing challenges and high integration cost hinder the commer-

cial adoption of 3D designs. From the cost analysis with defect clustering, we find

that test elimination can potentially reduce the system cost. Therefore, a cost

benefit analysis framework is built to provide cost-efficient design options with

given design targets. The corresponding testing elimination and partially func-

tional die analyses are conduct under the consideration of defect clustering effects.

Simulation studies show the system cost variation under different design and cost

parameters, and the corresponding design guidelines are given.



Chapter 3
Metal Layer Reduction for Cost

Optimization

In Chapter 2, the testing cost is analyzed and the possibility of test elimination

for cost saving is shown. In the cost model, there are other factors that can

influence the final cost. In this chapter, the potential cost saving is coming from the

wafer cost with the emphasize on the mask cost1. Contemporary complex circuit

designs require more metal layers, making the percentage of mask cost continuously

increases. For example, the process steps are 462 with mask cost of 2.974M/set

in 32nm 9 metal layer technology node. When the metal layer number increases

to 11, the process steps increase to 498 and mask cost is 3.212M/set. Reducing

metal layer can cut down the process steps and mask cost. It is impossible to

reduce metal layer in 2D design when we want to maintain small die size and

feasible routability. However, with the benefits provided by 3D stacking, metal

layer reduction becomes possible.

In this chapter, we built a block granularity cost-driven 3D design exploration

flow to find the cost-efficient design. This flow finds the best design by balancing

the chip area (placement density) and routability (metal layers). In practical

design, designers are requested to input the area utilization to indicate placement

density. But the input area utilization may not be optimal. In this flow, cost

efficient placement density is given with metal layer reduction. Both TSV-based

1This work is published as ”Cost-drive 3D design optimization with metal layer reduction”
on ISQED 2013.
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3D and interposer-based 3D designs are considered in this analysis.

3.1 Routability and Cost Models

In order to reduce metal layer in 3D design, we need to estimate the minimum

metal layer requirement that can guarantee the routability given a certain design

gate count. Besides the interconnect model, 3D system cost models for TSV and

interposer based 3D ICs are necessary for cost analysis. In this section, the related

interconnect model and 3D cost model are introduced. In the interconnect model,

we describe how to estimate the die area and minimum metal layers for feasible

routing, when only limited information are available. The second part of this

section introduces a comprehensive 3D TSV bonding cost model which considers

the area overhead and yield impact of TSVs and silicon-based interposer cost

model. These models will facilitate the cost efficient 3D design flow in Section 3.2.

3.1.1 Routability Models

The die area, which is defined as the area occupied by the transistors and the

interconnects, is closely related to the gate count in designs [113]. However, in

practical circuit designs, gates are not placed tightly with other, which introduces

an area utilization rate to indicate the placement density. The utilization rate

together with total gate size determine the die area in floorplan. So the die area

can be estimated as a function of the gate counts and area utilization rate:

Adie =
NgAg
Autil

(3.1)

where Ng is the number of gates in the design, Ag is an empirical parameters that

represents the relation between single gate area and feature size, Autil is the area

utilization percentage. In our work, Ag is assumed to 3125λ2, and λ is half of the

feature size.

The required metal layer for feasible routing is depended on the interconnect

complexity, however, the detailed connection information is unavailable at the

early design stage. In this work, we mainly analysis the relation between routing

demand and routing resources to determine the required metal layer number. For
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the routing demand, a wire length distribution model based on Rent’s rule is used

to perform the estimation [114]. The wire length distribution function with respect

to the interconnect length l is as follows:

Region I: 1 ≤ l ≤
√
Ng

i(l) =
αk

2
Γ

(
l3

3
− 2
√
Ngl

2 + 2Ngl

)
l2p−4 (3.2)

Region II:
√
Ng ≤ l < 2

√
Ng

i(l) =
αk

6
Γ
(

2
√
Ng − l

)3

l2p−4 (3.3)

where k is Rent’s coefficient, which means the average number of pins per block

and p is Rent’s exponent [115] within the range of 0.4 to 0.9 [116]. α = f.o.
f.o.+1

is

related to the average fanout of a gate to represent the proportion of on-chip sink

terminals.

and Γ is given as follows:

Γ =
2Ng

(
1−Np−1

g

)(
−Np

g
1+2p−22p−1

p(2p−1)(p−1)(2p−3)
− 1

6p
+

2
√
Ng

2p−1
− Ng

p−1

) (3.4)

For any given interconnect length, the accumulative number of interconnects

I(li) means the number of interconnects with length smaller or equal to li can be

derived from the cumulative integral of the wire length distribution function i(l).

The accumulative interconnect length L(l) is given as the first-order moment of

i(l) which can represent the routing demand.

The routing supply is related to the routable area and wire pitches. The avail-

able signal routing resources is significantly smaller than the total track length

on all metal layers because of the routing efficiency, impact of the vias, and re-

sources occupied by power, ground and clock distribution [117]. The available

signal routing resources for each metal layer is given as follows:

Ki =
Adieηi − 2Av (I(lmax)− I(li))

ωi
(3.5)

where Adie is the die area given in equation 3.1, ηi is the metal layer utilization
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considering routing efficiency and non-signal routing resources occupancy, Av and

ωi are the via area and wire pitch on metal layer i, lmax and li are the maximum

interconnect length on the whole chip and one metal layer.

By using this routing resources analysis, we are assuming the shorter intercon-

nects are routed first on lower metal layers. The routing process starts from metal

layer 1, and moves up the higher metal layer only when the bottom layers are fully

utilized. And for each metal layer, the total routed wire length cannot exceeds the

available routing resources. The required metal layer number can be derived from

repeating this routing process until all the interconnects are properly assigned to

metal layers.

3.1.2 3D Cost Model

The cost models are different in TSV based and interposer based designs. In our

work, the interposer is treated as regular silicon device, such that only the wafer

cost is considered. For 3D TSV based structures, the cost contains two parts, wafer

cost and bonding cost. Wafer cost captures the wafer cost with related die cost

and die yield, similar to traditional 2D design. Bonding cost models the bonding

cost and bonding yield, which is unique in 3D designs.

Wafer Cost Model. In the wafer cost model part, the most important factor

is the die area. The die area estimation of TSV bonding structure and interposer

structure are different. TSV based 3D structure introduces area overhead, because

the silicon area where TSVs are built cannot be utilized. Normally, the diameter

of TSVs is large compared to the device feature size and it can range from 1µm

to 10µm [14]. The area overhead caused by TSVs can be estimated through the

formulation A3D = Adie + NTSV/die ∗ ATSV [96]. NTSV/die refers to the number of

TSVs on each die, ATSV is the area of TSV and it can be calculated when given

the TSV pitch, and A3D is the final die area of one 3D stacking die.

For interposer stacking, the vertical interconnects have no impact on chip are

because the TSVs are fabricated inside interposer. So the die area in interposer

cases can be estimated directly from Equation 3.1. Given the die area and wafer

diameter, the wafer utilization in terms of number of dies per wafer can be formu-

lated.
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Besides the number of dies per wafer, the die yield also influences the cost.

Given the wafer defect density and die area, the die yield is formulated as follows:

Ydie = Ywafer ∗
1− e−2AdieD0

2AdieD0

(3.6)

where D0 is the defect density of the wafer, Ydie and Ywafer are the die yield and

wafer yield respectively.

Since 3D integration enables heterogeneous stacking, it is not necessary to have

all the stacking dies with the same chip size. For the whole 3D stacking, the overall

die yield can be calculated by multiplying the individual yield of the dies in the

stacking.

3D Bonding Cost. In order to build 3D stacking, extra fabrication steps are

needed, such as wafer thinning, TSV forming and die bonding. Among these three

process steps, wafer thinning decreases the wafer yield, TSV forming increases the

process cost, and die bonding influences both the process cost and stacking yield.

The total stacking yield is function of the number of TSVs (NTSV ) and the yield

of single TSV (YTSV ), and it can be calculated by YS = Ybonding ∗ Y NTSV
TSV [97]. The

number of TSVs in a design can be estimated as follows at the early design stage:

NTSV = αk1,2(B1 +B2)(1− (B1 +B2)p1,2−1)

−αk1B1

(
1−Bp1−1

1

)
− αk2B2

(
1−Bp2−1

2

)
(3.7)

where B1 and B2 are the number of blocks in two tiers, k1,2 and p1,2 are the

equivalent Rent’s coefficient and exponent.

Overall 3D Cost Model. The 3D interposer stacking cost only contains the wafer

cost model. And in our work, we consider the case that is shown in Figure 3.1(b)

where two known good dies stack on both sides of an interposer. In this situation,

the overall cost of one interposer stacking is given as follows:

CIPstacking =
N∑
i=1

(Cdiei + CKGDtest) +

N/2∑
i=1

Cinterposer (3.8)

where N is the number of tiers in the 3D design, Cdiei , Cinterposer are the cost of

each tier in the stacking and interposer wafer cost, respectively, CKGDtest is the
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Figure 3.1. An example of 3D interposer stacking. (a). Stacking chips are on one side
of interposer; (b). Stacking chips are on both sides of interposer.

cost of testing for each die.

The 3D TSV bonding cost combines the wafer cost model and bonding cost

model. For die-to-wafer stacking, the individual dies are cut from wafer first and

then stacked on the bottom wafer after testing. Therefore, only the known-good-

dies are put into the stacking. On the other hand, for wafer-to-wafer stacking,

wafers are bonded together before testing. Consequently, die yield and stacking

yield have impacts on the final fabrication yield. In this analysis, we only consider

die-to-wafer stacking, the cost can be calculated from:

CD2W =

∑N
i=1(Cdiei

+CKGDtest)

Ydiei
+ (N − 1)Cbonding

Y
(N−1)
S

(3.9)

where Cbonding is the stacking cost, it captures the wafer thinning, TSV forming

and bonding cost.

3.2 Cost Efficient 3D Design Exploration Flow

Based on the interconnect model and 3D cost model, 3D cost efficient design

exploration is performed in block granularity to reduce system cost with metal

layer reduction. In this section, we introduce our 3D design flow with metal layer

reduction in detail.

The flow takes the gate counts from synthesized design as input and outputs

the cost efficient 2D, TSV based and interposer based 3D designs. Figure 3.2

shows the design space exploration flow. In this work, the 3D partitioning is in

block granularity and each block contains arbitrary number of gates according to

the block functionality.
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Figure 3.2. Cost efficient design exploration flow in 2D, 3D TSV bonding and 3D
interposer stacking integrating metal layer reduction technique.

After 3D partitioning, the traditional 2D design, TSV and interposer based

3D designs are generated with estimated chip size using default area utilization.

The default metal layers for feasible routing are calculated using the interconnect

model introduced in Section 3.1. Given the estimated chip area and default metal

layers, fabrication cost of designs are calculated. The most cost-efficient designs

are selected as suggested solution.

In this flow, the most significant parts are metal layer estimation and corre-

sponding utilization estimation. For, metal layer estimation, the routability model

in Section 3.1 is used. However, the li, which is the maximum interconnect seg-

ment length that can be routed on metal layer i, is constrained by the routing

resources. The routing resources on the other hand is bounded by the via area,

which depends on li. For example, on metal layer 1, if the maximum length that

can be routed is l1, then the connections that are longer than l1 need to be put on

higher metal layer, which results in Imax − I1 number of vias. The bigger l1 value

is, the less area occupied by vias. But the bigger l1 needs more routing resources

determined by available chip area. Finding the balanced li for each metal layer is

the key step in metal layer estimation. Searching all the possible combinations in



34

sequence is extremely time consuming. In this work, we are using binary search

algorithm as shown in 1. The algorithm takes the chip area and wire pitches as

input and gives the metal layer number as output.

Algorithm 1 Outline of the binary search algorithm for metal layer requirement
estimation.

Metal Layer Estimation (chip area, wire pitch)
{initialize layer count, lmax, L(lmax) and I(lmax)}
layer count = 0;
while li ≤ lmax do
li = (upbound+lowbound)/2;
repeat

Calculated ki from li;
Calculate L(li) from li;
if L(li)− L(li−1) < ki then

Update the lowbound;
else

Update the upbound;
end if

until lowbound > upbound
Finish searching on metal layer i; i++;
Record L(li) and li;
{find the balanced li}

end while
layer count = i;
return Layer count;

Area utilization is the major factor that influences the fabrication cost. First,

die yield is exponentially related to the die area which is calculated from area uti-

lization. It means larger chip area results in significant higher cost. Second, the

required metal layer is determined by the area utilization which determines the

routing resource. Increased area utilization results in denser placement and more

metal layers, implying higher mask cost. In our work, we consider the maximum

area utilization that one design can achieve without sacrificing routability. Opti-

mal area utilization means the maximum utilization with default metal layers

and maximum area utilization is the maximum area utilization after one metal

layer reduction. The design exploration flow finds the cost efficient design through

calculating the optimal and maximum area utilization. In practical design, CAD

tools usually require designers to input the area utilization and perform placement
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and routing accordingly. However, sometimes the utilization is pessimistically es-

timated resulting in large unused chip area. So finding the cost efficient area

utilization can help reduce the die area and cost with feasible routing.

The same binary search algorithm is used for area utilization exploration. The

optimal area utilization is searched between the default utilization rate and max-

imum utilization threshold. The maximum utilization rate without causing ad-

ditional metal layers is the output. The maximum utilization rate after metal

layer reduction should be between the minimum utilization threshold and default

utilization.

The metal layer and area utilization estimations are suitable for general propose

logic designs. However, the estimation is inaccurate for regular pattern designs,

such as cache and memory. In these regular designs, the routing complexity is not

related to the number of gates and the metal layers are fixed once design pattern

is known.

3.3 Experiment Results

In this section, the results from cost efficient design exploration are shown. We use

45nm technology node for the experiments. The gate size and wire pitches infor-

mation are extracted from NanGate FreePDK45 Generic Open Cell Library [118].

The parameters used in the experiments are listed in Table 3.1. During the design

exploration process, the area utilization adjustment is within the range of 20% to

keep the design practical. The cost related parameters in this experiment are from

IC cost model [119]. For device layer we use 300mm TSMC dual gate CMOS logic

process technology and for interposer layer we use 300mm UMC interposer process

technology. 3D bonding method is face-to-back bonding and die-to-wafer stacking.

3.3.1 Cost Analysis without Optimization

The costs of 2D, 3D TSV, and 3D interposer implementations of each design with

default area utilization are calculated. In this section, the cost of 2 layer 3D

partitioned design without optimization is shown in Figure 3.3.

The product cost rises with increased gate count as expected. When the gate
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Table 3.1. Parameters used in the experiments

Parameter Value

Average gates per block 50
Average gate fanout 2
Rent’s coefficient (k) 4
Rent’s exponent (p) 0.7
TSV area 1µm2

Default area utilization 70%
Routing efficiency 10%
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Figure 3.3. Cost comparison between design implementation on 2D, 2 layer 3D TSV,
and 2 layer 3D interposer designs.

count is smaller than 100M, the 2D implementation has lower cost than all 3D

cases. However, as the gate count increased, 3D designs show the advantages of

smaller footprint and less routing complexity over 2D designs. In the proposed flow,

we only consider 2 layer partitioning for 3D interposer stacking, and the interposer

area is determined by the maximum chip size. When the gate count increased, the

cost of interposer is higher than 3D TSV bonding, because of the lower die yield

and higher wafer cost of larger interposer area. In previous work [96], the gate

count of 3D enabling point is less than 100M, which is smaller than our results

because the previous process technology is 65nm. As transistor size continuously

scaling, the chip size is reduced, and therefore amortized cost per chip is lower. 3D

stacking designs are more cost efficient for large designs.

Besides 2 layers partitioning, 3D designs costs with more layers are examined.
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Figure 3.4. Product costs of 2, 3, and 4 layers TSV based 3D designs, 2D and interposer
based design costs are shown for comparison.

Table 3.2. Results of optimal designs after cost efficient optimization process for 2D,
TSV and interposer based 3D.

Gate Count 2D Design 3D TSV Bonding Interposer Stacking
metal layer area util (%) cost tier num area util (%) cost area util(%) cost

5M 3 89 7.17 2 89 17.06 89 16.51
10M 3 81 8.18 2 89 17.93 89 17.44
50M 5 79 18.34 2 79 27.26 79 27.47
100M 6 78 38.81 2 79 41.88 79 43.18
150M 6 72 78.37 2 73 65.72 73 68.77
200M 7 71 131.85 3 75 87.97 78 89.45
250M 8 70 204.62 4 76 111.52 75 127.01

The costs are shown in Figure 3.4. In 3D TSV designs, more layers do not nec-

essarily mean higher cost. From the results, for larger designs with gate count

more than 150M, we can gain cost saving by partitioning the design into more

tiers. When the design is large, the additional cost introduced by TSV bonding

is compensated by smaller footprint since the die yield is exponentially related to

the chip size.

3.3.2 Cost Analysis with Optimization

In this section, the results after cost efficient optimization are shown. For each

design (both 2D and 3D cases), the optimal utilization and maximum utilization

are obtained to calculate corresponding design costs. The results are shown in

Table 3.2. In the table, the shown utilization is the most cost efficient utilization.
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Table 3.3. Cost Savings of 2D, TSV and interposer based 3D designs for optimal area
utilization with default metal layers.

Gate Count 50M 100M 150M 200M 250M
2D Savings 5.34 22.54% 17.09 30.58% 25.83 24.79% 48.53 26.9% 0 0%

3D TSV 3.86 12.41% 11.04 20.87% 15.06 18.65% 21.48 19.62% 27.52 19.79%
3D Interposer 3.96 12.59% 11.25 20.68% 15.03 17.94% 33.65 28.50% 45.82 26.51%

Among all the designs, the most cost efficient designs are obtained when the

area utilization rate is higher than the default utilization, which means the area

is dominant factor of cost. In 2D designs, the optimal utilization decreases when

the gate counts increases. The optimal utilization is achieved when all the metal

layers are fully utilized for signal routing. For small designs, the top metal layer

is usually with low utilization, only a small portion of interconnects is used. The

large designs with higher gate counts require more routing resources causing high

utilization even in high metal layers. It makes the large designs harder to shrink

the chip area. In this results, 89% chip area utilization is the optimal utilization

for 5M gate count designs, but for designs with 150M gate counts, the optimal

utilization decreases to 72%.

After the design optimization, the costs of 2D and 3D designs are significantly

reduced. Cost savings are shown in Table 3.3. 2D designs have the highest saving

on average except the last design when the original design before optimization

is already the best one. TSV and interposer based designs have significant cost

saving after the optimization. For large designs, the benefits are higher because of

larger flexibility in chip area.

Although chip area reduction is the major factor for cost saving, metal layer

reduction also provides cost saving compared to baseline designs. The cost saving

results from metal layer reduction is shown Table 3.4. In order to maintain feasible

routing after one metal layer reduction, chip area is increased to provide additional

routing resources. The area increment percentage depends on different designs. For

example, designs with low utilized top metal layer can have metal layer reduction

with very small area overhead. But for some designs, area needs to increase about

10% to enable one metal layer reduction, thus the cost saving is negative since

cost overhead for larger chip area overweighs the cost saving from metal layer

reduction. For 2D designs with 200M gate counts, when the area increases just
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Table 3.4. Cost Savings of 2D, 3D TSV bonding, and 3D interposer stacking designs
with metal layer reduction technique.

Gate Count 50M 100M 150M 200M 250M
2D Savings 3.01 10.19 6.04 38.57 -11.78

2 layer 3D TSV -8.46 6.11 3.08 20.73 21.09
3 layer 3D TSV -4.11 0.98 9.28 7.83 2.69
4 layer 3D TSV -3.85 3.16 0.46 12.51 11.62
3D Interposer 1.43 5.94 2.16 20.18 19.68

1%, the required metal layer can be reduced. Thus the cost saving for the design

is high. For 3 layer 3D TSV designs with 50M gate counts, in order to gain one

metal layer reduction, the area needs to increase 20%, so no cost saving can be

achieved from metal layer reduction. On average, the area increment is within 10%

for designs to have one metal layer reduced in 2D and 3D cases.

3.4 Summary

In this chapter, a 3D design cost efficient exploration flow is proposed to find the

cost efficient designs in 2D and 3D cases. Both TSV and interposer 3D structures

are considered. The cost efficient designs is found with balanced area utilization

and metal layers. The experiment results show that for both 2D and 3D cases,

metal layer reduction and optimal area utilization exploration can achieve cost

saving compared to baseline designs. We can achieve cost saving up to 19% for

TSV-based 3D designs, and up to 26% for interposer-based 3D designs, respec-

tively, compared to the baseline designs.



Chapter 4
Vertical Bandwidth Reconfigurable

3D NoCs Utilizing Redundant TSVs

The last decades we have witnessed a growing trend of packing many processing

elements (such as cores, caches, etc.) in a single chip. Conventional multi-core

design adopts a single bus with limited bandwidth as the communication backbone.

Consequently, the bus bears enormous stress and even becomes the performance

bottleneck due to frequent packet transmission, leading to recent many-core chips

interconnected with sophisticated Network-on-Chip (NoC) [120]. Such systems

have routers at every node, connected to neighbors through short links, while

multiplexing packet flows at each router to provide high scalable bandwidth1.

Therefore, the computing system performance can be further advanced by ex-

tending planar NoC with 3D integration technology for robust and high bandwidth

intra/inter-layer communication [121]. Plenty of studies have explored the bene-

fits of adopting 3D NoC in system designs with different topologies or architecture

configurations [122,123]. These studies demonstrate that 3D NoCs are capable of

achieving higher throughput, lower latency, and lower energy dissipation with only

slight area overhead.

In NoC designs, the channel width of each direction is predetermined at the

design time. However, when running diverse applications on a many-core system,

the runtime workloads pose sporadic stresses on the network, making the static

1This work is published as ”Designing vertical bandwidth reconfigurable 3D NoCs for many
core systems” on 3DIC 2015.
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Figure 4.1. Overview of core-to-cache/memory 3D stacking. (a). Cores are allocated
in all layers with part of cache/memory; (b). All cores are located in the same layers
while cache/memory in others.

configuration inefficient [124,125]. This observation is more prominent in 3D core-

to-cache/memory stackings as shown in Figure 4.1, which are the most prevalent

and practical 3D system designs. If cores and memory/caches are on different layers

(Figure 4.1(b)), the percentage of the interlayer traffic is large [126]. Moreover,

considering the large size of TSVs, it is infeasible to arbitrarily increase the channel

width due to the power and area constraints. Assuming the pitch of TSV is 10µm,

the total TSV area for a 128-bit channel is 12,800µm2. In contrast, the total area of

a 3D router is 84,669µm2 based on our synthesized result, indicating a significant

overhead of TSVs. Therefore, in a 3D system with severe interlayer communication

congestion, it is undesirable to add additional TSVs for more vertical bandwidth.

Instead, a more cost-efficient way is to dynamically allocate the available channel

bandwidth under a fixed budget.

Fortunately, we reveal that there are available vertical connection resources

which are not fully utilized. In 3D systems, redundant TSVs are usually used as

the simplest yet effective remedy to guarantee signal integrity and improve system

yield [127, 128]. However, many redundant TSVs that are statically allocated are

not utilized during chip operation when the number of faulty TSVs is smaller than

the number of redundant ones. Therefore, these spare redundant TSVs can be po-

tentially leveraged to increase vertical bandwidth for instant throughput improve-

ment. In this chapter, we propose a 3D NoC design with reconfigurable vertical

channel width, which enables existing redundant TSVs to be flexibly shared by

nearby NoC routers. When the additional channel width is not necessary, spare

TSVs will be disconnected from the router. In addition, the vertical interlayer traf-
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fic are dynamically monitored, and the spare TSVs are allocated to the bandwidth

hungry routers accordingly. To support this mechanism, we designed an additional

link (AL) allocator which incurs negligible hardware overhead. Note that a single

link denotes a bundle of wires for signal transmission in one direction.

4.1 Preliminaries and Related Work

In this section, we first introduce our target 3D system and the background of

TSV redundancy. Then we present the motivation of designing vertical bandwidth

reconfigurable NoCs.

4.1.1 3D Multicore Processor Designs

In current 3D IC designs, the most attractive and prevalent stacking style is the

core-to-cache/memory bonding [4, 123]. By stacking the data storage component

close to the logic computing component, the cache/memory access latency can

be greatly reduced. Moreover, the issue of limited pin count can be solved after

migrating the memory to the third dimension, resulting in higher bandwidth.

Figure 4.1 shows an example of 3 layer core-to-cache/memory stacking with

two potential core-to-memory partitioning schemes. NoC routers are placed near

each core and memory controller to provide high performance connection. In the

Figure 4.1(a), each layer contains several cores, and parts of the data storage are

placed close to the core on the same tier. To access the data from other layers,

TSVs are used as the vertical channel to connect routers. Figure 4.1(b) shows

an alternative partitioning scheme. All the cores are located on the same layer,

while all the cache/memory modules are spread out on the rest tiers. Under

such circumstance, all data access requests from cores need to go through vertical

channels.

Due to the elevated thermal dissipation in 3D designs, the heat dissipation of

cores on the layers that are far from the heat sink may cause severe problems.

Consequently, the design using partitioning method in Figure 4.1(a) should be

carefully handled to balance the temperature and performance. In contrast, the

design in Figure 4.1(b) has less potential thermal problem thanks to the direction
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contact between cores and the heat sink. However, this design has higher vertical

bandwidth demands since the memory request cannot be fulfilled by 2D connec-

tions. Therefore, the NoC design can provide predictable and high performance

communication under certain bandwidth limitation compared to bus connection.

We focus on the second design (Figure 4.1(b)) because it is a more favorable de-

sign which achieves better thermal behavior because of the short distance to the

heat sink. Also, it poses more challenges on 3D NoC designs due to the frequent

vertical core-to-memory accesses. However, our design is also applicable to other

3D systems.

4.1.2 TSV Redundancy

TSV is one of the key enabling technologies in 3D integrations, which is fabricated

by forming a hole through the silicon and filling the hole with conductor materials.

Short length, high densities, and high compatibility with standard CMOS process

are three major reasons making TSV attractive in the 3D technology. However,

TSVs suffer from low yield due to the manufacturing limitation compared to 2D

wires [129,130].

Misalignments and random open defects cause the failure of TSVs [129]. In

order to guarantee the signal integrity, building redundant TSVs is a common

mechanism for fault tolerance. A straightforward method of building redundant

TSVs is to double the TSV count for each signal. However, this method will incur

severe area overhead. Alternatively, certain ratio of redundancy is applied in design

time. For example, in 3D DRAM design [128], every 4 TSVs are allocated as a

group, while 2 additional TSVs are attached to this group for fault tolerance. A

switch box is used to select any four functional TSVs from these six for the signal

transmission. To further reduce the area overhead, several previous studies [110,

127, 129, 130] have proposed mechanisms to efficiently allocate redundant TSVs

and perform self-repair.

Even though these work can enhance the chip yield, certain number of redun-

dant TSVs (e.g., redundancy ratio is 1:4 in [127]) should be allocated statically

without knowing the actual failure in design time. Subsequently, some of the allo-

cated redundant TSVs may be unused, resulting in resource wasting. For instance,
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since the single TSV failure rate is 10−5 to 10−4 [127] based on current packaging

technology, when the vertical signal count is 128, the probability that all TSVs are

functional is 95% to 99.49%. Nevertheless, the redundant TSVs can not be elim-

inated as any TSV failure would lead to performance loss. Other work considers

the fault tolerant scheme without redundant TSVs [131]. Nevertheless, the signal

needs to be serialized if the available TSVs count is smaller than the signal width,

which leads to performance loss.

4.1.3 Motivation and Related Work

In NoC designs, the channel bandwidth has significant impact on the packet la-

tency. Specifically, a larger network bandwidth is capable of reducing the transmis-

sion delay over the channel. To constrain the area overhead and routing complexity,

one NoC packet is usually partitioned into several flits, and the channel width in

each direction is designed to accommodate one flit. For each NoC cycle, at most

one flit is transmitted per direction. The whole packet transmission is completed

only when all flits are received by the destination.

The packet latency can be reduced if additional channel is available to allow

simultaneous transfer of multiple flits. Figure 4.2 shows a timing diagram of a

virtual-channel router containing four stages: routing computation (RC), virtual

channel allocation (VA), switch allocation (SA), and switch traversal (ST). Assum-

ing a scenario that packet A is from input 1 while packet B is from input 2, and

they are requesting the same output port. In Figure 4.2(a), at cycle 3, since only

one flit is allowed to access the output port, and the head flit of packet A is granted

the access, the head flit of packet B has to stall until cycle 4. If an additional link

is available before cycle 3 in Figure 4.2(b), then both head flits from packet A and

B have accesses to the output port. The transmission of head flit in B is advanced

from cycle 5 to cycle 4.

To relieve the intermittent traffic congestion, various bandwidth reconfigurable

NoC architectures are proposed [124,125,132]. Lan et al. [124] proposed to use bidi-

rectional links instead of traditional unidirectional links. Fine-grained bandwidth

adaptive NoC and bandwidth-adaptive oblivious routing [125, 132] are proposed

to further increase the channel utilization based on the bidirectional link architec-
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Figure 4.2. Timing diagram of the packet latency reduction with additional channel
width. (a) Original design with fixed channel width; (b) Designs with additional output
channel width.

ture. Their designs increase bandwidth in one direction at the cost of sacrificing

bandwidth in another direction. In our work, we use the spare TSVs as addi-

tional channel resources to increase the channel bandwidth. In addition, we have

negligible modification to the original router architecture and routing algorithm,

minimizing the design overhead.

4.2 Reconfigurable Vertical Link Design

In this section, the baseline router architecture and our spare TSVs allocation

strategy are introduced. Other design issues, such as router placement and routing

algorithms, are also discussed.

4.2.1 Basic Router Architecture

In a typical NoC design, a router usually consists of input buffers, switches, com-

puting logics, and control logics. Various router architectures exist in current

designs. Without loss of generality, we use the classical five-stage virtual-channel

router design [133] as the baseline router architecture. Nevertheless, our mecha-

nism also applies to other router architectures, such as speculative routers with

shorter pipelines.

As shown in Figure 4.3(a), the virtual-channel router contains six functional

blocks: input buffer, switch, output unit, routing computation, virtual channel

allocator, and switch allocator. They can be categorized into two parts: the data-

path which contains the first three components and the control panel with the later

three. The datapath handles the storage and movement of network data while the
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Figure 4.3. Virtual-channel based router structure and the corresponding crossbar.
(a). Virtual-channel based router architecture; (b). The crossbar design supporting
additional vertical links.

control panel is responsible for routing computing and resource allocation.

Usually in the signal transmission of NoCs, one packet is split into several flits,

which is the basic unit of network data transmission. A header flit will trigger

the routing and virtual channel allocation. When the virtual channel allocation

succeeds, the designated virtual channel is reserved for the rest flits in that packet.

Therefore, the upcoming flits only require switch allocation and switch traversal.

Switch allocation records output requests and grants the access of outputs to inputs

based on the allocation strategy (e.g. round-robin). Every cycle, only one virtual

channel in a router can get access to one output. If output requests are conflict,

inputs without grant have to wait for the next cycle. After switch allocation, the

switch allocator will configure the crossbar to conduct flit traversals.

4.2.2 Proposed Architecture Modification

As illustrated above, to avoid switch conflicts, each output can forward data from

only one virtual channel per cycle. Therefore, in a congested network, as in the

core-to-cache/memory configuration, the vertical output request overflows, result-

ing in large packet delay. For example, if all six inputs in one router are all

requesting the same vertical output. Then at least six cycles are needed to finish

the switch allocation of these requests.

In our work, we propose to use the spare TSVs to enhance the vertical channel

bandwidth. Modifications to the basic router design are essential. In additional
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to the physical link connection, the switch allocator and crossbar are two impor-

tant components that should go through architectural modification. Moreover, to

reduce the area overhead of TSVs, we adopt the assumption that the TSV redun-

dancy ratio is 1:4 [127], which means that every four routers share one group of

redundant TSVs. Due to the resource sharing between routers, we propose a new

component called additional link (AL) allocator to grant access of spare TSVs.

4.2.2.1 Switch Allocator Design

When a router has additional links, more flits can go through the vertical channel

every cycle. However, the link width between each input to the crossbar is fixed

as one flit size, forwarding one flit to the crossbar every cycle. Prior studies show

that network performance can be improved with input speedup, which increases

the link width between each input and the crossbar at the cost of additional area

and energy [133]. In our mechanism, the switch allocator simply selects two inputs

using the original allocation algorithm instead of two virtual channels in one input

(as in input speedup). Moreover, the input speedup mechanism is orthogonal to

our work, and it can be applied in our design for further performance improvement.

4.2.2.2 Crossbar Design

Even though spare TSVs are allocated dynamically in run-time, modifications to

the crossbar are necessary in design time to enable connection between inputs to

spare TSVs. Figure 4.3(b) depicts the crossbar design. Two additional links are

added to vertical output ports: one for communication to the upper layer and

one for the lower layer. Switches in the crossbar control the connection between

inputs and outputs. When spare TSVs are not allocated to that router, the switch

allocator turns off switches for additional links.

4.2.2.3 Additional Link Arbitrator

There are two assumptions with the additional link allocation. First, the physical

channels use unidirectional links to reduce the control complexity of bidirectional

links [124]. Second, the allocation of two links with opposite directions can be
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decoupled, which means the additional links to the upper layer and lower layer can

be assigned to different routers.

The major challenge of designing AL arbitrator is to identify the congestion

level of different routers. Intuitively, we can use the total vertical request count as

the congestion indicator. However, this method fails to capture the real congestion

status of a router. Considering the case that there are three vertical output requests

in router A and two requests in router B, and the arbitration grants router A

the permission since it has more requests. Nevertheless, all of the requests in

router A come from the same input port, although in different virtual channels.

While in router B, the two requests are from different inputs. According to the

switch allocation mechanism, only one request per input can be fulfilled each cycle.

Therefore, the performance of router A will not be improved even though it acquires

spare TSVs. In this case, granting the access to router B is an efficient choice. In

this sense, the congestion indicator should be in the granularity of input ports

instead of the virtual channels.

After each flit cycle, each router will update its congestion level to the AL

arbitrator. Then the AL arbitrator selects the router with the heaviest congestion

and grants the permission before the next switch allocation cycle.

However, the increase of vertical bandwidth will pose stress to the downstream

router (the next connected router) since it may receive more flits than it can process

right away. We further propose an arbitration strategy to tackle this problem.

Specifically, in addition to the vertical request count (VRC) to the downstream

router as illustrated above, we obtain the buffer occupancy count (BOC) of the

input port for this router, then the difference between VRC and BOC accurately

indicates the necessity for additional bandwidth. As a result, the AL arbitrator

grants access of spare TSVs to the router with the highest V RC −BOC value.

4.2.3 Design Issues

Besides the architecture modification, there are some other important issues to

be addressed in order to achieve a high performance 3D NoC design. In this

section, we discuss the design issues including router placement, flow control, the

availability of spare TSVs, and the routing algorithm.
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Figure 4.4. Router placements on the core layer for a 16-core system. (a). The
interlayer routers are placed in the middle; (b). The interlayer routers are distributed
evenly across the core layout.

4.2.3.1 Router Placement

As shown in Section 4.1, our target system is the core-to-cache/memory stacking

using TSVs for core to memory communication. There are several possible router

placements strategies to support vertical connection. Based on our synthesized

result, the area of a 3D-capable router is almost twice the area of a 2D router.

The synthesis is done with 45nm library and the related router areas are shown in

Table 4.1. Therefore, it will incur significant area overhead to have each router 3D

connected. We assume the ratio between the number of 3D routers and 2D routers

as 1:3. The possible router placements on the core layer are depicted in Figure 4.4

for a 16-core system. The other layers have the same router placement as the core

layer. In order to reduce the wire routing complexity, redundant TSVs are located

in the same region and connected to routers with switches.

In Figure 4.4(a), four interlayer routers are placed in the middle, which re-

sults in the shortest latency according to a previous study [126] and provides

balanced routing distance to redundant TSVs. However, this design stresses these

four routers not only from their own vertical communications, but also from the

horizontal traversals ejected from neighboring 3D routers. For example, if a flit

travels from a layer to this layer through router 10, and its destination is router

16, then through XY routing algorithm, the horizontal link between router 10 and

11 is requested before the flit is forwarded to other 2D routers. Compared to the

centralized placement, the placement in Figure 4.4(b) has less horizontal stresses

because each 3D router is directly connected to at least two 2D routers. Thus, the
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flit can be easily forwarded to the 2D routers after the vertical traversal. In our

design, we mainly focus on the second placement.

4.2.3.2 Routing Algorithm and Timing Analysis

Lots of previous studies have explored the 3D routing methods [134, 135]. In this

work, we use the straightforward dimension order routing algorithm [135]. When-

ever the source and destination are within the same layer, normal XY routing is

used to avoid deadlock. If interlayer communication occurs, the router will find its

nearest interlayer router to perform vertical traversal. Although the exploration of

routing algorithm is beyond the scope of this work, other routing algorithms, such

as bandwidth-aware routing algorithms [132], can also be applied in our design.

The virtual channel router is a five-stage pipeline design and the clock frequency

is determined by the slowest stage. We synthesize the components of each stage

and perform timing analysis. The longest pipeline stage is the virtual channel

allocation, which takes 1.77ns. In comparison, our AL allocator requires 0.73ns to

perform switch allocation. Therefore, adding the AL arbitrator has no influence

on the router frequency as it can be executed in parallel with any pipeline stage.

4.2.3.3 Flow Control

Due to the buffer size limitation at the input side, flow control methods send the

buffer availability of the downstream router to the upstream router to avoid packet

loss. In our work, we use the prevalent credit-based flow control mechanism [133].

In the credit-based flow control, the upstream router keeps a counter of free

buffers for each downstream virtual channel. Whenever the upstream router for-

wards a flit, the corresponding counter decreases by 1. The downstream buffer

is full if the counter reaches zero, then the upstream router waits until there is

a free buffer. Every time the router forwards a flit to its downstream router, it

sends a credit to its connected upstream router, incrementing the upstream buffer

counter. In this way, the downstream routers can inform its upstream router about

the buffer availability. Even though in our design, it is possible that the upstream

router forwards two flits per cycle, the target virtual channels are different. There-

fore, the flow control strategy can keep unchanged.
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Table 4.1. The synthesized area and power of 2D/3D routers, crossbar, and AL arbi-
trator.

Component Area Dynamic Power Static Power
µm2 mW µW

2D Router 46422.85 16.044 1040.1
3D Router 84669.13 26.85 1924.8
5×5 Xbar 641.86 0.27 13.97
7×7 Xbar 1324.68 0.63 29.99
9×7 Xbar 1688.57 0.81 38.16

AL Arbitrator 122.89 0.065 2.89

In our design, even though the router can send two flits to one output, the

flow control mechanism can keep unchanged. It is because we restrict one input

to forward only one flit, and the upstream router for each input is different. As a

result, each counter in a router can at most increase or decrease by 1 per flit cycle.

4.2.3.4 Availability of Spare TSVs

In our work, the design relies on spare TSVs to provide additional vertical links.

The number of spare TSVs is determined by the TSV failure rate, fault mode, and

redundancy ratio. It is possible that the spare TSVs count is smaller than a flit

size. In this case, we simply disable the AL arbitrator and run the router in its

original mode. On the contrary, if the redundancy ratio is high that the number of

spare TSVs is multiple times of a flit size, there is opportunity to transmit more

than two flits simultaneously over the vertical links, which further improves the

network throughput. Even though this case is not evaluated in this work, our

design can be easily extended to account for more spare TSVs.

4.3 Simulation Result Analysis

In this section, we first present our experiment configurations. Then the area

and power comparison of the original and proposed design are listed. For the

performance evaluation, we modify the uniform synthetic workload to mimic core-

to-cache/memory communications and report the average packet latency. At last,

we explore how the availability of spare TSVs influence the network performance.
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Figure 4.5. Packet latency of uniform traffic in a 4×4 mesh network.
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Figure 4.6. Packet latency of interlayer traffic in a 4×4 mesh network.

We use the cycle-accurate NoC simulator Booksim [136] for performance simu-

lation and implement our designed components in the simulator. The performance

of two mesh networks, 4×4 and 8×8 nodes, are evaluated. The number of layers

in the 3D stacking is two by default. Since each interlayer router is responsible for

vertical communications of other four surrounding 2D routers, the virtual channel
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Figure 4.7. Packet latency of weighted interlayer traffic in a 4×4 mesh network.
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is a highly competitive resource. Based on our simulation, when each port contains

4 virtual channels and 4 buffers per VC, the router will be congested at very low

injection rate (less than 0.04 packet/cycle) due to the bottleneck of VC allocation.

Nevertheless, our synthesized results show that doubling the buffer size makes the

router area increase by almost 2.7 times. To balance the performance and area,

we configure the router to contain 8 virtual channels per port with 2 buffers per

VC. In our design, we assume that each packet size is 64B and the flit size is 128

bits. Adding the header flit, one packet is separated into 5 flits.

4.3.1 Area Evaluation

We synthesize the RTL description of the virtual-channel router [136] using Design

Compiler [137] and 45nm NanGate cell library [118]. The area and power are listed

in Table 4.1.

The interlayer router consumes almost twice the area of 2D router while the

total buffer ratio is 7:5. The area overhead comes from buffers and other control

logics. The crossbar only occupies 1.4% and 1.6% of total router area in 2D and

3D cases, respectively. In our design, the crossbar contains two additional output

links, therefore, the area increases about 27.5% compared to original crossbar. In

terms of the whole interlayer router, the area overhead is smaller than 0.4%. The

power consumption is roughly proportional to the area, thus, the power overhead

of the modified crossbar to the router is about 0.67%. The area of AL arbitrator is

about 0.15% of a single router. Since the AL arbitrator is shared by four interlayer

routers, the area overhead is negligible.

4.3.2 Performance Evaluation

Three types of synthetic workloads are generated to mimic the network traffic in

core-to-cache/memory systems: uniform traffic, interlayer traffic, and weighted in-

terlayer traffic. The source and destination are randomly selected and the injection

rate of each node are almost the same in the uniform traffic. The interlayer traffic

models the case that all traffics are interlayer, and this kind of traffic pattern maxi-

mizes the stress of interlayer routers. The last one is the weighted interlayer traffic,

which generates the interlayer traffic according to a customized ratio. Among these
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three traffic patterns, the last one is the closest to real cases since coherence mes-

sages are transmitted within the layer while cache/memory requests are traveling

through vertical links.

The ratio of interlayer communication is set to 0.7 in the weighted interlayer

traffic. In the interlayer traffic, we show the performance with the virtual buffer

occupancy based AL arbitrator. The packet latency versus injection rates are

shown. When the interlayer communication percentage is low, as shown in the

uniform traffic (Figure 4.5), the network saturates at higher injection rate. The

interlayer traffic (Figure 4.6) has the lowest saturated injection rate due to the

highly congested interlayer routers. The proposed design can reduce the packet

latency when the injection rate is high in all three traffic patterns. The perfor-

mance improvement is more obvious in high interlayer communication patterns,

such as the interlayer traffic and weighted interlayer traffic. For example, in the

weighted interlayer traffic, when the injection rate is 0.05 packet per cycle, the

latency in baseline is above 500 cycles while it is only around 300 cycles in the

proposed design. Even though considering the virtual channel buffer occupancy

can reduce the input congestion of downstream router, it reduces the chance of

utilizing additional links. Therefore, the latency is larger than the design with ba-

sic AL arbitrator as shown in Figure 4.6. Usually, the high vertical request count

implies that the downstream router is also stressful. Comparing filling two routers

with waiting flits and filling only the downstream router, the former one may lead

to congestions on all the connected routers in both layers, while the latter only

results in congestions in one layer.

To further analyze how additional links help reducing the network delay, we ex-

amine the average flit queuing time of routers in the bottom layer for the weighted

interlayer traffic. The injection rate is set to 0.035 packet/flit cycle, before the

network delay becomes saturated. In the proposed design, the average queuing

latency of 2D routers are reduced, whereas the interlayer router queuing delay in-

creases. It is because interlayer routers receive more flits from the corresponding

upper router, increasing the virtual channel allocation and switch allocation delay.

The corresponding input buffer read/write ratios of one interlayer router (Router

7) and one 2D router (Router 11) are shown in Figure 4.8 and Figure 4.9, respec-

tively. The input marked self represents the input port from the attached node
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Figure 4.8. The input buffers read/write ratio analysis of the interlayer router.
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Figure 4.9. The input buffers read/write ratio in different directions of the 2D router.

to the router. Since router 7 is on the bottom layer, only the input buffer storing

messages from upper layers has been used. The workloads in each directions are

almost balanced in the 2D router. In contrast, the interlayer router shows sig-

nificantly large demands on the vertical direction. The traffic from upper layers

occupies almost 50% of the total traffic in that router.

The corresponding average network dynamic power consumption is shown in

Figure 4.10. As shown in the figure, when the injection rate is low and the per-

formance improvement is not obvious, the proposed design has similar power con-

sumption as the baseline. With higher injection rate, the proposed design has

higher power consumption due to the accelerated flit transmission. Since our pro-

posed design can reduce the workload execution time, the final network energy can

be reduced by 6.51% at 0.05 injection rate.
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Figure 4.10. The dynamic power consumption comparison between baseline and pro-
posed design.
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Figure 4.11. The average packet latency in 8×8 mesh network with the weighted
interlayer traffic.

The average packet latency with 8×8 mesh network is shown in Figure 4.11

with the weighted interlayer traffic. In this network, there are total 16 interlayer

routers and 4 groups of spare TSVs. The performance improvement in this network

is not as distinct as in 4×4 mesh network due to the decreased network congestion.

4.3.3 Layer Sensitivity

Different number of layers in the 3D stacking result in various degree of conges-

tion. In this set of experiment, the network performance is examined with 2, 3,

and 4 layer stackings. The topology is 4×4 mesh and the traffic is the weighted

interlayer pattern with injection rate equals to 0.35. Table 4.2 shows the results
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Table 4.2. Average packet latency comparison of different layers in 3D systems.

Layer Baseline (cycle) Proposed (cycle)
2 48.159 49.026
3 60.925 54.99
4 795.68 401.86
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Figure 4.12. The input buffers read/write ratio of the interlayer router in the middle
layer.

of simulation. As expected, with increased number of layers, the vertical channel

is more congested, making our proposed design more favorable.

Similarly, we examine the input buffer read/write count of one interlayer router

in the middle layer with the 3 layer stacking. It can be seen from the result that

more than 50% of total traffic are interlayer traffic with 28% of traffic to the lower

layer and 29% to the upper layer. Therefore, for interlayer routers, especially for

routers in the middle layer that are relaying message from both upper and lower

layers, increasing the vertical bandwidth can accelerate the transmission.

4.3.4 Failure Mode Sensitivity

The proposed design relies on the availability of spare TSVs. If the TSV failure rate

is high, the spare TSVs cannot be used as additional channels. In most cases, the

TSV fails due to the manufacturing limitations and these failures are irreversible

and can be determined once the fabrication is finished. Therefore, we study the

network latency when one group of spare TSVs is not available. The topology
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Figure 4.13. The average packet latency with different locations of unavailable spare
TSVs and dynamic failure modeling.

is 8×8 mesh network since there are four groups of interlayer routers (every 4×4

router block contains one group). We define these four groups of routers according

to their location as Block 1 to Block 4. Therefore, in the TSV failure sensitivity

study, we model five cases: no TSV failure (all spare TSVs can be used as additional

links), block 1, block 2, block 3, or block 4 has failure (one group of spare TSVs

cannot be used). Figure 4.13 shows the average packet latency of these five cases.

Because of the router placement and routing algorithm, the loads among blocks

are not balanced. From our observation, we find that the load in the block 1 and

3 is the lighter than the block 2 and 4. Therefore, when the spare TSVs in block

2 and block 4 cannot be used as additional links, the performance degradation

is severe. However, when the failure is in block 1, the average packet latency is

reduced compared to the no failure case. Because the congestion is not heavy

in block 1, whereas our proposed design leads to virtual channel allocation or

switch allocation delay overhead in the downstream router, which offsets the delay

reduction from accelerating flit transmission.

In addition to the manufacturing limitation, the TSV may fail due to thermal

stresses and electromigration. These failures occur during system operation and

are closely related to the TSV utilization. We capture the TSV dynamic failure

by monitoring the transaction frequency of each vertical link and assign each TSV

array with a failure probability according to their utilization. This process con-

tinues until there is no spare TSVs. The average latency is shown as the last bar
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in Figure 4.13. At the beginning of operation, all the spare TSVs are capable for

additional links, therefore, the final package latency is better than the case of block

2 and block 4 failures. Then due to the high utilization, spare TSVs in block 4

become unavailable before others. The packet latency is then increased due to the

vertical request congestion.

4.4 Summary

Due to the increased communication complexity and variation in 3D many-core

systems, NoCs with design-time defined channel width may not be able to fulfill

the burst interconnect requirement. In 3D designs, redundant TSVs are the most

common solution towards low yield. However, these allocated redundant TSVs

may not be used for repair if the original TSV is functional. In this Chapter,

we propose to use these allocated but not used redundant TSVs as additional

vertical links to relieve the network congestion from the burst interlayer traffic.

The simulation results show that our proposed design can reduce average packet

latency with negligible area and power overhead when the network congestion is

high.



Chapter 5
Electromigration Lifetime Analysis in

TSV Arrays

In previous chapters, the cost-aware design methodologies are introduced. Be-

sides the cost, the reliability problem in 3D ICs attracts many researchers’ and

industrial attention, as the reliability is closely related to the success of high vol-

ume production. In the following chapters, the reliability-aware design methodolo-

gies are illustrated covering three different aspects: interconnect reliability due to

electromigration, signal integrity induced by crosstalk, and chip-level mechanical

reliability due to thermal stresses.

Electromigration (EM), which refers to the migration of metal atoms in re-

sponse to an electric field in a conductor, has been proven to be one of the major

factors of interconnect failure [138, 139]1. The interconnect failure can affect the

chip performance or even cause malfunction. As a result, EM lifetime analysis and

corresponding alleviation techniques are critical to guarantee the chip lifetime and

satisfy design specifications. The factors that influence EM lifetime of intercon-

nects have been unveiled in previous studies [140,141], emphasizing the impact of

current density on conductor’s EM mean-time-to-failure (MTTF).

Although 3D ICs provide various benefits over traditional 2D designs, the de-

sign of power delivery network becomes more challenging than 2D counterparts

due to the aggressively increased power density and limited power pin count in

1This work is published as ”TSV power supply array electromigration lifetime analysis in 3D
ICs” on GLSVLSI 2014.
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the packaging. Therefore, considering the higher current density requirement on

power/ground (P/G) TSVs for the power delivery, it can induce severe EM prob-

lems on P/G TSVs [142]. Moreover, as TSV manufacturing technology evolves,

smaller TSVs are expected to reduce RC delay and footprint, which may result

in even higher current density. Therefore, the reliability problem caused by EM

degradation is exacerbated in the power supply network of a 3D chip.

In order to guarantee the signal integrity, a TSV array that consists of multiple

TSVs is commonly used for single signal delivery [143]. Similarly, the TSV array

is applied for the power delivery due to the limited current delivering capability of

a single TSV. Unfortunately, prior studies on EM lifetime modeling and analysis

mainly focus on individual TSVs, leaving the EM lifetime analysis on such TSV

arrays unexplored. Different from previous work, we model P/G TSV arrays and

perform the EM lifetime analysis on these TSV arrays.

The EM lifetime analysis of TSV arrays becomes complicated because of two

unique challenges. The first challenge is the Current Distribution among TSVs

within the same array. Current density is an important factor to determine the

lifetime of an individual TSV and different current distributions can result in dif-

ferent current densities in an array. Therefore, it is necessary to know how the

current is distributed within a TSV array. The second issue is more important,

which is related to the Current Correlation among TSVs. Obviously, there is

a tight correlation between the current density of each TSV within an array. For

example, the failure of one TSV can cause current redistribution among remaining

TSVs in the same array. Consequently, the remaining TSVs would carry a larger

current that in turn shortens their EM lifetimes. In this work, we propose an anal-

ysis framework to estimate the EM lifetime of TSV arrays and study the impacts

of design parameters on the EM lifetime of TSV arrays.

5.1 Background and Motivation

5.1.1 Motivation

In 3D designs, the power between two stacking tiers is transmitted through TSVs.

The reliability of P/G TSVs can influence the power integrity, and eventually
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affect the circuit functionality. In general, there are three major reasons to explain

why P/G TSVs suffer from severe EM problems. First, 3D ICs have smaller

footprint than 2D counterparts, which means higher power density and less pin-

outs. Therefore, the current density per pin is increased. Second, in 2D P/G

networks, wire sizing technique is used to alleviate the EM degradation. Due to

the large area overhead, this technique cannot be applied to TSVs. Furthermore,

to reduce the parasitics and area overhead, the TSV size tends to decrease with

technology scaling, resulting in even higher current density. Third, in addition to

supply power to the tier they are bonded to, TSVs are also responsible for power

supply to upper tiers that are far from power pins. As a consequence, TSVs that

are closest to power pin experience the largest current and they are more vulnerable

to EM problem.

Figure 5.1 shows a simple example of a 3D stacked architecture with P/G TSV

arrays. Multiple dies are stacked face-to-back and the voltage sources are placed

in the package level on the bottom. One P/G TSV from the array is zoomed in

and the current flows are shown in the figure. ITSV represents the current going

through the TSV and I1 to I4 mean the current on connected 2D metal wires. Iup

denotes the total current supply to upper tiers. Based on Kirchhoff’s current law,

ITSV =
∑4

i=1 Ii + Iup. From the equation, we find that ITSV is at least four times

larger than the average current in metal wires.

In addition to the current magnitude, the conductor cross section area is an-

other factor in current density calculation. In recent studies, the reported width

of metal wires is 2µm and the thickness is 1µm, while the TSV diameter is about

5µm [144, 145]. The area ratio between TSV and metal wire is about 10:1, which

means the current density ratio in TSV and metal wires is about 1:2.5. Never-

theless, from the DC current crowding study [144], researchers find that current

density on the edge of TSV is nearly twice than that inside the TSV. Combin-

ing the current and area analysis, we conclude that the current density on TSV’s

weakest points and metal wires are almost the same. Moreover, high aspect ratio

TSV is preferred for future IC designs and TSV’s area is continuously reduced,

making the current density on TSV even larger than on metal wire. From the

analysis above, we find that the EM analysis in TSVs is not trivial.

Due to the resistance on the metal wires, individual TSVs in the array suffer



63

I2

Interposer

ITSV

Iup

I1

I3

I4

TSV

Metal  
Layer

...

C4

Metal

Die  1

Die  0

P/G  TSV

Die  N

Figure 5.1. The overview of stacked dies with 3D P/G network.

321

Current

TSV  
array

V1
R

Rv

2 3

I2 I3

Figure 5.2. Top view of TSV array with unevenly distributed current.

from different current loads. As shown in Figure 5.2, we assume TSV1 is connected

to power pin with supply power V1. The resistances on metal wires and TSVs

are R and Rv, respectively. In this example, we only consider one current flow

direction. Since the system is symmetric, superposition can be applied for whole

system analysis [146]. Therefore, I2 (current goes through TSV2) is V2
Rv

, while I3

(current goes through TSV3) equals to V2
Rv
· Rv

R+Rv
, which is smaller than I2. Since

some TSVs carry more current than others, the EM lifetime of these TSVs are

shorter. After these TSVs’ failure, the current is redistributed and the rest TSVs

need to carry more current which will accelerate their EM degradation. Based on

the current distribution and current correlation, we should re-calculate the TSV

array EM lifetime since the simple assumption of even current distribution leads

to erroneous prediction of EM lifetime.

5.1.2 Related Work

The EM issues in single TSV have been studied with various configurations. By

varying the stress conditions and thickness of metal wires that are connected to
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the TSV, the EM behavior has been analyzed. The results show that voids are

formed in TSV, especially at the interface between the TSV and metal wires,

resulting in increased TSV resistance [147]. The similar conclusion is drawn that

the resistance shifting is easily found at the material interface [148]. With respect

to the resistance increment due to EM on the interface, an analytical model is

proposed [149] and it shows that a single TSV’s MTTF is in accordance with

Black’s equation [140] which has been widely applied to analyze the EM lifetime

for metal wires.

The EM lifetime analysis focusing on TSV arrays in a P/G network has not been

explored yet in previous studies. In the 2D realm, multi-vias structure are used to

support tremendous current density. The analysis of how multiple vias influence

the current distribution and EM performance has been preliminarily explored.

The results from the experiment show that the current distribution within the

array is uneven. Moreover, when the current stress remains the same and more

vias are in the array, the EM lifetime is longer with smaller current distribution

variation [150]. Even though the average current density in the uneven distribution

is smaller, the via array under uneven current distribution has worse MTTF than

the same structure with even current distribution [146]. Intuitively, the similar

problem could occur in TSV arrays.

To our best knowledge, this is the first work to analyze the EM lifetime of

TSV arrays considering uneven current distribution. In this work, we present a

comprehensive current distribution and EM lifetime analysis flow on TSV arrays.

We also find out effective approaches to extend the EM lifetime of TSV arrays by

exploring a better trade-off between EM lifetime and design cost.

5.2 TSV Array Current Density and EM Life-

time Simulation Mechanism

In this section, the 3D power network model is introduced first. This model demon-

strates connections between TSVs, 2D power grid, and voltage supply pins. Based

on the model, the corresponding voltages of power grid nodes and TSVs are cal-

culated with modified node-based fast algorithm [151]. Then the framework to
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calculate the current density and the EM lifetime of TSV arrays is explained. In

general, the EM analysis framework contains two stages as shown in Figure 5.3.

The first stage concentrates on the current distribution analysis. The calculated

current densities are then used as inputs for the second stage to estimate EM

lifetime of the TSV array.

TSV  topology  and  
circuit  information

Current  density  calculation

Select  failure  TSV  &  generate  EM  TTF
  (failure  sequence  generation)

Update  the  EM  MTTF  
for  the  rest  TSVs

The  last  TSV?
Y

N

TSV  array  EM  lifetime

Stage  1

Stage  2

Figure 5.3. The EM lifetime analysis framework of TSV arrays consists of current
distribution calculation and array lifetime estimation.

5.2.1 Power Grid Model

As elaborated in the previous section, P/G TSVs are suffering from severe EM

degradation. Furthermore, the current flow direction is usually constant during

circuit operations, resulting in continuous driving forces for atom migration. Pre-

vious studies have found that the healing effect from bi-directional current flow

can extend the EM lifetime of power supply networks [152]. This phenomenon can

be found in power gated circuitries or multi-storied power supply networks in 3D

designs [153, 154]. Nonetheless, the bidirectional current flow is rarely observed

in our designs. As a consequence, we mainly focus on the unidirectional current

stress in our power network model.
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Figure 5.5. The portion of 3D power supply network with one TSV array (only VDD
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The 3D power network model contains two parts: 2D planar power grids and

vertical power connections. We assume the power grid structure on each tier as

shown in Figure 5.4. TSVs connect the global power grid between two adjacent

tiers. The two orthogonal metal layers are used for power or ground rails. Power

rails (in dark color) and ground rails (in light color) are placed alternately and

local vias connect the corresponding rails on two metal layers. Assume the global

power grid occupies roughly 10% of routing resources [155] and the width for top

metal after EM-aware sizing is W, therefore, the distance between two power rails

is 20W (calculated from W
10%/2

).

The vertical power connections are composed of C4 bumps, micro bumps, and

TSV arrays. Since power and ground networks are symmetric, throughout this

work, we mainly focus on power network analysis. The 3D power supply network
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with one off-chip power pin is shown in Figure 5.5 as an example. Note that usually

multiple off-chip power pins are used for full chip power supply and each power

pin connects to one TSV array. C4 bumps can represent off-chip P/G pins and

micro bumps work as intermediate connections between TSVs and metal wires.

C4 bumps and micro bumps are considered as ideal conductors in our work. In the

design, only one TSV (center TSV ) in the array is directly connected to one C4

bump while other TSVs (peripheral TSVs) are connected to the center TSV with

metal wires as proposed by previously study [156]. The kind of power delivery

network design is better to help alleviate IR drop between tiers. Therefore, we

follow the similar design in which only the center TSV is connected to the voltage

supply while all peripheral TSVs are susceptible to voltage fluctuations on metal

wires.

Constant unidirectional current stress is applied, therefore, the inductance and

capacitance are irrelevant to our model, leaving resistance the only parasitic param-

eter that should be concerned. Due to the resistance network, current is unevenly

distributed among TSV arrays. For example, the resistance along the metal wires

causes voltage drop from point A to point B in Figure 5.5. In our framework, the

value of voltage drop between two neighboring TSVs is extracted from HSPICE

simulation and remains constant during the following EM analysis. The example

of extracted resistance network is shown in Figure 5.6. Four TSVs are employed

to form a power supply array and only the TSV at lower right corner is directly

connected to the power pin as the center TSV. Note that the upper left TSV has

the lowest voltage due to IR drop. TSVs and metal wires are modeled as resistors

and the devices powered by the TSV array are abstracted as current sources which

are predetermined or extracted from real designs.
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5.2.2 Current Density Calculation

Due to the dependency of TSV’s EM lifetime on the current density, the current

analysis is performed to generate the current distribution map. In recent studies,

in additional to current density, other EM driving forces including atomic con-

centration gradients, thermal gradients, and stress gradients are revealed [141].

The detailed EM lifetime calculation considering these factors requires significant

computation overhead and it is infeasible to model gradual failure in TSV array.

In this work, we focus on the impact of current distribution on the EM lifetime,

therefore, we only use Black’s equation to estimate the MTTF.

The current density on TSV is calculated from the voltage difference. There-

fore, the voltage analysis is performed first when the resistance network is known.

The voltage analysis contains two steps in the proposed framework: 2D power

grid voltage analysis and 3D power propagation. We modify the node-based

fast algorithm [151] for 2D power grid voltage analysis and voltage propagation

method [157] for 3D TSV voltage analysis.

Different from [157], we place the off-chip power supply on the bottom tier

and use distributed TSV array topology. As a result, given that the center TSV

is directly connected to the supply voltage, the voltage calculation starts from

the top tier and continues until the voltage propagates to the bottom tier. The

initial values contain reference voltages of the peripheral TSVs on the bottom. The

reference voltages are calculated based on the normal distribution with predefined

variation (represented as scale factor) extracted from HSPICE simulations. The

algorithm begins with the node-based fast algorithm [151] for the voltage analysis

of power grid nodes on each tier. Once the voltage on every grid node is available,

the current that goes through a TSV can be calculated by applying Kirchhoff’s

current law
∑

k∈Ni
Gki(Vk − Vi) = Ii, where i, k refer to node IDs, and Ni is the

neighboring nodes of TSVi. Gki is the conductance between node k and TSVi. Vi

stands for the voltage on TSVi, and Ii is the calculated current flowing through

TSVi.

The corresponding voltage calculation process is elaborated in Algorithm ??.

Note that all voltage and current symbols in this algorithm are vectors that store

the corresponding values for each TSV in a TSV array. The initialization voltage

value on the top tier (VN) equals the the reference voltage vector (Vref ) that is
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Algorithm 2 The algorithm outline for TSV array current density calculation
using voltage propagation.

1: set ε� 1;
2: Vref = VDD * Scale Factor;
3: VN = Vref ;
4: while MAX(Vdiff ) > ε do
5: for Tier t = N to 1 do
6: Row based voltage analysis with Vt [151];
7: Calculate I tsvt with Kirchhoff’s current law;
8: Vt−1 = Vt +

∑N
k=tI

tsv
k * Rtsv;

9: end for
10: Vdiff = Vref − V0 ;
11: VN = VN − Vdiff/N ;
12: end while
13: return TSV current vector < I tsvN , I tsvN−1, ..I

tsv
1 >;

calculated in line 2. After initialization, the algorithm enters the iterations for

the voltage and current calculation in a tier-by-tier fashion. In each iteration, the

voltage obtained from the previous iteration is used as the input. The current

in a TSV array are calculated by applying row based voltage analysis [151] and

Kirchhoff’s current law (line 6-7). Afterwards, the TSV voltage of next tier is

calculated with cumulative TSV IR drops from the previous tiers (line 8). Once the

voltage propagation completes, there may have voltage differences (Vdiff ) between

the bottom tier TSV voltage (V0) and reference voltage (line 10). Consequently,

the voltage on the top tier should be tuned accordingly (line 11). As the voltage

of the top tier changes, the voltages on all tiers should be re-evaluated iteratively.

The whole algorithm terminates with a convergence condition when the maximum

voltage difference is beyond a predefined threshold (ε). Tuning the top tier TSV

voltage with Vdiff divided by the tier number (N) can accelerate the algorithm

convergence. Finally, TSV currents in each tier are returned for the EM lifetime

analysis in next stage.

5.2.3 Array EM Lifetime Calculation

In order to explore the longest possible lifetime, we assume that a TSV array

fails if and only if the last via in the array is worn out due to EM
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effect. Due to the current distribution and current correlation between TSVs

in the array, the failure sequence is of great importance to determine the array

EM lifetime. However, the searching space of the failure sequence is too large to

be fully explored. Previous studies have shown that TSV’s EM lifetime follows a

lognormal distribution with the MTTF calculated from Black’s equation [139,147].

Therefore, we apply the lognormal distribution for the calculation of a single TSV’s

EM lifetime and combine it with Monte Carlo approximation to generate the EM

lifetime distribution of a TSV array.

The EM effect is memorizable, which means that the past behavior has impact

on the future performance. Therefore, the stress time translation is necessary to

take the stressed history into account after current redistribution. The following

example can explain the process of stress time translation. If one TSV has operated

under current density of 20mA/µm2 for 2s, the EM stressed time can be translated

into 1.28s with current density of 25mA/µm2 after current redistribution. We

leverage the translation rule
(
Im−1

Im

)2

= tm
tm−1

as proposed in previous work [146],

where I and t denote the current density and stress time; m represents the timing

sequence.

After current densities are generated for the TSV array through the voltage

propagation process, one of possible failure sequences can be determined in the

following procedure. First, we select one TSV in each iteration and make it fail

with weighted probabilities determined by their current densities in the program.

The larger current density one TSV has, the higher probability that it will be

selected. The MTTF of the selected TSV is then calculated and the EM failure

time is obtained following the lognormal distribution. Then, the stressed time

for the remaining TSVs are translated according to the translation rule. The

current density calculation process is applied for the rest TSVs to establish the

new current density map. The iteration continues until the TSV array is failed

due to EM degradation. To this end, one sample of array EM lifetime is successfully

calculated. Monte Carlo estimation with massive samples is used to generate the

MTTF and lifetime distribution for the TSV array.
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5.3 TSV Array EM Lifetime Analysis

This section shows the TSV array EM lifetime analysis results with various design

parameters. We first analyze how the current density distribution affects the es-

timation of EM lifetime, comparing to cases when the current is assumed to be

evenly distributed. Furthermore, the TSV filling material can determine both the

TSV resistance and activation energy in Black’s equation, resulting in different EM

lifetimes. Consequently, we then examine the EM lifetime distribution when we

use different TSV filling materials. We also study the impact of TSV diameters,

TSV counts, and current loads on the EM behavior. In terms of area overhead,

we further consider the TSV count/size tradeoff if total array area is fixed.

For each experiment, we capture massive Monte Carlo samples to calculate the

EM MTTF and generate the EM lifetime distribution. From our experiments,

we find that accurate results can be obtained when the number of samples is

larger than 1000. Therefore in the following analysis, considering the trade-off of

estimation accuracy and computational overhead, 4000 Monte Carlo samples are

generated for each experiment. A two tiers stacking chip is used as the design

target. The TSV diameter is 5µm and the height is 30µm [144]. Since accurate

dynamic current is not available at the early design stage, the current load of each

node in the power grid is assigned assuming an universal activity factor. The total

current load remains constant for all experiments for fair comparison. Experiment

results are normalized to the case with one TSV under the same current load.

5.3.1 TSV Array EM Lifetime

For a single TSV, the EM lifetime follows a lognormal distribution. In our exper-

iment, we apply this distribution for individual TSVs in an array for EM lifetime

estimation of TSV arrays as well. In this experiment, the target P/G TSV array

contains 4×4 TSVs. Figure 5.7 shows the distribution of TSV array EM lifetime

with the proposed analysis framework. From the figure, we can observe that the

TSV array lifetime also follows the lognormal distribution. We also conduct ex-

periments on different TSV counts with the same current load. The comparison

result is shown in Figure 5.8. With more TSVs, the EM lifetime is extended and

the distribution variation is larger since the number of possible failure sequences
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Figure 5.7. 4×4 TSV array lifetime distribution.
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is increased, making it harder to predict the exact EM failure time.

When an even current distribution is assumed on the TSV array, the EM life-

time would be overestimated. The results show that for four TSV array configu-

rations (2×2, 3×3, 4×4, and 5×5), the EM MTTF in uneven current distribution

is only 36.79%, 32.02%, 24.38%, and 18.89% of that in even current distribution

as shown along the arrow in figure, respectively. The percentage goes down with

larger TSV array because the current distribution is more uneven.
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5.3.2 TSV Filling Material

The common filling materials for TSV include copper (Cu), aluminum (Al), and

tungsten (W) [158] with varying resistivity and activation energy. In this section,

we study the impact of TSV filling materials on the EM lifetime. Among these

three materials, copper has the smallest resistivity. Due to different process steps,

tungsten TSVs normally have higher aspect ratio than copper TSVs [159]. There-

fore, we assume the diameter for W TSV is 3µm and the resistance of Al TSV and

W TSV are about 1.68X and 9.26X larger than that of Cu TSV, respectively. We

adopt the activation energy for Cu, Al, and W that are reported as 0.81eV, 0.6eV,

and 1.9eV [139,160]. The current load remains the same for all three materials.

Figure 5.9 shows the EM lifetime distribution of TSV arrays with different

filling materials. The result indicates that copper TSV arrays have the longest

EM lifetime, whereas aluminum and tungsten TSVs have the similar EM behavior.

However, the differences of three EM lifetimes are small. The resistance affects the

current distribution within an array and the current density through each TSV.

Tungsten TSVs have much larger resistance than copper TSVs due to the high

aspect ratio. Therefore, even though tungsten TSVs has large activation energy,

their EM MTTF is still smaller than copper TSVs. Similarly, the resistance of
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aluminum TSVs is larger than copper TSVs while the activation energy is smaller,

which leads to the small EM MTTF. Note that from previous studies, tungsten

TSVs have the worst EM behavior due to the weak atom diffusion path at the

interface [160]. In this work, we focus on the current density analysis of filling

material inside bulk TSV that it is not included in their study.

5.3.3 TSV Number and Size in Array

In the following set of experiments, we examine the EM lifetime sensitivity to

three design parameters: TSV counts, TSV sizes, and current loads. First, we

increase the number of TSVs with the same current load and then increase the

current load to analyze the EM lifetime behavior. In addition, we observe the EM

MTTF change with various TSV diameters under constant current load. Finally,

considering the area overhead, we sustain the total TSV area budget and study

the tradeoff between the TSV count and size.

With fixed current stress, when we increase the number of TSVs in the array,

the EM lifetime can approximately be improved linearly as shown in Figure 5.10.

As expected, when more TSVs are used in the array, the EM MTTF is increased

because smaller current density is assigned to each TSV. However, when the current

load is increased to two or even four times larger, the benefit of adding more TSVs

is reduced. Therefore, in the real design, we should carefully plan the number of

TSV arrays in the whole circuit to guarantee that current load on each TSV array

is not too large that may degrade the circuit performance.

To examine the sensitivity of EM lifetime to the TSV size, we build different

TSV arrays with the diameter varies from 2µm to 10µm. The results of a 2×2

TSV array are shown in Figure 5.11. Once the current load and TSV length are

fixed, the larger TSV diameter results in the significant growth of the EM MTTF

with the growth trend shown in the dot line. Increasing the TSV diameter can help

alleviate the EM degradation because larger TSV diameter can reduce both the

resistance and current density. Nevertheless, it introduces additional area overhead

as the side effect. Moreover, the MTTF grows nearly exponentially with increased

TSV size at the beginning, however, the improvement is smaller with continuously

sizing.
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From the above analysis, the results show that increasing the the number and

size of TSV can both help improve the EM lifetime as expected. The area overhead,

however, prevents the aggressively sizing of TSV arrays. Normally, the overall area

budget for TSVs is determined at the early stage of a design cycle. With the fixed

area budget, we should make the trade-off between the size and number of TSVs

to achieve the desired EM lifetime. The TSV size should be reduced when more

TSVs are inserted. In the experiment, we increase the number of TSVs in the array

from 4 to 25, with predetermined current load and 314µm2 TSV area. Table 5.1
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Table 5.1. EM MTTF with fixed area budget.

TSV count TSV diameter (µm) EM MTTF (a. u.)
2×2 10 221.20
3×3 6.67 374.37
4×4 5 219.93
5×5 4 146.52

shows that as we increase the number of TSVs from 4 to 9, the EM lifetime is

improved at first. The EM lifetime, however, is shortened if we further increase

the number of TSVs to 25. The aggressively decreased TSV size becomes the

dominant factor and suppresses the further lifetime extension. With the given

configuration, the turning point appears when 3×3 TSV array is employed with

TSV diameter equivalent to 6.67µm.

In summary, the effective TSV area can be obtained from increasing the num-

ber of TSVs or TSV diameter. Compared with the methods of increasing TSV

count and TSV diameter, we find that using a large TSV is the more efficient

way to augment the EM lifetime during design time, because the current density

is inversely proportional to the square of TSV diameter when the current load is

fixed. Furthermore, the large TSV can help to reduce the IR drop between tiers

and act as thermal vias for heat dissipation. The experiment results imply that

even though a smaller TSV can alleviate the parasitics, for P/G TSVs, a larger

TSV is preferred considering EM degradation.

5.4 Case Study

In this section, we perform a case study with the extracted power grid resistance

and current load information from the circuit in IBM power grid benchmark [161].

We select four blocks with different power characteristics and duplicate the blocks

to form a two layer stacking. A 5×5 TSV array is inserted for power supply. The

EM lifetimes of the TSV array with both even and uneven current distributions

are evaluated with the proposed analytical framework. The total execution time

is less than 1 minute. The results show that the calculated EM MTTF under

uneven current distribution is only about 39.45% of the MTTF when current is
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evenly distributed. The results indicate that the EM lifetime can be extremely

overestimated if even current distribution is assumed. As the uneven current dis-

tribution is absent in all previous works, the TSV arrays in those works would have

unexpected reliability issues during circuit operation.

Considering the uneven current distribution, we increase the TSV number in

the array to achieve the same MTTF as expectation with even current distribution.

Based on the experiment results, only when we increase the number of TSVs from

25 to 36 (a 6×6 TSV array), the desired MTTF can be reached. The introduced

additional area overhead should be taken into consideration during design time.

5.5 Summary

Electromigration is an important reliability issue in nanoscale VLSI circuit designs.

In this work, we propose an analysis framework for EM lifetime of power supply

TSV arrays, focusing on the impact of current distribution among the array. The

results show that if the current distribution is not evaluated correctly, the estimated

EM lifetime is misleading, resulting in unexpected early failure of TSV arrays. The

sensitivity studies of design parameters are discussed in the paper to show their

impacts on EM lifetime. In general, TSV diameter is considered to be the most

effective design metric to prolong the EM lifetime.



Chapter 6
Crosstalk Minimization in TSV

Arrays

The signal integrity issues in TSVs become the major challenges in 3D designs [142,

162]1. Studies show that the coupling problem is not negligible in TSVs because

of the relatively large diameter, which results in TSV-to-TSV coupling, TSV-to-

device coupling, and TSV landing pad to wire/device coupling. In these coupling

effects, the TSV-to-TSV coupling attracts lots of research interests because of

the relatively large coupling noise and the lack of sufficient mitigation methods.

Elaborated analysis and modeling methods are provided for the TSV-to-TSV cou-

pling [85, 162–164]. They claim that TSV-to-TSV crosstalk problem is an impor-

tant signal reliability issue and should be taken into consideration during design

phase.

Several crosstalk minimization techniques have been proposed in 2D designs,

such as active shielding [165], data coding [166–168], and wire spacing [169]. Other

techniques to migrate the crosstalk delay with negligible area overhead are pro-

posed, such as alleviating the crosstalk effect through transmission cycle tun-

ing [170] by observing that not all the transmissions result in large crosstalk delay.

Nevertheless, these techniques can not be directly applied in 3D designs. The

additional dimension results in significant difference in crosstalk problem analysis

between 2D and 3D designs. In most 2D cases, the coupled wires are usually con-

1This work is published as ”3DLAT: TSV-based 3D ICs crosstalk minimization utilizing less
adjacent transition code” on ASPDAC 2014.
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sidered placed in the same planar and each victim has only at most two aggressors,

however, each victim TSV is surrounded by at most eight aggressors in 3D and

the crosstalk noises come from the coupling capacitance network. Consequently,

the crosstalk analysis and elimination become complex in 3D designs.

In this chapter, we propose a coding mechanism called ω-Less Adjacent Tran-

sition (LAT) to reduce the crosstalk delay and transmission power in a TSV array.

This mechanism encodes the input data to a codeword which contains limited num-

ber of 1s (indicated by ω) in every 3×3 TSV array. In the analysis, we show that

by applying our coding mechanism, the crosstalk delay can be reduced by 38% and

the power consumption overhead is minimized, when we constrain at most four 1s

in each 3×3 array (ω=4). Further delay reduction can be obtained with a smaller

value of ω with the cost of area overhead.

6.1 Preliminaries

In this section, we first introduce the capacitance crosstalk model that is used in

our mechanism. According to the crosstalk model, we classify the crosstalk into

10 classes for the convenience of analysis in the following sections. After that,

the previous studies about crosstalk reduction and elimination in both 2D and 3D

designs are briefly introduced.

6.1.1 Crosstalk in TSV Array

The coupling capacitance network among adjacent TSVs is shown in Figure 6.1.

In this model, the middle TSV i is the victim and proximate eight TSVs are ag-

gressors. Due to the different distance, we use Cd and Cc to represent the coupling

capacitance of diagonal TSVs and vertical/horizontal TSVs, respectively. CL is

the capacitance between TSV and bulk silicon, also known as the self-capacitance.

With the notation above, the approximate signal delay considering the capacitance

crosstalk can be expressed in the following equation [171,172]:

τi(α) = −RCL(1 + λ1(δi,i−3 + δi,i−1 + δi,i+1 + δi,i+3)+
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Figure 6.1. The capacitance crosstalk model in a 3×3 TSV array.

λ2(δi,i−4 + δi,i−2 + δi,i+2 + δi,i+4)) (6.1)

where 

λ1 = Cc

CL

λ2 = Cd

CL

∆Vi = Vi(t
+)− Vi(t−)

δi,k = abs(∆Vi−∆Vk
Vdd

)

In the above equations, Vi(t
+) and Vi(t

−) denote the voltages before and after

the transition. The value of δi,j can only be 0, 1, or 2 to represent the relative signal

transition direction between victim and aggressor. For example, if two signals in

TSV i and k are switching in the opposite directions (i.e. 0→ VDD and VDD → 0),

δi,j equals to 2 because ∆Vi = VDD and ∆Vk = −VDD. If two signals are switching

in the same direction, δi,j takes the value of 0. Note that Equation 6.1 is applied

when a transition happens on victim TSV i, otherwise, there is no signal delay

since signal i stays unchanged. Assuming the ratio between Cd and Cc is 1/4 [173],

the effective crosstalk capacitance Ceff,i on victim TSV i is defined as follows:

Ceff,i = CL(1 + λ1(δi,i−3 + δi,i−1 + δi,i+1 + δi,i+3)+

λ1

4
(δi,i−4 + δi,i−2 + δi,i+2 + δi,i+4)) (6.2)
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Based on the effective coupling capacitance, we classify the crosstalk into 10

categories. In addition to 0C to 8C classes that have been defined in [173], we

take the diagonal TSVs into consideration and extend the crosstalk classes to 9C

and 10C. In brief, the classification can be done in the following steps:

• Initialize crosstalk class to 0C;

• Determine the transition direction of TSV i;

• Determine the accumulated δi,k for each vertical/horizontal TSV according

to the definition and increase the crosstalk class by
∑
δi,kC ;

• Determine the accumulated δi,d for each diagonal TSV, if the value exceeds

0.5, increase the crosstalk class by 1C.

6.1.2 Related Work

Plenty of research have been done to minimize or eliminate the crosstalk delay in

2D design to close the increasing delay gap between interconnect and transistor.

Generally, there are mainly two types of methods to handle the crosstalk problem:

static methods and data coding (CAC) [165–169]. Static methods include data

shielding and wire spacing in design time. The benefit of static methods is that data

input doesn’t need to be changed. However, large overhead is introduced. Coding

schemes try to minimize crosstalk by coding the data input to avoid patterns that

cause large crosstalk delay during data transmission. These methods have been

proposed and their effectiveness is proved in the 2D regime.

Even though the crosstalk handling methods are mature in 2D designs, they

can’t be directly applied on 3D designs. Unlike in the 2D bus, where usually only

two adjacent wires are considered as aggressors, the additional dimension in 3D

interconnect increases the complexity in crosstalk minimization. Shielding and

coding methods have been initially explored, focusing this unique feature of 3D

designs.

The crosstalk problem and influence factors have been examined in 3D de-

signs [85, 164, 174]. These studies prove that by increasing the pitch or inserting

power/ground TSVs between signal TSVs, the crosstalk noise can be significantly

reduced. Nevertheless, this kind of shielding method introduces large area overhead
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and increases the routing complexity during design time. ShieldUS [172] suggests

to use data signals as shields to minimize the crosstalk during data transmission.

This approach remaps the bits that are relatively stable as shields to separate the

more active TSVs. The area overhead is negligible in this method. However, the

worst case delay cannot be guaranteed and dynamic remapping circuitry intro-

duces overhead. 3D Crosstalk avoidance code (CAC) is proposed and analyzed

with different levels of crosstalk minimizations [173]. The benefit of such a coding

scheme is that it can provide the desired level of crosstalk minimization, therefore,

the transmission delay can be guaranteed. The disadvantage is that it requires

significant extra interconnect resources and the crosstalk from diagonal TSVs is

not considered.

In this work, we propose a coding mechanism for 3D ICs, called Less Adjacent

Transmission. In addition to the consideration of diagonal TSV, the proposed

approach can guarantee the crosstalk delay in different levels while reduce the

power consumption overhead in data transmission.

6.2 3D LAT Coding Mechanism

In this section, the Less Adjacent Transition (LAT) coding mechanism is intro-

duced. Since the LAT code is derived from 2D No Adjacent Transition (NAT)

code [166], we briefly review the NAT coding scheme which is used on 2D design

and can reduce the bus crosstalk delay. Through analytical analysis, we show that

the NAT code is impractical to apply in 3D ICs. Then we propose the LAT code for

3D designs which can minimize the crosstalk delay in TSV arrays while maintain

the coding overhead within reasonable range. Considering the non-negligible over-

head, we further propose the overhead optimization schemes. Finally, the heuristic

strategy of encoder and decoder (CODEC) designs are given.

6.2.1 Preliminaries in 2D NAT Code

In the coding scheme, the original input is defined as dataword and the data after

coding is called codeword. The coding scheme is used to design a sequence of code-

word that satisfy several constraints and map each dataword into the corresponding
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codeword. Due to the constraints, usually the codeword width is longer than that

of the dataword, resulting in high coding overhead and potentially larger power

consumption. In order to minimize both crosstalk and power, the NAT coding

scheme is proposed [166]. In addition to the Transition Signaling and the Lim-

ited Weighted Code, NAT coding scheme constrains that no adjacent transition is

allowed.

Transition Signaling defines that the transition takes place only when the input

bit is a 1. For example, if the codeword is 00100, then the middle wire in the bus

changes to its compliment value while others remain unchanged. The encoder and

decoder can be simply constructed with XOR gates. The number of 1’s in the

dataword is called the data weight. Limited Weighted Code is a coding method

that limits the maximum weight in the codeword. Therefore, the number of tran-

sitions is bounded by the maximum weight. Combining these two transmission

techniques, the NAT coding mechanism restricts that no adjacent 1s are allowed

in the codeword, therefore, crosstalk is eliminated because no adjacent transitions

are allowed. Furthermore, power consumption with NAT is reduced because it is

proportional to the maximum weight.

This coding scheme can be easily applied to a 2D bus since in crosstalk anal-

ysis, each wire usually only considers two adjacent wires. However, the adjacency

concept in 3D designs has changed. Therefore, if we still apply the rule that no

adjacent 1s are allowed in the codeword, it would mean that every 1 requires eight

surrounding 0s. In consequence, the codeword overhead is extremely large. A Less

Adjacent Transition (LAT) coding scheme is proposed to handle this unique 3D

crosstalk challenge.

6.2.2 3D ω-LAT Code

The framework overview of signal transmission with LAT code is shown in Fig-

ure 6.2. The data input first goes through the LAT encoder to generate the cor-

responding codeword. Before transmission, the transition signaling encoder which

is constructed with XOR gates is applied. At the receiver side, the decoding steps

(transition signaling decoder and LAT decoder) are performed to generate the final

data output.
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Figure 6.2. Framework overview of signal transmission with LAT coding scheme.

Before introducing the LAT coding scheme, we need to clarify two concepts

that are used in the analysis.

Definition For each single TSV i, all the surrounding eight TSVs, including diag-

onal TSVs and horizontal/vertical TSVs are called i’s adjacent TSVs. The victim

TSV and its eight adjacent TSVs construct a 3×3 TSV array, which is called TSV

subarray throughout this paper.

As illustrated in previous section, it is impossible to have no adjacent transitions

in a 3D TSV array. Therefore, we relax this requirement and propose a ω-LAT

code. ω represents the maximum weight for every TSV subarray, that is, every TSV

and its eight adjacencies. By restricting the maximum weight, we can minimize

the worst case crosstalk delay within each subarray as shown in the following.

Lemma 1. For each ω-LAT code when ω ≤ 5, the crosstalk class of the transmis-

sion will not exceed (ω − 1)*2C.

Proof. From the definition, we can see that crosstalk class is determined from δi,j.

In a TSV subarray, if the transition direction of the middle TSV i is opposite to

the transition of its direct neighbor j, then δi,j equals to 2. Therefore, for a ω-LAT

code, the worst case of crosstalk delay happens when the signal for middle TSV

is 1 and signals for ω − 1 of its horizontal/vertical neighbors are 1s, meanwhile,
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the transition directions of these TSVs are in opposite. In this case, the crosstalk

is maximum and the class is (ω − 1)*2C. Since each subarray follows this rule,

this conclusion can be easily applied to a N×N TSV array which contains multiple

subarrays.

Next, we will introduce how to calculate the code cardinality of a ω-LAT code

that can satisfy the one-to-one mapping between codeword and dataword. Due to

the calculation complexity, we only show the analytical analysis of a 3×N TSV

array. The terms that are used in the following analysis are shown below:

d = dataword bitwidth

N = the number of TSV columns in the codeword, therefore, the codeword

bitwidth is 3 ∗N
αc = the weight of column c, since we only consider 3 rows, αc cannot exceed 3

T (β, c) = the number of codewords (code cardinality) when the TSV array has

c columns and the weight of each subarray is exactly β

Tω(c) = the number of codewords with c TSV columns when the maximum

weight of each subarray is ω

Based on the definitions and known conditions, the code cardinality with max-

imum weight ω can be calculated as follows:

Tω(N) =
∑

∀c,αc+αc+1+αc+2≤ω

N∏
c=0

(
3

αc

)
(6.3)

In this equation, we assume that each column has weight αc, and the weight in

consecutive three columns cannot exceed ω. When N is small, the value of Tω(N)

can be generated with enumeration. However, when size N increases, it is infeasible

to solve this equation within polynomial time. Alternatively, we consider the

feasible lower bound of code cardinality which can be described with the following

equation:

Tω(N) ≥
ω∑

∀c,αc+αc+1+αc+2=0

N∏
c=0

(
3

αc

)
=

ω∑
β=0

T (β,N) (6.4)
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where β is the total weight for any consecutive three columns as defined. The

above equation can calculate the code cardinality’s lower bound because it sacrifices

the coding flexibility.

In Equation 6.4, we constrain that the total weight in any consecutive three

columns (consecutive subarray) are the same to provide the lower bound. The

calculation can be done in inductive procedure. Since each subarray contains the

same weight, the equation αN−3 + αN−2 + αN−1 = αN−2 + αN−1 + αN = β is

held. Therefore, the weight in column N should be the same as in column N − 3,

meaning the weights in every three columns are the same. The following equation

is constructed assuming N is an integer multiple of 3:

T (β,N) =
∑

α1+α2+α3=β

[(
3

α1

)(
3

α2

)(
3

α3

)]N
3

T (β,N + 1) =
∑

α1+α2+α3=β

[(
3

α1

)(
3

α2

)(
3

α3

)]N
3
(

3

α1

)

T (β,N + 2) =
∑

α1+α2+α3=β

[(
3

α1

)(
3

α2

)(
3

α3

)]N
3
(

3

α1

)(
3

α2

)
(6.5)

Note that the previous equations can be used to derive the codeword count

when N ≥ 3. For N smaller than 3, enumeration is applied to get the code

cardinality. Given the value of β, all the possible combinations of α1, α2, and

α3 subjected to α1 + α2 + α3 = β are enumerated and the corresponding code

cardinality is calculated.

In order to satisfy the mapping between dataword and codeword, we should find

the minimal N such that Tω(N) ≥ 2d. Therefore, the overhead can be calculated

from 3∗N−d
d

. The coding overhead with respect to the input data bitwidth is shown

in Figure 6.3.

When the ω is reduced, the overhead increases to achieve lower crosstalk delay.

The upper bounds of ω =2, 3, and 4 are 190%, 100%, and 90%, respectively. The

overhead of ω=2, which means the maximum crosstalk in transmission is 2C, is

significantly larger than the other two cases. When the data bitwidth is smaller

than 15, the overhead grows proportionally with the increased data input. After
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Figure 6.3. The overhead caused by redundant TSVs with different ω. The horizontal
axis is the bitwidth of dataword and the vertical axis is the overhead percentage.

that, it varies within a small range and approaches the asymptotic upper bound.

Note that the calculated cardinality is the lower bound of ω-LAT code, therefore,

the overhead is the upper limit. Even though the overhead in LAT is larger than

3D CAC [173] with 4C and 6C crosstalk reduction, it is significantly smaller when

the crosstalk is aggressively reduced to 2C. Moreover, the estimated overhead in

3D CAC is a lower bound while our overhead is the upper bound.

6.2.3 LAT Code Optimization

In order to reduce the code overhead, the first simple technique we can apply is

bus inverting [175]. A global weight detector is used to determine if the dataword’s

weight exceeds d/2. If the weight is larger than d/2, we change the input data to its

complement. The bus inverting bit is set at the transmitter side which will indicate

the reverse operation at the receiver side. Therefore, the codeword cardinality

only needs to be larger than 2(d−1). The weight detector can be implemented with

hamming distance circuits by comparing the hamming distance between data input

and all 0’s.

The main purpose of LAT coding scheme is to restrict the weight in the TSV

subarray for crosstalk minimization. Therefore, if the dataword doesn’t violate

this restriction, we don’t need to perform the coding. By excluding the qualified

dataword, we can reduce the number of inputs that needs to be encoded, and

further reduce the codeword length and overhead. In this case, a local weight
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Figure 6.4. The overview of signal transmission procedure after overhead optimization.

detector is needed to determine if every TSV subarray has its weight smaller than

ω. If the dataword doesn’t need the encoding, the encoding bit is reset and the

encoder is disabled. The data input is directly sent to the receiver through TSV

arrays. In total, d/3− 2 number of 9-bit weight detectors are required.

The block diagram of the optimized coding mechanism at the transmitter side

is shown in Figure 6.4. In the optimization scheme, two extra bits are needed: a

bus inverting bit and an encoding bit. The receiver side performs decoding and

bus inverting based on these two signal bits accordingly. According to the previous

analysis, the codeword length is decided by finding the minimal N to satisfy the

following condition:

Tω(N) ≥ 2(d−1) − Tω(d/3) (6.6)

Equation 6.4 is used to calculate the lower bound of Tω(N). Table 6.1 show the

coding overhead comparison of LAT code with and without optimization when ω =

4. From the results, for small input size, large overhead saving can be obtained. For

example, if we need to encode a 5-bit data input, after optimization, only 3 TSVs

would be needed. Considering the two added signal bits, there is no overhead.

Nevertheless, as the data input size increases, the overhead saving is reduced. It is

because when the input size increases, the percentage of qualified patterns (ratio
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Table 6.1. Coding overhead comparison results of with and without optimization.

Data Width Optimized Original Reduced Ratio Reduced Overhead

column overhead (%) column overhead (%) (
Tω(d/3)

2d
) (%)

5 1 -40 2 20 25 60
10 3 -10 5 50 25 60
15 8 60 9 80 4.04 20
20 11 65 12 80 0.38 15
25 15 80 15 80 0.02 0

of Tω(d/3) to 2d) is reduced. Meanwhile, in the optimization scheme, the size of

both global and local weight detectors grows linearly with increasing dataword

length. The corresponding power consumption and detection delay increase with

longer input, therefore, the power and delay saving from crosstalk minimization is

sacrifices. The design tradeoff should be carefully considered to obtain the optimal

power and performance.

6.2.4 Heuristic LAT CODEC Design

In LAT design, each subarray should contain weight no more than ω. The codeword

cardinality changes with different ω values, therefore, it is hard to design a universal

encoder and decoder for every possible ω and data bitwidth. The CODEC can be

designed only after the codeword length is determined through data bitwidth and

ω during design time. In general, two levels of comparators are needed in the

encoder. The first level is used to decide the weight in each TSV subarray and the

second level is used to select the combination of α1 to α3. In the following analysis,

we assume ω=4, data bitwidth equals to 16, and a data input value of 1024 as an

example to explain the CODEC design.

Based on the configuration, the required TSV column to encode 16-bit data is

9 and the total codeword bitwidth is 27. The codeword cardinalities with weights

equal to 0, 1, 2, 3, 4 are 1, 81, 2268, 24060, 61398, respectively. Therefore, we

need five comparators on the first level, where each has a value 1, 82, 2350, 26410,

and 87808, respectively. These comparators operate in parallel to reduce timing

overhead. Data 1024 is within the range of 82 to 2350, therefore, the weight in

each subarray should be 2.

The possible number of combinations of α1 to α3 is fixed when the subarray

weight is known. For maximum weight of 4, 12 combinations are generated, there-
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fore in the second level, 12 comparators are needed. For each combination, we can

calculate the codeword cardinality and determine the α1 to α3 combination. For

example, the input 1024 should be encoded with α1 = 1, α2 = 0 and α3 = 1.

Next, we need to decide the row position of 1s. The total weight is 6 from the

value of α. For column containing 1s, we define a coefficient k, and k is 0, 1, or

2 when the 1-valued bit is on row 0, 1, or 2. Therefore, the data value can be

represented in k0 ∗30 +k1 ∗31 + ...+k5 ∗35. In the last step, we calculate the value

of these coefficients and generate the codeword. For example, the coefficients of k0

to k5 for data 1024 are 0, 2, 2, 2, 1, and 0, respectively.

The 16-bit comparator is implemented and synthesized with Nangate 45nm

library using Synopsys Design Compiler. The total area consumed by the two-

level comparators is about 4264µm2 while the signal delay of each level is about

0.86ns. Pipeline design can be used to reduce the timing overhead from CODEC.

At the decoder side, we first use one weight detector to examine the weight of

one TSV subarray. After that, three weight detectors are applied on each column

in the subarray to determine α1 to α3 combination. And based on the row position

of the 1-valued bit, we can get the coefficient and the data input.

6.3 Evaluation

In this section, we perform the evaluation of our proposed ω-LAT coding scheme

and compare our scheme with two 3D crosstalk elimination mechanisms: Shiel-

dUS [172] and 3D CAC code [173]. First, we introduce the power model to analyze

the interconnect power consumption of these three mechanisms. After that, the

crosstalk reduction analysis and effectiveness on real benchmark traces are shown.

6.3.1 Interconnect Power Analysis

Because of the capacitive crosstalk in interconnects, the dynamic power consump-

tion of each TSV Pk mainly comes from two parts: the switching power P s
k caused

by wire transition and the coupling power P c
k caused by inter-wire transition [176].

The total power consumption can be obtained by P =
∑3N

k=1 P
s
k +

∑3N−1
k=1 P c

k . In

order to avoid redundant summation of same item, we consider three adjacencies,
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the south, east and southeast of each TSV in the crosstalk power. Similar to the

analysis in [166], the equation of P s
k is shown as follows:

P s
k =

1

2
CLV

2
DD ∗ Pr(trans) (6.7)

where Pr(trans) represents the probability of transition in TSV k. Due to the

increased number of neighbors, the value of P c
k can be calculated from the following

equation:

P c
k = CcV

2
DD ∗ Pr(Vk(t+) 6= Vk+1(t+)) ∗ Et(k, k + 1)

+ CcV
2
DD ∗ Pr(Vk(t+) 6= Vk+3(t+)) ∗ Et(k, k + 3)

+ CdV
2
DD ∗ Pr(Vk(t+) 6= Vk+4(t+)) ∗ Et(k, k + 4) (6.8)

where k+ 1, k+ 3, and k+ 4 denote the south, east and southeast adjacencies

of TSV k. Pr(Vk(t
+) 6= Vk+1(t+)) represents the probability of different voltage

between TSV k and its neighbor after transition. Etc(k, k + 1) is the expected

number of transitions in (Vk(t
−), Vk+1(t−)) → (Vk(t

+), Vk+1(t+)) when Vk(t
+) 6=

Vk+1(t+).

Compared to uncoded data transmission, the coding scheme changes the proba-

bility of transition and the expected value of transition count between two coupled

TSVs. Table 6.2 shows the parameter values when the input bitwidth is 15 in

uncoded cases, ShieldUS, 3D CAC, and the proposed ω-LAT schemes. Due to

space limitation, the difference between boundary and middle TSVs are not listed.

For fair comparison, we choose ω as 4 and the 3D 6C CAC, which means that the

maximum crosstalk is 6C. Since 3D CAC doesn’t consider the diagonal TSVs, we

hereby assume that the parameters in diagonal TSVs are the same as in direct

neighbors.

For uncoded and ShieldUS, the input data doesn’t have any constraints, there-

fore, Pr(trans) and Pr(Vk(t
+) 6= Vk+1(t+)) are all 1

2
. The transition count between

two TSVs is hard to predict in ShieldUS since it is still highly dependent on the

input data. Nevertheless, the expected transition should be smaller than uncoded

cases due to the shielding effect.

For 6C CAC, we implement and calculate the valid patterns count to code a 16



92

Table 6.2. The power consumption related parameters comparison between uncoded,
ShieldUS, 3D 6C CAC, and 3-LAT schemes.

code Pr(trans) Pr(Vk(t
+) 6= Vk+1(t+)) Etc(k, k + 1)

uncoded 0.5 0.5 1
ShieldUS 0.5 0.5 ≤ 1
6C CAC 0.5 0.367 1
4-LAT 0.4079 0.5 0.8159

bit data. The Pr(Vk(t
+) 6= Vk+1(t+)) is smaller than 0.5 in 6C CAC because this

coding scheme only contains the valid pattern. Valid pattern is determined by the

complemental value count in the four neighbors. For example, the definition of a

valid 2C pattern is that for the central TSV, only one out of four direct neighbors

can has its complement value. Therefore, the probability that two nearby bits have

different values reduces from 1
2

to 1
4
.

In 4-LAT cases, since transition signaling is applied, therefore, transition hap-

pens only when the encoded data is 1. By limiting the weight in each subar-

ray, we can reduce the probability of transition. Pr(trans) can be calculated as∑ω
β=0

β
9
∗ T (β,N)

Tω(N)
. When the value of ω reduces, the transition probability also re-

duces. If other conditions are the same and ω changes from 4 to 3, the probability

of transition reduces from 0.4079 to 0.3251.

Note that bit 1 represents transition in LAT, not the voltage value of the

corresponding wire, while in Equation 6.8, Vk is the voltage value. We assume

in the initial state, Pr(Vk(t
+) 6= Vk+1(t+)) is 1

2
, then after the transition, the

probability of inequality can be calculated considering two cases: the two initial

voltages are the same, and one goes through a transition; the two initial voltages

are different, both go through transitions or remain unchanged. In each case,

Pr(trans) is used for transition probability. Similarly, the parameter Etc(k, k+ 1)

can be expressed as the expected number of 1s in TSV k and k + 1.

When the parameter λ1 is set as 5.54 [172], for single TSV, the power consump-

tion is 8.56CLV
2
DD in uncoded cases and 6.98CLV

2
DD in 4-LAT cases, respectively.

Due to the TSV overhead after coding, the total power consumption of 4-LAT is

slightly larger than uncoded cases, however, the average power consumption for

each TSV is 18.46% smaller than uncoded cases.
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Figure 6.5. The benchmark crosstalk characteristic in 3D cases.

6.3.2 Crosstalk Delay Analysis

In the crosstalk minimization evaluation, we use the extracted data trace from

benchmark SPEC2006 and simulate the transmission time of ShieldUS, 4C CAC,

and 3-LAT. The architecture simulator GEM5 is used for memory data trace ex-

traction. Each benchmark is executed with four cores and the Ruby memory

model is used to connect cores to memory. The 3D crosstalk classification of the

data trace is analyzed with our implemented crosstalk analyzer and the results are

shown in Figure 6.5. Most of the data transmissions fall into the range of 2C to

4C. The data bitwidth is 64 and we divide every 16 bits into one group. Therefore,

for every group, we use 4×4 TSVs in both uncoded and ShieldUS cases, while the

TSV arrangements are 3×9 and 3×10 in 4C CAC and 3-LAT, respectively.

When λ1 is set as 5.54, the transmission delays in 4C CAC and 3-LAT code

are the same as 23.16RCL. For fair comparison, in ShieldUS, we set the delay

time of 4C as one clock cycle and multiple cycle transmission method is used.

The sampling interval for ShieldUS is 100 transmissions. For uncoded cases, the

transmission cycle is determined by the longest crosstalk delay (10C class), which

is 56.4RCL. We also simulate the transmission delay in the ideal case, which

means the clock cycle is flexible and determined only by the crosstalk delay in

each transmission.

Figure 6.6 shows the average benchmark data transmission delay of ShieldUS,

4C CAC/3-LAT, and ideal cases normalized to the uncoded case. Based on the
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benchmark characteristics, the most transmissions are in the range of 2C to 4C,

therefore, the performance of ShieldUS is close to the 4C crosstalk minimization

schemes (4C CAC and 3-LAT). The 4C crosstalk minimization schemes can guar-

antee the transmission time, however, ShieldUS can only reduce the delay when

plenty of data bits are unchanged with no transmission time guaranteed. Moreover,

from the experiment, we find that ShieldUS sometimes increase the transmission

crosstalk.

6.4 Summary

Due to the complexity in 3D capacitive crosstalk minimization, we propose a novel

ω-LAT coding scheme to minimize both the crosstalk and interconnect power con-

sumption overhead in vertical interconnects. Combining transition signaling and

adjacent weight limitation, the LAT coding can reduce the maximum capacitive

crosstalk to 6C, 4C, or 2C when ω is 4, 3, or 2. An optimized mechanism is also

introduced to reduce the codeword overhead. Compared with uncoded cases, our

proposed coding scheme can achieve 38% and 58.9% interconnect delay improve-

ment with ω equal to 4 and 3, respectively. The LAT code can reduce crosstalk to

2C with affordable overhead compared to 3D crosstalk avoidance code.



Chapter 7
Thermo-Mechanical Stresses

Management in 3D ICs

As illustrated in Chapter 1, the increased power density and decreased chip foot-

print induce thermal related issues that have been observed as major barriers in 3D

IC designs [177–179]1. In addition, the Coefficient of Thermal Expansion (CTE)

mismatch and thermal expansion directions can adversely affect TSV performance

or even cause cracks in the entire die, which exacerbates the reliability of 3D ICs.

Due to various design parameters (wirelength, chip area, etc.), only use design

time solution to handle thermal stress is not adequate since the desired circuit

placement may not be achieved. Moreover, the run-time operation influences on-

chip temperature distribution, which cannot be captured during the design-time.

To this end, 3D IC designs should carefully take into account the aforementioned

thermal challenges in both design-time and run-time. Unfortunately, little work

has been done to alleviate the challenge through these two stages. As a result, in

this study we propose a two-stage, design- and run-time solution to this problem.

7.1 Background and Related Work

Stacked chips on 3D architecture increase the packaging density and thermal resis-

tances, which results in higher on-chip temperatures. Extensive research has been

1This work is published as ”Thermomechanical stress-aware management for 3D IC designs”
on DATE 2013.
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done by focusing on the 3D thermal modeling, analysis [180–182], and thermal-

aware design methodology [30,32] to manage the on-chip thermal issues of 3D ICs.

However, the TSV lateral thermal blockage effect and thermomechanical stress

weren’t considered. Moreover, the view of using signal TSVs as thermal vias to

build vertical heat dissipation path, which in turn results in increased thermal load

on TSVs as well as thermomechanical stresses, and thus weakens the reliability. On

the other hand, prior work on analyzing the mechanical stresses in 3D ICs [183,184]

only consider the static stress management by adjusting TSV keep-out zone size,

TSV placement, or TSV structure. Distinguished from previous work, this work

not only accounts for the static (design-time) management of TSV thermal stress

and thermal load but also takes into account the run-time TSV stress analysis and

management.

7.1.1 Analysis of TSV Thermal Stress

In 3D IC fabrication, copper (Cu) is usually used as TSV filling material that has

more than five times larger CTE than silicon. The CTE mismatch between TSV

and silicon substrate in turn introduces mechanical stresses that can lead to high

probability of die cracking and interfacial delamination [185,186].

To minimize the thermomechanical stresses, the placement of TSV farms can

be optimized during design time. Therefore, the corresponding analysis on the

thermal stresses around TSVs is critical to the solution. There have been several

work [158] [187] targeting on the thermal stresses analysis showing that the stress

field in TSVs is uniform and can be represented by radial, circumferential, and

axial stresses. The stresses can be expressed as followings:

σr = σθ =
−E(αtsv − αsi)Ttsv

2− 2υ
, σz = 2σθ (7.1)

where σr, σθ, and σz are radial, circumferential, and axial stresses, respectively.

αtsv is the CTE of TSVs and αsi represents the CTE of silicon. Ttsv is the thermal

load on TSV, E is the Young’s modulus and υ is the Poisson’s ratio2.

From the equation above, the stresses in TSV are proportional to the thermal

load and CTE mismatch. When the material and diameter of TSVs are deter-

2In this formula, the difference of elastic between materials is omitted for simplicity.
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mined, the only variable is Ttsv, the thermal load of TSVs. Therefore, the proposed

design-time thermal management scheme alleviates thermomechanical stresses by

reducing the thermal load on TSVs.

7.1.2 TSV Lateral Thermal Blockage Effect

TSVs thermal load estimation during design-time is usually based on accurate

thermal modeling of TSVs. Both vertical high thermal conductivity and lateral

thermal blockage effect [182] are considered in our TSV model for more accurate

temperature modeling.

TSV lateral thermal blockage effect is found due to the due to the unequal ther-

mal conductivities in vertical and horizontal directions. Specifically, the liner layer

between TSV filling material and silicon substrate has higher thermal resistance.

Therefore, dense TSV farms can improve the thermal dissipation on the vertical

direction, on the other hand, the lateral thermal dissipation path is blocked by

liner layers. To capture both vertical and horizontal thermal characteristics, the

TSV thermal resistance can be modeled as:

Rdir =
hdir

ktsv · Atsv
+

hdir
kSi · ASi

(7.2)

In the equation, dir represents the thermal dissipation direction (i.e., horizontal

or vertical). h is the thickness of the material. k and A denote the thermal

conductivity of the corresponding material per unit volume and the area of the

corresponding material, respectively. When the lateral thermal conductivity of

TSV is considered, ktsv should be combined with TSV filling and liner materials.

7.1.3 3D Thermal Cycling Effect

Thermal cycling effect is another factor that can cause reliability issues of 3D

ICs [188]. Fig. 7.1 shows the generated thermal expansion forces are highlighted

by arrows, which is from the hotter blocks to the cooler blocks. As shown, the

temperature in blocks 2, 4, and 6 are higher than that of blocks 1, 3, and 5.

The corresponding forces labeled 1 and 3 are in the opposite direction with force

2. Forces in opposite directions cause cracks in the stacked chips and make the
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Figure 7.1. Stack level thermal cycling effect in 3D structure. Thermal stresses are
pointing from hot blocks(dark color) to cool blocks(light color). Alternating direction of
stresses (the arrows) easily cause cracking on thinned substrate.

thinned silicon substrate more vulnerable to be damaged. A run-time thermal

cycling management scheme is proposed to eliminate the damaging thermal cycling

pattern by using dynamic power scaling.

7.2 Thermomechanical Stress-Aware 3D Design

Methodology

In this section, we present the detailed explanation of our proposed design-time

thermal stress-aware floorplan technique and run-time thermal management scheme

to achieve mechanical equilibrium thermal cycling pattern.

7.2.1 The Heuristic Floorplan Flow

The purpose of the design-time thermal stress-aware TSV management aims at

reducing the CTE-induced thermomechanical stress. Based on Equation 7.1, the

reduction of thermomechanical stress can be translated into the minimization of

the TSVs thermal load.

Intuitively, placing TSV farms far away from the hot regions can reduce their

thermal load. However, in most cases, the hotspots are the functional units that

are most active and highly utilized, which usually indicates the requirement for

the high connectivity. Timing/performance and other design goals prevent such

thermal placement options. Moving TSV farms away from those hotspots induces

larger wire length and communication delay. As a result, the thermal stress-aware

floorplan is obligatory to sustain the high circuit performance without causing
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severe thermal reliability problems.

In addition to the traditional floorplan solutions that make great efforts on

balancing the area and performance trade-off, the novel floorplan flow also strives

to minimize the thermal-induced stresses at the same time. Circuit description

and average power consumption of each block are given as inputs. The average

power consumption of each block is estimated from the estimated power density

on the chip. The circuit description consists of: 1) block descriptions, including

the block name, area, and allowable aspect ratio (minimum and maximum aspect

ratio during floorplanning); and 2) the connectivity information. TSV farms are

treated as soft blocks in the floorplan with given thermal characteristics described

in Section 7.1.

A simulated annealing based floorplanner is employed in the flow along with

an analytical initial floorplan to speed up the convergence. The circuit is par-

titioned into required tiers by balancing the TSV number and chip area. Then,

the initial floorplan is performed analytically by placing the modules that have

low power density around TSV farm. Afterwards, the TSV and tier temperature

are generated for initial cost calculation. After the initial floorplan, modules are

randomly selected and permuted to obtain a better thermal distribution across the

whole chip. Besides changing module position, the aspect ratio of modules can be

adjusted. For TSV, changing the aspect ratio of TSV farm means adjusting the

arrangement of fixed number TSVs. By adjusting the arrangement of TSVs, the

lateral thermal path is changed for better heat dissipation.

A cost function (Equation 7.3) is developed to evaluate the floorplan from

each simulated annealing iteration, where α, β, γ, and δ are associated weighting

parameters. A is the final chip area, Tavg is the average temperature among blocks,

Ttsv is the estimated average temperature of TSV farms, and W is the wire length

in the design. A simple manhattan-distance based wire length model is used to

estimated the wire length overhead.

Cost = α ∗ A+ β ∗ Tavg + γ ∗ Ttsv + δ ∗W (7.3)

After each iteration, the cost is calculated based on the floorplan thermal profile

to guide the floorplan. The iteration process terminates once the SA convergence
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condition is satisfied or maximum iteration step is reached.

7.2.2 Thermal Cycling-Aware Run-Time Management

Run-time thermal cycling management scheme is devised as the second stage of

our thermal management methodology to achieve 3D architecture mechanical equi-

librium by eliminating mechanical damaging cycling patterns as illustrated in Sec-

tion 7.1.

The run-time management is performed following a bottom-up, layer-by-layer

order for the whole stack. Each tier is partitioned in fine-granularity, and the

temperature of each grid is monitored in runtime. Given the power trace derived

from the supply voltage and activity factor of each block, a dynamic thermal

profile can be obtained from temperature sensors in each sampling cycle. The

proposed dynamic thermal management framework is shown in Figure 7.2. After

the preliminary sampling period, the grid temperature on each tier is available and

the temperature gradients can be captured3.

The first step in the flow controls the temperature gradients of each grid to

eliminate large temperature gradients between adjacent grids. Correspondingly,

mechanical force vectors are generated based on this temperature gradients infor-

mation. On the other hand, predefined thresholds are determined based on the

TSV size, material, and substrate thickness. After the comparison between the

force vectors and the predefined thresholds, if the force vectors are larger than

thresholds, dynamic power scaling techniques, such as DVFS, will be deployed to

control the thermal dissipation of hot grids.

In addition to the temperature gradients, the thermal cycling pattern should be

handled carefully. After the control of temperature gradients, the cycling pattern

is taken into account by comparing the force vectors of neighboring grids in two

adjacent layers. If the thermal cycling pattern is in an alternating way as described

in Figure 7.1, dynamic power management is applied to the high temperature

regions to lower the resulting thermal mechanical stresses and achieve mechanical

equilibrium. The power scaling results in new thermal cycling pattern in the stack,

which produces further adjustment in next sampling interval till the whole stack

3In this work, the temperature differences between grids are used to represent temperature
gradients for simplicity.
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Figure 7.2. Run-time thermal cycling-aware thermal management flow for one sampling
cycle.

reaches the mechanical equilibrium state.

7.3 Experiment Results and Analysis

To evaluate the effect of the proposed thermal management methodology, a typical

3D floorplaner 3DFP [189] that aims at reducing the average on-chip temperature

is employed as our baseline. We successfully implemented the thermal stress-aware

floorplan mechanism in 3DFP. We also extend Hotspot [190] to handle 3D lateral

and vertical thermal dissipation. The 3D Hotspot is used for circuit temperature

evaluation after final floorplan. MCNC benchmarks and a core+memory 3D stack-

ing system are leveraged in the block-level and system-level thermal stress-aware

floorplan. We differentiate the block-level and system-level simulation since they

have distinct thermal characteristics. The temperature gradients at block-level are
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Table 7.1. Thermal parameters that are used in the experiments; sensitivity study is
performed with various TSV lateral thermal conductivity and TSV diameter.

silicon thickness 100 µm
silicon thermal conductivity 120 W/(mK)

silicon heat capacity 1.75 ×106 J/(m3K)
thermal interface material (TIM) thickness 20 µm

TIM thermal conductivity 4 W/(mK)
TIM heat capacity 4 ×106 J/(m3K)

TSV lateral thermal conductivity 10 - 200 W/(mK)
Thermal Vias vertical thermal conductivity 350 W/(mK)

heat sink thermal conductivity 200 W/(mK)
TSV diameter 5 - 10 µm

Young’s modulus 120GPa
Poisson’s ration 0.30

larger and more unpredictable due to the various characteristics of the underlying

circuits, while the temperature distribution at system-level is usually uniform and

predictable because of the relatively regular placement of functional modules.

The thermal parameters that are used in the experiment are listed in Table 7.1.

In additional to the mechanism evaluation, we vary the TSV lateral thermal con-

ductivity and TSV diameter to study the parameter sensitivity. The TSV lateral

thermal conductivity and diameter that we used for block- and system-level study

are 170W/(mK) [191] and 10µm, respectively. For simplicity, the elastic mismatch

between silicon and copper is neglected.

7.3.1 Block-Level Thermomechanical Stress-Aware Floor-

plan

To quantify the TSV thermal load reduction from the stress-aware floorplan, we

conduct experiments on five MCNC benchmarks: ami33, ami49, hp, xerox, apte

and two industry benchmarks, marked as industry1 and industry2. Similar to

the approach in [189], these benchmarks are partitioned into two tiers at block

level for simplicity. Note that higher level of partitioning can be supported with

our framework. The characteristics of benchmarks vary in terms of block numbers,

interconnect complexity and power density. These circuit information is extracted

from the benchmark description files. The average power density for each circuit is

within the rage of 0.5-2.4 W/mm2. TSV farms are created based on the partition-

ing and interconnects information. During the simulation, all modules including
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Table 7.2. Design time thermomechanical stress-aware floorplan results with average
and peak on-chip temperature and thermal stresses reduction

Circuit Baseline Proposed Stress Reduction
avg T (K) peak T (K) TSV T (K) avg T (K) peak T (K) TSV T (K) (MPa)

ami33 349.2 389.2 357 346.4 376.4 346.4 25.44
ami49 329.45 374.12 317.48 329.83 355.2 314.25 7.752
apte 330.228 425.65 318.98 331.043 436 316.21 6.648
hp 325.74 351.5 337.67 325.56 362.4 313.35 58.37

xerox 321.97 339.21 320.7 321.93 339.03 313.94 16.224
industry1 314.8 317.7 313.4 312.4 315.2 312.5 2.16
industry2 313.31 319.14 307.19 310.2 318.1 306.38 1.944

Table 7.3. The normalized area/wire length and execution time comparison

Circuit normalized area normalized wire length Run Time (s) (proposed/baseline)
ami33 1.047 0.914 16.69/43.89
ami49 0.98 1.007 201.79/198.56
apte 1.01 1.12 2.93/3.22
hp 1.02 1.28 5.58/11.5

xerox 0.996 0.926 6.81/22.34
industry1 1.128 0.866 702.2/1837
industry2 1.342 0.604 806.99/2968.18

TSV farms are treated as soft blocks with flexible aspect ratio. In addition, the

weighting parameters for the average on-chip temperature and TSVs thermal load

are the same in the cost function.

The experiment results are shown in Table 7.2. As shown in the table, the

peak and average TSV temperature reduction are 28.29K and 7.63K, respectively.

The peak temperatures have been reduced for most benchmarks (except apte and

hp) after considering the TSV lateral thermal conduction. The TSV axial thermal

stress reductions are listed in the last column, where the average thermal axial

stress reduction is 16.934MPa. Table 7.3 reports the area and wirelength that are

normalized to the baseline and the comparison of execution time between proposed

scheme and thermal-aware scheme. The chip area for two circuits (ami49 and xe-

rox ) are slightly reduced due to the re-shape of modules. The wirelengths are in-

creased in benchmarks ami49, apte, and hp while decreased slightly in benchmarks

ami33, xerox, and industry1. However, for benchmark industry2, the wirelength is

dramatically reduced after TSV thermal aware floorplan.
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Figure 7.3. Floorplan of the core-layer before and after optimization. (a) TSV bus is
placed horizontally in the floorplan for wire length and area driven floorplan; (b) TSV
bus is placed vertically after thermomechanical stress aware floorplan.

7.3.2 System-Level Thermomechanical Stress-Aware Floor-

plan

In addition to the block-level simulation, we also applied the thermal management

flow into a TSV-based 3D design for the system-level analysis. Different from block-

level partitioning, the whole system has even higher connectivity requirement,

indicating larger TSV occupancy in the floorplan. The 3D design stacks two tiers

that have same size in a fashion of face-to-back bonding. The bottom layer mimics

a multi-core processor, where four SPARC-like cores with private L2 cache are

deployed. The top layer is assumed as a stacked memory chip that is divided

into four blocks as the last level cache. TSV buses are integrated as inter-layer

connection.

In the baseline, wire length and average temperature are the major metrics to

guide the designs. In this way, TSV buses are placed in the middle of the chip to

reduce routing length. Figure 7.3(a) illustrates the related baseline floorplan. The

corresponding zoom-in temperature map is shown in Figure 7.4(a). It is obvious

that TSV bus has high thermal load since it is surrounded around local hotspots.

Due to the lateral thermal blockage effect of TSV bus [182], the heat dissipation

path of local hotspots is blocked by TSVs, resulting in elevated temperature and

steep temperature gradient.

In order to reduce the thermal load and thermal stresses of the TSV bus,

the proposed thermal stresses management flow gives another solution after TSVs

floorplan optimization as shown in Figure 7.3(b). The corresponding temperature



105

T
S
V

CORE4

CORE2

TSV

CORE4

CORE2

393.18

383.04

372.91

362.78

393.75

383.45

373.16

362.87

Figure 7.4. Zoomed in TSV thermal stress-aware floorplan on core-layer. (a) TSV
bus is placed horizontally between execution units of two cores, resulting in higher TSV
temperature; (b) TSV bus is placed vertically to for reduced thermal load.

map is shown in Figure 7.4(b). By placing the TSV bus away from local hotspots,

the overall temperature on TSV bus is decreased. In general, the stress-aware floor-

plan can decreases the average temperature on TSV bus by 6.53K with 16.46MPa

axial thermal stress reduction. The peak temperature of each core slightly in-

creases about 4.38K because moving TSV bus away results in direct contact of

local hotspots. The average temperature for upper layer memory is 369.54K. The

relatively lower temperature on the top layer is beneficial from lower power density

and uniform power distribution.

7.3.3 System-Level Run-time Thermal Management Scheme

The run-time thermal management scheme is examined on the optimized 3D chip

in last section. In spite its time-consuming temperature evaluation of HotSpot, we

leverage accurate thermal information provided by HotSpot in grid granularity for

sensor simulation. Furthermore, the transient power trace of each block as well as

the activity factor are also included to help evaluate run-time on-chip temperature.

As shown in Figure 7.5, the transient irregular temperature distribution on the

memory layer can cause inverted thermal cycling pattern. Before power scaling,

the inverted thermal cycling pattern may occur between the cooler region of lower

core layer and the hotter region of upper memory layer. In order to have a better

understanding of this thermal cycling effect, each memory block is further parti-

tioned into three regions. The region in the memory (shown in Figure 7.5) causes

the mechanical damaging thermal cycling pattern. After the power scaling on the

corresponding memory region, the temperature of this region is decreased and the
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Figure 7.5. Zoomed in memory layer run-time thermal management results. The
zoomed region causes inverting thermal cycling pattern between two layer. (a) The
thermal map before power scaling; (b) thermal map after power scaling on interested
region.

mechanical damaging thermal cycling pattern is eliminated. The average temper-

ature on memory chip is reduced by 1.5K after the power scaling, resulting smaller

temperature gradients between two layers. In this case study, the power scaling is

performed by reducing the frequency from 1333MHz to 1066MHz on memory layer.

The performance degradation is highly related to the application characteristics,

on average, the performance degrades less than 5% after frequency scaling [192].

7.3.4 Sensitivity Study on TSV Thermal Conductivity and

Diameter

With technology scaling, smaller TSVs and advanced materials are applied, there-

fore, the effect on various thermal conductivity should be studied. In this experi-

ment set, we take benchmark hp as an example and show the variation of average

on-chip temperature and TSV farm temperature. The TSV diameter is first fixed

as 10µm and the thermal conductivity increases with the step of 20W/(mK).

Then we fix the TSV lateral thermal conductivity as 170W/(mK) and increase

the TSV diameter from 5µm to 10µm with incremental step as 1µm. For each dif-

ferent setting, we first perform the TSV stress aware floorplan and then calculate

the corresponding TSV temperature and average on-chip temperature. Figure 7.6

and 7.7 shows the temperature results of different TSV thermal conductivity and

diameter settings.

From Figure 7.6, we can see that with the increased TSV thermal conductivity,
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Figure 7.6. Temperatures with different TSV thermal conductivity settings.
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Figure 7.7. Temperature results with different TSV diameters.

the TSV temperature is actually increased. This result is counter-intuitive, how-

ever, it is reasonable since the TSV liner layer acts as a thermal shield between

TSV and other modules. Once the thermal conductivity is increased, the TSV

temperature is more susceptible to nearby modules. Nevertheless, the average on-

chip temperature has negligible increment which is results from TSV temperature

increases and nearby module temperature reductions (the lateral blockage effect is

reduced with larger thermal conductivity).

Changing the TSV diameter results in smaller TSV farm area and larger TSV

power consumption. Therefore, the power density is increased when we use smaller

TSVs. In Figure 7.7, the results show that when we increase TSV diameter from

1µm to 5µm, the temperature reduces from 329K to 313K. However, the temper-

ature is not linearly reduced, when the TSV diameter is 3µm, the temperature

is larger than 2µm TSV because the power density is not linearly reduced. The
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Figure 7.8. Thermal maps of benchmark hp without thermal vias.

average on-chip temperature is also reduced but with smaller range.

7.3.5 Impacts of Thermal Through-Silicon Vias

In order to handle the elevated temperature in 3D integrations, thermal vias are

usually inserted to help building efficient vertical thermal dissipation path. Ther-

mal vias are the vertical metal connections that only serve as heat removal without

transmitting any signals [193]. To illustrate the effect of thermal vias and the im-

pact of thermal via insertion on the floorplan, we use benchmark hp as an example.

The TSV size is 5 µm and the lateral thermal conductivity is set as 170 W/(mK).

Other experiment configurations are consistent with values in Table 7.1. Since

there is no signal transmission in thermal vias, we set the power consumption of

thermal via as 0. For both scenarios with and without thermal vias, we perform

the thermal stress-aware floorplan first and then the temperature estimation on

each dedicated floorplan. The generated thermal maps are shown in Figure 7.8

and 7.9.

We can see from Figure 7.8, the component cmp2 is the local hotspot due

to the relatively larger power density. By placing the TSV between two cooler

components, namely ops and cntu, the temperature on TSV farm can be lower

than 320K. After inserting thermal vias, the peak temperature on chip drops from

364.67K to 359.06K as shown in Figure 7.9. By trying to reduce the average on

chip temperature, the thermal vias are inserted near the hotspot cmp2. However,

even though the TSV farm is moved away from the hotspot to reduce the TSV

temperature, its position is constrained by the area and wire length. Therefore, in
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Figure 7.9. Thermal maps of benchmark hp with thermal vias.

Figure 7.10. Thermal maps of benchmark hp when reducing the weight of wire length
without thermal vias.

the next experiment, we decrease the weight of wire length by half and increase the

weight of TSV temperature twice in the cost function during SA floorplanning. The

thermal maps of designs with and without thermal vias are shown in Figure 7.10

and 7.11.

In the floorplan without thermal vias (Figure 7.10), the TSV farm moves far

away from cmp2 when the requirement on wire length is relax. The temperature

on TSV farm reduce to less than 312K. Moreover, the peak temperature is also

reduced by 3.54K because the lateral thermal blockage effect of TSV farm has

less impact on the hotspot. When adding thermal vias, the peak temperature

reduces to 356.53K. However, counterintuitively, thermal vias are not put directly

near hotspot. This is because thermal vias only provide efficient vertical thermal

dissipation; however, for horizontal direction, the dielectric layer still causes the

lateral thermal blockage. Therefore, if thermal vias are near the hotspot on the
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Figure 7.11. Thermal maps of benchmark hp when reducing the weight of wire length
with thermal vias.

same tier, the temperature may be worse. Thermal vias can effectively help solving

the thermal issue by making them close to the hotspot on different layers in the

vertical direction.

7.4 Summary

This chapter presents a two-stage thermal management technique on design-time

and run-time to alleviate the thermal challenges on 3D architectures. The design-

time TSV thermal stress-aware floorplan technique aims at reducing the TSV ther-

mal load during floorplan in design time. In the run time, thermal gradients and

thermal cycling pattern induced mechanical reliability challenges are considered.

Controlling the temperature gradients and eliminating damaging thermal cycling

patterns can reduce the risk of cracking on the thinned silicon substrate. The re-

sults show that design-time floorplan can effectively reduce TSV thermal load for

thermomechanical stresses minimization. The axial thermal stress reductions on

average are 166.934MPa and 16.46MPa in block-level and system-level case stud-

ies, respectively. The temperatures with different thermal conductivities and TSV

diameter are studied. In addition to signal TSVs, we also consider the floorplan

with thermal vias. Experiment results illustrate that after run-time management,

the core to memory stacking can achieve mechanical equilibrium on thermal cycling

through dynamic power scaling with slightly performance overhead.



Chapter 8
Conclusion and Future Work

The increasing delay gap between transistors and interconnects makes the emerging

3D ICs appealing. With various benefits that are provided by 3D ICs, industries

and academia are shifting design efforts from conventional 2D designs to 3D in-

tegrations. Several commercial demos and specifications (Xilinx FPGAs, HMCs,

and HBMs) have proved the success of 3D designs. However, several challenges

hinder the prevalent industrial adoption, and among these challenges, system cost

and chip reliability are two primary concerns. This dissertation presents six studies

managing the cost and reliability problems.

The first part of this dissertation introduces three cost-aware design method-

ologies. First, we observe that testing cost is one of the prominent factor in the

system cost. Moreover, the difficulty in 3D testings prolongs the time-to-market,

implicating higher hidden cost. There are several components in 3D testings: pre-

bond tests, intermediate stacking tests, pre-package tests, and post-package tests.

In general, the pre-bond and intermediate tests are used to improve the stacking

yield for cost reduction. Nevertheless, if the chip yield is sufficient high, then these

two tests can be eliminated to avoid extra testing cost and time. In this work,

we build a cost analysis framework and explore the possibility of test elimination.

One of benefits in 3D ICs is the potential of metal layer reduction. As shown in

the second study, the mask cost is continuously increasing, especially, as the design

becomes more and more complex, the requirement for metal layers is growing. In

this study, the cost implication of explicit metal layer reduction is analyzed, that

is, sacrificing the chip area for accommodating the routing with less metal layers.
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Different from the second work that focusing on the chip level interconnects, the

third work emphasizes the connections between routers. As higher bandwidth can

be provided at the cost of larger number of TSVs (higher area and cost overhead),

the third study explores the possibility of reusing those allocated but not utilized

redundant TSVs. The study shows that performance improvement can be obtained

with negligible overhead.

The second half of this dissertation presents three studies on 3D chip reliabil-

ity problems. The first work examines the TSV lifetime under the influence of

electromigration, especially the power network TSVs. The study reveals that the

current distribution and correlation in TSV arrays have great impact on the final

lifetime estimation. Without considering these factors in lifetime analysis may re-

sult in unexpected early chip failure. Next, due to the relatively large TSV size and

the shorter distance between TSVs, the capacitive coupling between TSVs affects

the signal integrity by introducing cross talk effects. The second study presents

a coding method to alleviate the cross talk inferences with affordable power and

area overhead. The third work considers the reliability problem induced from

thermo-mechanical stresses. The TSV fabrication steps introduce thermal me-

chanical stresses which degrades the device performance and endangers the chip

mechanical stability. Thus a two stage management scheme is proposed to tackle

the stresses in both design-time and run-time.

Even though the studies developed in this dissertation solve the cost and reli-

ability problems from various aspects, it is neither optimal nor complete. Several

work can be done to further extent the cost saving designs. The test elimination

work can be completed through gathering the practical manufacturing data from

industry and differentiate different testing strategies. In the metal layer reduction

study, the detailed interconnect modeling is not considered. For example, the dif-

ferent electrical characteristics and aspect ratio of local, semi-global, and global

interconnects should be modeled and the corresponding optimal and maximum

wirelength can be calculated to estimate the optimal number of metal layers. Al-

ternatively, by applying explicit metal layer reduction, the performance impact can

be another attractive topic. Increasing the chip area to accommodate more wires

per tier can reduce the required number of metal layers, however, the underlying

circuit placement should be updated to guarantee the timing constraints. More-
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over, the increased routing area given that the elimination of long global wires

reduces the number of repeaters also implies more routing resource per layers. A

detailed TSV failure modeling can capture the performance improvement of the

proposed reconfigurable 3D NoC more precisely, such as TSV failure model with

transmission loads or manufacturing limitations.

More research topics are remained to be explored in the 3D integration era, es-

pecially when the transistor scales deep into the sub-micron region. At the system

design level, heterogeneous stacking can be a potential design option for both better

performance and low cost. There are two approaches for heterogeneous integra-

tion: integration of different functionalities or integration of different technology

generations. The first kind of integrations include mixed-signal circuit designs,

CPU and GPU or accelerators co-processors, CMOS compatible and incompatible

devices integrations. The second kind of heterogeneous stacking enables utilizing

devices with different technology nodes. The devices in the advanced technology

generation have higher switching speed and more compact size. However, the

leakage power becomes dominant. Therefore, we can build the latency sensitive

circuits with advanced technology while the power sensitive components with low

cost mature technologies. The impact of heterogeneous stacking leveraging 3D

integrations on cost and performance is left to be explored. In addition to the

cost, numerous reliability related topics are remained as future work, such as the

reliable clock tree and power network design. For example, the clock tree design

should be robust and skew balanced even under sporadical TSV failures. Since

TSV redundancy is the prevalent strategy towards TSV failures, the clock signal

shifting from one TSV to its redundant may cause the clock skew and slew prob-

lems. Therefore, at the design time, the suitable alternative clock path should be

considered in advance. In addition to the clock network, the power network design

should consider reducing the IR droop and avoiding the temperature influences

from self heating. As the number of layers in 3D stacking grows, the power deliv-

ery becomes more challenging as the distance between power source and top-most

die is increased. Under such circumstance, the allocation and placement of power

TSVs are critical, especially for power-hungry circuits.
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