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Abstract

This dissertation presents applications of mathematical control theory to better under-
stand and prevent infectious disease transmission in epidemiology. Control of structured
epidemic models with age heterogeneity and spatial heterogeneity are formulated and an-
alyzed separately. Age structured model is crucial for disease transmission such as HIV.
We introduce continuous age structure in both course of infection of individuals and the
transmission rate in the population. Not only we analyzed the disease transmission under
such detailed age-structured model, we further applied game theory to identify the ratio-
nal behavior accordingly. Notice that disease often spread into population form a disease
reservoir nearby, we also researched a simplified spatial model in one dimension regarding
how to control disease from spreading into nearby community. In both age and spatially
structured model, we provide mathematical analysis of the existence and derived necessary
conditions of the possible optimal strategy. Numerical simulations are also included to show
ways to calculate the optimal strategy. In order to fundamentally prevent the disease spread
from disease reservoir to the community nearby, we further investigate the controllability
problems of the disease reservoir in two dimension, including the confinment and steering
problems. The asymptotic shape of the reachable set are also analyzed.
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Chapter 1

Introduction

Infectious disease are dangerous. We need to understand how to protect ourselves from
them. Epidemiology is about the studies of the origin, patterns, and effects of health and
disease condition in a target population. It has long been studied as an important public
health topic for modern society. John Snow is famous for his 19th century cholera epidemics
outbreak investigations and is known as the father of (modern) epidemiology, see [91, 38].
His identification of the Broad Street pump as the cause of the Soho epidemic by marking
data of the infected people on a map and further noticing the significantly higher death
rates in two areas supplied by Southward Company. Snow later used chlorine in order
to clean the water and remove the handle of the pump. These ended the outbreak. Such
historical event in the history of public health shows a vivid picture of the modern science of
epidemiology. This type of population-based health management has been further studied
since, from investigating the transmission within the identified population and locating the
origin of outbreak to further implement and evaluate interventions that are designed to
improve the health of that population, see [62, 61, 44].

People have been studying disease transmission dynamic at population scale (considered
as continuum, see [62]) by mathematical modeling using differential equations. Theoretical
paper by Kermack and McKendrinck about infectious disease models, has developed early
theory in mathematical epidemiology models, see [19, 58]. Since then mathematical models
have been increasingly used to elucidate the transmission of diseases, usually based on
compartment models, see [14], are crucial in gaining important knowledge of the underlying
aspects of the infectious diseases the spread and to evaluate the potential impact of control
programs in reducing the risk of infection. More structured models can deal explicitly
with time and heterogeneity like age and space. Models can further include infectious
disease management component, which can be specified by certain parameters. Such models
can be used to predict the impacts of various interventions like vaccination and education
[81, 39, 12].

Due to resource limitation and the constraints of daily life, infectious disease man-
agement requires making trade-offs between expensive control measures and the costs of
infection. It’s often come into a form of optimization problem balancing the again of
staying health by investment in disease control measures and the cost of infection. In-
tervention strategies can be modeled with the goal of understanding how they will influence



the diseases battle. Education, vaccination campaigns, preventive drugs administration
and surveillance programs are all examples of prevention methods for disease prevention.
As financial resources are limited, it is nature to seek insight into optimal control under
constraints imposed by limited resources. Finding the optimal strategy depends on the
balance of economic and epidemiological parameters that reflect the nature of the disease
transmission system and the efficiency of the control method.

Simple optimization methods have been used to study many epidemiology questions, see
[43, 30]. But some questions require more sophisticated approaches. In particular, questions
that include some format of explicit time, age, or space dependence in the management
strategy may require some form of dynamic programing and optimal control.

Optimal control is a process of verify controllability, determining control and the corre-
sponding state trajectory for a dynamical system over a period of time in order to minimize
a performance index [60]. Historically, it is an extension of the calculus of variations.
The generalization of the calculus of variation to optimal control was strongly motivated
by military applications such as missile control since 1950s. There are in general two di-
verse approach to optimal control problem. The Pontryagin Maximum Principle and the
Hamilton-Jacobi-Bellman with dynamical programming. The former principle has provided
research with suitable conditions for optimization problem with constraints presented as so-
lution of differential equations, which will be the prospect we will take on here. Along with
the rapid development of computer science and computational science, applications of the
optimal control theory to various complex problem can be tackled. Selected examples are, in
physical systems as optimal guidance of rockets, in aerospace as satellite launchers, in eco-
nomics and management as energy distribution policies, as well as in biology and medicine
as oncology, radiotherapy, etc. Applications in management of infectious disease have yet
not been spotted much, see [7]. However, structured epidemic models with control measure
with continuous dependence on age and space seem to be a nature fit for applying optimal
control.

The useful containment of diseases depends on both the capacity to recognize its trans-
mission characteristics and the efficiency to apply optimal medical and logistic policies.
Here we want to investigate structured epidemic model with age and spatial heterogeneity,
which can better disclose the detailed structure of disease transmission. Although there
has been research papers with such heterogeneous structure, but problem as how to impose
efficient control accordingly has rarely been studied.

The main goal of this dissertation is to demonstrate with some sample situations that
how optimal control theory can be applied to resolve problems from epidemiology for disease
management. The second chapter of the dissertation is to formulate structured epidemi-
ological models, giving a special importance to HIV disease as a special example of the
age heterogeneity. We formulate the disease management question for each individual as
an optimal control problem requiring the maximization/minimization of some objective
function that depends on the infected individuals and control costs, given some initial con-
ditions. Due to the feedback of the control and the disease prevalence in the population,
we eventually applied game theory to answer such management question.

Further, notice that lots of disease came from disease reservoir, see [95, 94], we ask
whether it would be possible to prevent disease from spreading out of the disease reservoir



at the first place. This lead to propose a spatial structured disease transmission model
in simply one dimensional space to incorporate the disease reservoir effect. After basic
analysis of such disease spreading dynamic, we propose possible control measures to assess
and forecast the disease burden. We proved the existence of optimal control and provided
numerical simulations.

At last, motivated by the control of disease transmission in moving troops [90], we will
build a more realistic model of disease reservoir in two dimension and study the control-
lability. This lead to necessary studies of nature question such as confinement or steering
problem in two dimension, and possible asymptotic shape of the configuration.



Chapter 2

Rational behavior in a
continuously-age-structured
epidemic game

In this chapter, we investigate rational age-dependent behaviors that reduce exposure rates
in epidemiological games with steady-state infectious disease transmission. A generalized
Kermack—Mckendric model is formulated with continuous age structures for both age since
date-of-birth and age since date-of-infection. Necessary conditions are derived for the best
response of individuals to the risk of infection, and a numerical scheme is proposed to
calculate the game equilibrium provided population-scale dynamics reach a steady-state.
The existence, uniqueness, and stability analysis of the population-scale dynamics are also
investigated. We apply our model to the issue of HIV transmission in MSM or IDU commu-
nities and find that when life is valued equally each day, equilibrium investments in social
distancing are strongly correlated to the ages of greatest risk. However, if life is valued by
reproductive success, it is by all means always important to invest in early age after be-
come active in the disease contact network by reducing partner switches often. Our results
provide insight into epidemic games that each individual is forced to engage in, especially
the rational behavior which could be advised to the public. On the other hand, our work
also lends a sample method which can be adapted to better understand ways to potentially
spread a product or idea throughout the population.

2.1 Background

Epidemics of infectious diseases like flu, smallpox, cholera, HIV, malaria, and measles,
have been major health issues around the world [4]. Since the 1960’s, we have managed
many infectious diseases with sanitation, hygiene, vaccination, and antibiotics. But some
infectious diseases like HIV and malaria continue to reduce global health, in part because of
poor treatment options and the absence of effective vaccines [89]. This leaves behavior-based
interventions as primary tool for managing risk.

Although it seems natural for an individual to formulate such best behavior choice



as an optimization problem balancing benefits and costs to cope with epidemic [78]. An
individual’s risk of infection depends on the prevalence of disease in a community, which
depends on the behavior choices of all people in that community. Thus, there is a feedback
loop between behavior of the population and disease prevalence. People have proposed the
use of games in epidemiology to model such feedbacks under a variety of epidemiological
assumptions [25, 28, 78, 82, 84].

However, none of the previous epidemic game models is suitable for disease like HIV to
capture the long term effect of age-dependency. For one, HIV has long term infection and
the heath condition of people changes naturally with aging process. Also, the behavior of
people involved changes with their age. While, the ability of each infected individual to
transmit the disease also varites according to their stage of infection. Hence, among various
heterogeneous structures, the transmission of HIV has unneglitable great dependents on
age-structure.

Previous research has intensively studied on age-structured models for disease trans-
mission dynamics. Some divid the population into discrete age groups [14]. Others like
[52, 53] incorporated age as a continuous variable. But few studies have been conducted
for age-structured epidemic games. [40] studied discrete compartments for young and old
people without aging. Reluga in [84] and [82] described models with aging between discrete
and continuous age groups.

Here, we propose our game as a population game with continuous age structure. Our
susceptible-infected (SI) disease-transmission model has the population-scale dynamics gov-
erned by generalizing the Kermack-McKendric equations [56]. In addition to age-since-
birth, we also consider age-since-infection to represent the infectivity change over the course
of longterm infection. Lastly, we incorporate a general form of transmission rate among peo-
ple to reflect various contact pattern in communities and individuals’ age-dependent activity
level. Within this population game, we attempt to identify the rational behavior that corre-
spond to Nash equilibria, where every individual is playing their best strategy, conditional
on the average behavior of other individuals. Although, this modified model could allow
us to study strategy set with continuously-age-dependency, this is not a differential-game,
as all the analysis is undertaken at certain steady-state of the disease-transmission system.
This type of epidemic game with multiple continuously-age-dependency is not only relevant
for HIV, but also of importance for other disease whos transmission is sensitive respect
stage of infection.

The paper is organized as follows. In section 2, we propose our model game of invest-
ment choice to achieve behavioral changes and epidemiological dynamics, definitions of best
response and game equilibrium condition. The corresponding necessary conditions for best
response as well as game equilibrium are also derived. A numerical scheme for calculating
Nash equilibria is designed for this type of epidemic game in section 3. Section 4 presents
and analyzes various type of results from implementation for different cases of transmission.

2.2 The mathematical model

We begin by building an age-structured model of infectious disease transmission where
infected individuals remain infected for the duration of their lives. The population-scale,



dynamics are governed by a pair of coupled McKendrick—Von Foerster equations, see [58].
Let S(a,t) be the age-density of age-a susceptible people at time ¢. We make the simple
assumption that births introduce susceptible individuals into the population at a constant
rate r. Individuals then age at a constant rate. We also assume mortality rates in the
population are age-dependent but density-independent, being specified by p(a). To avoid
complications associated with infinite-horizons, we assume there exists a maximum age amax
such that p(a) = oo for all a > apax.

Susceptible individuals may be infected when exposed to other infected individuals. The
rates of infection can depend on the contact pattern and the ages of the infected individuals
involved, as well as their stage of the infection at the time of exposure. Let I(a,t,z) be
the age-density of age-a infected people who has been infected for time z at time t. Where
necessary, we will refer to a as the “age-since-birth” and z as the “age-since-infection”.
The mortality rate among infected people is independent of density, but depends on both
the age-since-birth and the age-since-infection, as y(a, z). We constrain the background
mortality rate p(a) and mortality rate of infected people v(a, z) such that both are positive
and strictly increasing for sufficiently large a, where p(a) < v(a,0) < v(a,z) for all a > 0
and z > 0. The disease transmission rate 3(a,ay, z) represents the transmission rate from
infected people at age a;y with age-since-infection z to susceptible people at age a. The
infection pressure A(a, t) is, by definition, the probability per unit of time that an susceptible
at age a gets infected, which we will assume to be a linear function of the age-density of
infections I(a,t, z). We then have the disease dynamic as

os oaS
E + % - —M(CL)S - )‘(aat)sa S(Oat) =T, (2213)
or oI 01
a + % + % - _7<a7 Z)I, I<a7t70) - )\(a,t)S(a,t) ’ (221b)
Amax ar
Aa, t) :/ / Bla,ar,z)I(ay,t,z)dzda;. (2.2.1¢)
0 0

This model is a generalization the theory originally formalized by Kermack and Mck-
endric [56, 57]. It is very similar to the model of Inaba in [53], except that our model uses
bilinear incidence instead of standard incidence. This is also a generalization with more
detailed age-structure of the disease dynamic model studied in [82]. System 2.2.1 can be
used to study the dynamics of several infectious diseases including HIV and syphilis. Al-
though no sex structure has be builded in this model, it is still suitable for the MSM or IV
drug use communities. In many public health cases where 2.2.1 maybe applied, behavior
choice is an important aspect of disease control. Changes in behavior can affect disease
transmission dynamics in different ways, such as altering individuals’ resistance to infection
[12, 80, 88], the progression of disease [45], and the contact network governing the spread
of disease [39, 45, 96]. Such behavioral changes, if adopted by a large population, might
further feed back on the infection and recover rates of the disease in a community [43],
which also impacts disease prevalence. On the other hand, changes in behavior often come
at a price. The behaviors that put people at risk (sex and drug use) have a high personal
value to the participating individuals [11]. In such cases, people’s choices trade off the value
of the risky activity against future costs of the activity [32, 39]. Hence, people’s choices of
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behavior can be interpreted as balancing the risk of illness against the costs of prevention.

Suppose cg(a) represents an individual’s investment strategy in order to gain the de-
sired behavior changes at age a (utility per unit time). Correspondingly, the aggregated
investment strategy of the population at age a is described by ¢g(a). To measure the ef-
fectiveness of behavior against risk of infection at age a, we introduce the relative exposure
rates o(a,cg(a)), which lies in [0,1] and decreases when cg(a) increases. Based on the
economic hypothesis of diminishing marginal returns, we also assume ¢ is convex in cg.
This measurement also applies to the aggregated strategy of the population ¢g(a). With
symbols listed in Table 3.2, the population-scale disease-transmission dynamic of our model
with behavioral intervention is governed by

oS 0S8 _
N 4 5 = —p(a)S — o(a,¢s(a))A(a,t)S, (2.2.2a)
S(0,8) =1, (2.2.2b)
oI 09I 0I
a + % —+ & = *V(CL, 2)17 (222C)
I(a,t,0) = o(a,¢s(a))N\(a,t)S(a,t), (2.2.2d)
(a,t) / mx/ Bla,ar,z)I(ar,t,z)dzda;. (2.2.2¢)

Authors in [19] show that this class of epidemic models, with both demography and
non-permanent immunity, can also formulated mathematically as a scalar renewal equation
for the infection pressure instead. Breda and Visetti [20] have also recently studied the
existence and stability of the steady-state solutions for similar systems. We provide a
similar analysis with detailed computations in the appendix to this chapter.

Now, suppose the infection pressure A(a, t) is given by a time-independent (while possibly
age dependent) stationary infection pressure 5\((1). In the face of this endemic risk, the
probability that an individual at age a is susceptible or infected (pg(a,t) and p(a,t, z)
respectively) is described by

3(;;: - _% — pla)ps — o(a, es(a))A(a)ps (2.2.3a)
ps(a,to) = 0(a), (2.2.3b)
%:_%_%— (a,2)pr , (2.2.3¢)
pr(a,t,0) = o(a,cs(a))Ma)ps(t, a) . (2.2.3d)

where §(-) refers to the Delta-function while ¢y serves as the date-of-birth. Since the infection
pressure is stationary, all rates are independent of ¢y and t. Hence, without lose of generality,
we assume ty = 0. Integrating the hyperbolic System (2.2.3) along characteristics, where



t — a is constant, gives us

%Pf = —p(a)ps — o(a,cs(a))Ma)ps, (2.2.4a)

ps(0) =1, (2.2.4D)

aap; * 881921 = @ 2)pr, (2.2.4c)
pr(a,0) = o(a, cs(@)Ma)ps(a). (2.2.4d)

For an individual in this population, the goal might be to find a strategy cg(a) that
will maximize their lifetime expected utility, given that each individual is born susceptible.
Suppose the positive functions ug(a) and uy(a,z) are the expected utility gains per unit
time at age a of being healthy or having been infected for time z respectively. We need to
assume a discounting rate h for estimating the accumulated utility gains in long term. At
any given age a, the net utility gain of being health is described as ug(a) — cg(a). While
on the other hand, the expected utility gain of being infected at age a will be the utility
gain uj(a, z) accumulated over all ages of infection z with the corresponding probabilities
pr(a, z). Hence, given the stationary infection pressure :\, the expected lifetime accumulated
payoff as a functional of a chosen investment strategy cg(-),

Ules: ¥) = /O " et {[usm) — es(a)lps(a) + /0 “ui(a, 2)pila, z)dz} da.  (2.25)

We naturally restrict the rate of utility gain for susceptible ug(a) is never less than that of
an infected individual of the same age (us(a,z) < ug(a) for all ages a and z).

But an individual’s strategy must be consistent with the actions of all other players,
due to the feed back loop between behavior and disease prevalence. As one individual is
seeking to find investment strategy cg(a), others are looking for the aggregated investment
strategy ¢g(a) of the population as a whole, which eventually drives the stationary infection
pressure to be A(a).

U(cs;es, N) = /Oamax eha {[us(a) —cg(a)lps(a) + /Oa u(a, 2)pr(a, z)dz} da (2.2.6a)

P — p(@ps — ola,cs@)Malps, ps0) =1, (2.2.60)
% + % = —(a,2)pr, pi(a,0) = o(a,cs(a))Ma)ps(a), (2.2.6¢)
cs(a) >0, (2.2.6d)

0S8 _ N
08 (@S - ola.zs(@)M@S, S0)=r (2260
% + % = —(a,2)I, I(a,0)=0c(a,cs(a))r(a)S(a) (2.2.6f)
Ma) = /Oamax /Oaﬁ(a,aj,z)l(aj,z)dzdal. (2.2.6g)



Symbol | Interpretation

S(a) density (number per unit area) of susceptible people at age a
I(a,z) density (number per unit area) of infected people at age a
with age-since-infection z

ps(a) the probability that an individual at age a is susceptible
pr(a, z) the probability that an individual at age a is infected
with age-since-infection z

r birth rate (number per unit time) of the population
p(a) background mortality rate (per unit time)
of the population at age a
v(a, z) mortality rate (per unit time) of infected people at age a

with age-since-infection z

B(a,ar,z) | transmission rate per infected individual at age as
infected for time z to age-a susceptibles

(per person per unit time)

h discounting rate (per unit time)

ug(a) the expected utility gains per unit time at age a of being healthy
ur(a, z) the expected utility gain at age a of being infected
with age-since-infection z
cs(a) the aggregated investment strategy of the population
at age a (utility per unit time)
cs(a) the investment strategy of the individual
at age a (utility per unit time)
o(a,cg(a)) | the relative exposure rate (dimensionless) depending on
age a and investment cg(a)
Aa) the infection pressure (per unit time) in the population at age a

Table 2.1: List of all symbols used in System (2.2.6). We assume all ages (a and z) are
measured in the same units as time ().

2.3 Model Analysis

Given the utility U(cs;Cs, A), we want to find what types of equilibria the population game
possesses, how to calculate these equilibria, and how those equilibria depend on model
parameters.

2.3.1 Necessary conditions for best responses and game equilibrium

If there is a stationary infection pressure S\(a) of system (2.2.2) which is driven by the aggre-
gated investment strategy of the population ¢g(a), then the best-response correspondence
can be defined as

B(es, \) = argmax Ulcs; s, A) . (2.3.1)



Nash equilibria are strategies which are best responses to themselves. A strategy cg is
a Nash equilibrium if it is a solution of the set inclusion relation

e BN, (2.3.2)

In this population game, each individual needs to maximize the utility by trading off the
lifetime cost of illness and cost of prevention. So, the problem of finding a Nash equilibrium
can be formulated iteratively as constrained optimization to identify best response in each
iteration. There are two different approach to solve this type of optimization problem
where constraints consisting of ordinary and partial differential equations. One way of
computing the optimal control is first discretizing the constraints and utility function and
then solve the finite-dimensional optimization problem which is known as discretize-then-
optimize approach [59]. Alternatively, we can derive the continuous optimality system
using adjoint calculus based on the Lagrangian form, then discretize this system and find
the optimal control. This is the optimal-then-discretize approach.

Here we take the second approach. To derive the optimality condition, notice that our
Lagrangian has an integral form because of the continuous state-space individuals occupied.
Denote our utility function U(ps, pr,cs) as functional of pg(-), pr(-,-) and cg(-). Given
cs(+), for the two differential equation type of constraints on pg(-) and ps(-,-) respectively,
we denote the curve defined by the solutions of the differential equations for pg and p; with
matching terminal conditions as C(ps(-),pr(-,-),cs(-)) = 0. The Lagrangian of our utility
function has general form

£ =U(ps,pr1,cs) — (V.C(ps,pr1, cs)), (2.3.3)

where V' = (Vg, V7, V,g) is the adjoint functions of (ps(-),pr(-,-),cs(-)) and (-,-) is inner
product. Applying the standard adjoint calculus, details shown in Appendix A, we derived

the necessary conditions on the continuous level for a given S\(a) as following

v _
~ =g — o + o, cB)AIVI0) - Vs] — [h+ 4] Vs, (2.3.4)
Vs(amax) = 0, (2.3.4b)
vy dvp
‘/}(amaX7 Z) =0, (234d)
do 1 B B
0={=—|p——"—"5cE, E>o0. (2.3.4¢)
des s A[Vi(0) — V]

The adjoint variables Vs(a) and Vi(a, z) represent the shadow prices which give the
marginal utility gains of relaxing the corresponding probabilities pg and p; when the system
reaches the optimal solution. On the other hand, we want to point out that the integrated
form of System (2.3.4) can also be interpreted as the expected value (utility gains) of a
certain age state.
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Integrating along the characteristic lines of Eq. (2.3.4), we see for infected people with
a certain age a and age-since-infection z,

OGmax—a w
Vi(a,2) = / e Jo v(atvztu)de
0

PA
w (2.3.5)
/ ur(a+ v,z +v)e ™dvy(a+w,z + w) dw.
0 —

PD
EV

PA is the probability of living w more years, PD is the probability a sick individual at
exactly w years later in life, and E'V represents the expected value during the next w years
of being infected but alive. Then integrating over all the possible w up to the maximum
year yet to live amax — @, this gives the expected value of infected individual at age a and
age-since-infection z. Similarly, the solution Vg, which depends on the stationary infection
pressure S\(a) as well as the individual’s behavior cg, is described by

Vs(a; CS?)\) _ / max o XX o(res () +u(r)dr [5\(04)0'(04,65(04)) + ;L(Oz) x

P PR
PI PD
_ X(04)0-(0‘7 Cs(CM)) ‘/}(Oé O)e—h(a—a) + = M(Ct)
Mao(a,cs(@) +ua) Ma)o(a,es(a) + u(a)

EVI

+ /a [ug(v) — cs(v)] e~ Ddy § dor.  (2.3.6)

EVH

PH represent the probability of staying healthy from age a up to a future age a. PRda
is the probability to be removed from susceptible state due to either infection or death
at exact future age a. PI is the conditional probability of getting infected but still alive,
PD instead represent the conditional probability of getting infected and die. Hence, EV'I
is the expected value of getting infected at age o and EV H is the expected value (net
utility gains) of staying healthy from age a up to the future age a. The discounting rate is
considered and included respectively. Integrating over all possible future ages o up to the
maximum gives us the expected value of susceptible individual at age a.

2.3.2 Numerical computation to identify game equilibria

After defining the best response condition Eq. (2.3.1) and game equilibrium condition
Eq. (2.3.2), and taking the optimality conditions (2.3.4) into account, we can reformulate
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the task of finding game equilibrium candidates as finding c? (a) such that

ts =B (2.3.7a)
dV. -
~S% — g = o + ola, BA@IVi(0) — Vs] ~ [+ ] Vs, (2.3.7b)
VS(amax) =0, (237C)
av; dv; _
‘/I(amaxy ) - 07 (2376)
do 1 B B
0= —|p—=———1cE E>o0, (2.3.7f)
dcs s \[V7(0) — V]
o8 =
% = _/J“S - U(a‘ch))\S7 S(O) =T, (237g)
o1 m ,0) = o(a,cs)AS, (2.3.7h)

da
/ / Bla,ar, 2)I(ar, z)dzday. (2.3.71)

We can now compute the game equilibria since the best response cS for given infection
pressure A can calculated from Eq. (2.3.3). Therefore, we do not need to compute neither of
the original variables pg and pr in order to evaluate the payoff function U, nor its gradient
for searching direction of the optimizer cg But we do need to keep the state equations
of the disease dynamics, because the aggregated behavior strategy may induce a different
infection pressure.

Our approach is to focus on numerically solving the System (2.3.7) iteratively. All
individuals in the population game are solving a constrained optimization problem, when
the population dynamic reaches a stationary solution with a known infection pressure .
We can try to identify game equilibria by first taking care of way to compute the disease
infection pressure 5\, where Egs. (2.2.2) is satisfied for a given aggregated strategy. Usually
we can start by assuming no one is making any special behavior changes in the community,
meaning ¢g = 0. Notice that the differential equations in Eqs. (2.2.2) have characteristic
lines that never intersect each other. We derive the following steady-state condition on
infection pressure, which can be applied to any given aggregated investment strategy of the
population ¢g later on in each iteration. Integrate along characteristics of the population
dynamics Egs. (2.2.2),

S(a) = pe~ Jo M toCes()T )S‘(T)dT, (2.3.8a)
I(a =o(a—z,e5(a — 2))A(a — 2)S(a — 2)e = Jo v(a—ztrr)dr (2.3.8b)

/amax/ Bla,ar,z)I(ar, z)dardz. (2.3.8¢)
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If we define integral function F of A(a) for given ¢g(a) as

F = /amax /al Bla,ar, 2)Mar — 2)o(ar — z,es(ar — 2)) ¥
0 0

ar—=z 5\

re—Jo (T)J(T,ES(T))—i-u(T)dTe_ I fy(a]—z—i-T,T)dezdaI’ (239)

then the steady-state condition for infection pressure \(a) is

Ma) = F[A(a);es(a)). (2.3.10)

To compute :\(a) using Eq. (2.3.10), we can use fixed-point iteration choosing proper numer-
ical integration scheme, such as Guass quadrature on triangular domain [21]. Alternatively,
S\(a) can be achieved by solving the differential-integral equations in Eq. (2.2.2) numerically
using iterative method.

Next, to calculate the best response cZ (eg, \), we plug A(a) into Egs. (2.3.4) and apply
proper numerical method to solve the differential equations. Notice that since the value
function Vi(a, z) is independent of strategy choice and disease prevalence, we can precom-
pute it and store the value Vi(a,0) as the lifetime expected value of getting sick at age a at
the beginning. Hence, we only need to compute Vs(a) and ¢ (a) = cg(a) in each iteration.

The game equilibrium condition Eq. (2.3.2) indicates that when one individual finds
the best investment strategy cg (a), others must adopt the same as the aggregated invest-
ment strategy of the population ¢g(a) = cg(a). Therefore, in order to identify the game
equilibrium cg, we need to update cg to be cg(ES, 5\) Up to now, we stated all the steps
in one iteration, then we go back to compute the new /N\(a) as in the next iteration until
convergence. The stopping criteria can be setup as the convergence of Cg(a).

As long as the disease dynamic has a unique endemic steady state A > 0, identifying a
game equilibrium is equivalent as locating stationary infection pressure A in equations

FI\; 5] = X, where c¢§ € ¢B(ck, A), for all a > 0. (2.3.11)

Therefore, the stopping criteria can set as the convergence of ) as alternative to cg . For the
implementation, we suggest mesh size comparable with the data. The numerical integration
scheme should be suitable for triangular domain.

Notice that Eq. (2.3.10) always has X\ = 0 as a stationary solution. Hence, cs(a; A=0)=
0 is always a Nash equilibria. This case matches our intuition that when there is no disease,
we can all agree that the best strategy is to do nothing. But we are more interested in
finding non-trivial game equilibria which corresponds to positive infection pressure 5\() > 0.
Currently, the existence of general non-trivial game equilibria has not been established, but
it depends in part on the details of the transmission pattern and also costs of disease. We
can always attempt to run this iterative numerical scheme to compute the game equilibria
if it converges to a unique one, then check it for the optimality condition. But, there is no
guarantee.

For our model problem, the existence and uniqueness of non-trivial Nash equilibria is
closely related to the properties of the transmission rate $(a,az,z). Here, we list some
analysis and results for transmission rate in some special but commonly seen forms in the
following section.
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2.4 Application for three transmission scenarios

We begin investigating the HIV risk management with our model by first study the simplest
transmission rate as a uniform scaler. Later we will parametrize more detailed transmission
pattern to acquire age-dependent transmission rate. Within each transmission scenario, we
will study the population dynamic steady-state and its properties first before moving on
to identify our game analysis. So, the all following content will be organized in such order
respectively.

2.4.1 Parametrization

Before getting into details, there are several assumptions we have to specify. For our
problems, we consider the relative exposure rate

1

= T (2.4.1)

o(a,cs(a))
where m(a) measure the efficiency of the investment cg(a) on social distancing strategy at
different age a. Here, we simply take m(a) = 100. Within each iteration of searching for a
game equilibrium, the necessary condition (2.3.4) for local optimality yields that the best
response cg (a; A), for any particular age a, must be either equal to 0 or satisfies

—mla) ! o B >0, (2.4.2)

[L+m(a)es]”  Ma)[Vi(a,0) = Vs(a)]

which yields

~14 /m(@)A@)[Vs(a) - Vi(a,0)]

m(a)

cB(a; \) = max {0, (2.4.3)

To further parametrize our model, we give details regarding demography, transmis-
sion, removal rates and costs. Based on the CDCs mortality schedule for the US in 2003
(Arias, 2006), the mortality rate for generic individuals in the US can be approximated by
wu(a) = exp(ko + kia), where kg = —9.46, k; = 0.085 with assumption that the average life
expectancy at birth is amax = 80, see [87]. We also take the birth rate as r = 1 in order
to normalize our population structure. Disease transmission will be presented separately in
each of the following cases. The mortality rate of infected people ~y(a, z) = p(a) for all z.
Here, we assume there is no mortality rate increse due to infection, Instead, we incorporate
such changes in health as a drop in utility gains for infected people. We define utility gains
of being susceptible as

ug(a) =min{1,1 — (a — 30)/(amax — 30)},

where the change at age a = 30 is to model the slow loss of function due to the aging process.
On the other hand, due to the disease progression pattern of HIV, there is an approximately
10 years period for infected individual with HIV to live without any symptoms before
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progressing to the final AIDS stage. Assume the utility gains as being infected us(a, z) only
drop to 10 percent of the corresponding ug(a) once individual progresses into AIDS period,

and keep decreasing thereafter,

ur(a, ) = ug(a) it z < 10,
P57 Y us(a) /(1 + 10(2 — 10)?) i 2 > 10.

The background annual discount rate is set around three percent i = 0.03 as published on
the WHO report.

2.4.2 Scalar infection pressure in constant transmission case

We start discussion regarding our numerical computation of Nash equilibria with a simple
case, where the transmission rate is assumed to be a scalar constant. We know that this
is a fair assumption for diseases transmission that are not sensitively depend on both the
age-since-birth and the age-since-infection of people invoveled. That being the case, we
have the infection pressure in our model being independent of age at steady state of the
disease transmission dynamic. An example solution of this type is shown in Figure 2.1.

S (@, cg@)

o -
T 1

S o 9o 2o
= o
T

Relative exposure rate
(33
;

<, "

20 30 4050 60 70 80
Age—since—birth

>

0.2 1

cq(@)

S 4
> o ®

o

- ug(@) = cy(a)

20 40 60 80 0 20 40 60 80
Age—since—birth Age—since—birth

Investment stragegy
=1
Net utility gain

=)
=]
=)

Figure 2.1: Example game solution when the infection pressure is independent of age. The
plot on top shows the Nash equilibrium strategy o(c§) at steady state infection pressure
A = 0.4254, given the transmission rate is scalar constant 8 = 0.01 defined in (2.4.6). The
corresponding investment strategy and net utility gain are listed on the bottom.

To compute the positive stationary infection pressure, recall Eq. (2.3.10), we cancel A
on both side of the equation to achieve a form that admit only non-zero stationary infection

pressure A as its solution.

FO\) = / b / Bo(es(a — 2))re= s~ o@s(E)itu(r)ar
(\) ; ; (es(a—2)) (2.4.4)

e~ Jo va==+m)dr 4,44 = 1.
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Figure 2.2: Expected values for the example game solution when the infection pressure is
independent of age. This plot illustrateds expected values for age a infected people Vi(a,0)
and susceptible people Vg (a) adapting different strategies when facing steady state infection
pressure A. Parameters are the same as in Figure 2.1. The first shows the case of being
disease free. The following two comparison shows drastic increase of expected value for
susceptible people from engaging in the rational behavior when facing the endemic.

Notice that F(X) — 0 as A — 0o, we expect to find at least one positive root of F(A) = 1,
provided that F'(0) > 1. With this intuition and detailed analysis in Appendix B, we state
the following conclusions about the steady state solution regarding the population-scale
disease dynamic.

Define basic reproduction number Ry = G(0) from Eq. (2.4.4),

Roi/ max/ Bo(cs(a — z))re” o wndr = Jga—z+T)dr g, (2.4.5)
0 0

If Ry < 1, there exist an unique disease-free equilibrium. If Ry > 1, there exist an unique
endemic equilibrium. Not only Ry is an indicator of the existence and uniqueness of the
steady-state solution, but also grant the stability of the disease-free equilibrium as: If
Ry < 1, the disease-free equilibrium is stable. If Ry > 1, the disease-free equilibrium is
unstable.

For the game equilibrium, we observe from numerical simulation and Eq. (2.4.3) that the
best response cg is uniquely defined by \ at any given age a. Moreover it is a non-decreasing
function of . Notice that the disease-free infection pressure is unstable, although we have
no conclusion about the stability of the endemic infection pressure, but the uniqueness of
the endemic equilibria is sufficient to guarantee the converged best response is the only
endemic game equilibria. Therefore, we have conclusions about existence and uniqueness
of game equilibrium as following: If Ry < 1, there exist an unique game equilibrium cg = 0
with disease-free infection pressure A* = 0. If Ry > 1, there exist an unique non-travil game
equilibrium cg > 0 with endemic infection pressure A* > 0.

This type of model with a scalar transmission rate can be efficiently simulated numer-
ically and provide a simple prediction for a epidemiology game. However, the density of
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Figure 2.3: Population density of susceptible people S(a) and infected people I(a,z) at
endemic game equilibria as steady state infection pressure A* = 0.4254, given the transmis-
sion rate is constant § = 0.01. The drop in density of susceptible people S at early age is
due to disease infection, while the latter drop is due to nature aging process. The density
of infected people provide forecast for potential targeted age group to conduct education
and disease prevention.

infected people indicated in Figure 2.3 is not realistic for diseases as HIV. Notice that most
infected people being children in the community does not match the real data we see around
the world. Children should bear low risk until the age of maturity. This brought our atten-
tion to address the issue that risk should be age dependent. Moreover, transmission rate
should not be assumed as constant but varies with people’s state of infection as well as
people’s chronological age, where the latter one may have influence on the choice of contact
network. Hence, heterogeneous structure should be incorporated in transmission rate.
We model the transmission rate with age heterogenety in a form of

Bla,ar, z) = O(a,ar)p(z), (2.4.6)

where ©(a, ay) represents the contact patten (per unit time) between age-since-birth a sus-
ceptibles and age-since-birth a; infected people, and ¢(z) is the relative infectivity (proba-
bility of transmission, per contact with a susceptible) at age-since-infection z. The underline
assumption here is that there is no correlation between age-since-infection and contact pat-
tern.

2.4.3 Age-structured infection pressure in the fully separable transmis-
sion case

Here, we consider a transmission rate which is separable respect to age-since-birth for people
involved under the assumption of fully random mixing contact pattern. Such transmission
pattern is suitable in male homosexual population under the bathhouse assumption [41, 79],
meaning all the contacts were fairly indiscriminate, casual and promiscuous. We performed
numerical experiment for HIV restricted for this subgroup of population. This is a study
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of importance since 97% the new grow of AIDS cases in the United State are in this group
according to database provided by the CDC in 2010. Hence, given the population being
uniformly distributed with respect to age since birth, for our simulation we suppose

O(a,ar) = &(a)é(ar), (2.4.7)

where £(+) represent the contact rate counting as partner acquisition rate in the population
with respect to age-since-birth. Here, we also take into account that infected people may
progress with HIV at different speeds, which satisfy a normal distribution N(7.5,1) to get
the relative infectivity ¢(z) from the viral load data of HIV [79]. An example solution of
this type is listed in Figure 2.4 and Figure 2.5.

For this separable transmission rate case, the steady state infection pressure Eq. (2.3.10)
can be reduced to

Aa) = £(a) /0 " /0 Y e(an (=) (ar, 2 May — 2))dzdar. (2.4.8)

Hence, we can conquer the task similar as previous by reforming the infection pressure as

Aa) = A-&(a). The interfere of disease free equilibria can be automatically eliminate by
noticing that constant A satisfies

/ / " tand(2)E(ar — 2)oles(ar - 2))
0 0

K e Jo 1T ASoes (Nt [ a0, 1. (2.4.9)

Define the right hand side of Eq. (2.4.9) as function of A, denote as G(A). Similar to the
previous part, we state the following conclusions regarding disease transmission leaving the
details in the Appendix B.

Define basic reproduction number Ry = G(0) as

Ry = / / " E(ano(2)ear — 2)otar — = Es(ar — 2))
0 0

ay—=z

z
x re”Jo' T HNAT = Jyylar—z4T )T qq,

(2.4.10)

If Ry < 1, there exist an unique disease-free equilibrium for the dynamic which is also stable.
If Ry > 1, there exist an unique endemic equilibrium, together with the unstable disease-
free equilibrium. Numerical results by iterative method indicate the endemic equilibrium is
stable, but no rigorous proof is achieved yet.

Although, the best response equation Eq. (2.4.3) yields a uniquely defined cZ (a; Aa))
as solution, we still have hard time proving the uniqueness of the endemic Nash equilibria.
However, the fact that the disease-free infection pressure being unstable and the uniqueness
of the endemic infection pressure X(a) guarantee that our numerical solution is the unique
game equilibria as long as the numerical solution converge.
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2.4.4 Age-structured infection pressure in the non-separable transmission
case

As mentioned earlier, the random mixing patten can be applied in certain community,
however, once the population is stratified by sex, age and maybe further activity class it
is necessary to consider assortative mixing within and between the different strata of the
population. Here we investigate a general transmission case, where the contact patten is
non-separable to address the assortative mixing. But we still restrict our model without
differentiate sex and activity classes. Suppose the transmission rate takes the form of

max{0,1 — k(a — az)?} _

G(aa aI) = foamax max{(), 1— k‘(a — a1)2}da1 é”(a)f(a;)ﬁ, (2'4-11)

where £(-) represent the contact rate counting as partner acquisition rate in the population
with respect to age-since-birth, parameter k represents the assortativity of mixing with
respect to age-since-birth and 3 is a constant to rescale transmission rate between per
contact and per partner. Here, we still assume people mixed randomly within the preferred
age range for both susceptibles and infected people. An example solution of this type is
listed in Figure 2.7 and Figure 2.8.

When the transmission rate is still separable between contact pattern and age-since-
infection, the steady state condition given by Eq. (2.3.10) yields

5\((1) = / max @(a’ ao)‘j\(ao)o-(cs(ao))ref anO S\(T)U(Tch(T))‘hu(T)dT
0

Amax —ao >
X { / $(2)e”Jo 7<‘10+T)01T01z} dag. (2.4.12)
0

Due to the complexity of the transmission rate, there is no theoretical analysis regarding
the existence and uniqueness of the endemic state for the disease transmission dynamic, let
alone the endemic game equilibrium. Unlike the fully separable case which can be reduced
to the scalar case shown in Eq. (2.4.8), the general transmission kernel lacks the needed
symmetry. However, our numerical simulation shows the possible existence of the unique
endemic game equilibrium by approaching it with fix point iteration as the the general
nonlinear solver. Like most iterative algorithm, our algorithm is sensitive with respect to
the initial guess as well. For random initial guess, the algorithm easily converge to the
disease free steady state. Notice that the general kernel given by Eq. (2.4.11) is related to
the separable kernel Eq. (2.4.7), we suggest the homotopy approach by taking the solution of
the corresponding fully separable case as the convenient initial guess. For arbitrary kernel,
homotopy approaches (ref.) may be suggested.

2.5 Results and analysis

The following figures illustrate example solutions of epidemic game with separable and non-
separable transmission case. At the game equilibrium, Individuals are better off adapting
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Figure 2.4: Parameterization of fully separable transmission rate and an example solution
of steady state infection pressure at game equilibrium. On the left is the plot for Viral
loads and relative infectivity. Variation in viral loads over the course of a typical untreated
individual’s HIV infection [3]. On the right list the contact rate [41] and the steady state
infection pressure at game equilibrium. The age period of being sexually active matches
the age range associates with positive risk of infection pressure. The correlation of the
magnitude of the two shows that the infection pressure has the approximate shape of the
contact rate which may only up to rescaling.
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Figure 2.5: Example game solution when the transmission rate is fully separable and the
infection pressure is independent of age. Upper left plot shows the rational behavior o(c%)
with steady state infection pressure A\*(a) shown in figure 2.4 at game equilibrium where
transmission rate [ is defined in Eq. (2.4.6). The corresponding investment strategy and
net utility gain are listed on the bottom. Plot on the right illustrated expected values
for infected people V;(a,0) and susceptible people Vg(a) adapting different strategies when
facing different steady state infection pressures, where Ay stands for steady state infection
pressure when no one makes investment and A* represent the game equilibrium infection
pressure. The comparison shows drastic increase of expected value for susceptible people
by engaging in the rational behavior when facing the endemic.

20



70- ‘ 5 ‘ 5 ‘ .
60 : : : 4
50— : : L : : 4

A0 e

oL i i i i i i i J
0 10 20 30 40 50 60 70 80

Infected age-since-birth a I

Susaceptible age-since-birth a

Figure 2.6: Parameterization of non-separable transmission rate defined in Eq. (2.4.11).
This plot shows the contact pattern of assortative mixing, where £ = 0.01 and 5 = 40.
Relative infectivity ¢(z) is the same as in Figure 2.4.

] A 7
0 . M M .

0 10 20 30 40 50 60 70 80
Age—since—birth

Infection pressure

—_
(=]

Contact rate
(=) W
T
L
L
L
.

0 10 20 30 40 50 60 70 80
& Age—since—birth
202
<
5 0.1r 1
£
§ [0 i ! : : o
£ 0 10 20 30 40 50 60 70 80

Age—since-birth

Figure 2.7: Example steady state infection pressure at game equilibrium. These plots
illustrate the steady state infection pressure at game equilibrium (top) as well as the contact
rate (middle) [41] and equilibrium investment strategy (bottom). The age period with
positive risk of infection pressure shows correlation with age being sexually active, while
the changes in magnitude of the two are not exactly synchronized. But changes seem more
at the same pace as shown in the investment strategy and the infection pressure.
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Figure 2.9: Expected values for the example solution of the population game with non-
separable transmission rate and age-dependent infection pressure. This plot illustrates
expected values for infected people Vi(a,0) and susceptible people Vg(a) adapting differ-
ent strategies when facing different steady state infection pressures, where Ay stands for
steady state infection pressure when no one makes investment and A* represent the game
equilibrium infection pressure. The comparison shows drastic increase of expected value for
susceptible people by engaging in the rational behavior when facing the endemic.
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the game equilibrium strategy compare to laissez-faire strategy where one does not make
investment.

In comparison of the two predictive infection disease model, we observe that: At the
game equilibrium, people spend more in the fully separable transmission model Eq. (2.4.7)
than in the assortative mixing model represented by our general non-separable transmission
case Eq. (2.4.11), where the assortativity is more concentrated around the age of high risk.
Besides, people are more strongly mixed in the separable model, where the risk and the
investment are more even across the ages. Young people in the assortative mixing model
engaged in more activities among people with similar age, so they face lower risk compare
to the separable case where the partners are evenly distributed across age. Because of the
higher average number of partners in separable fully random mixing model, young people
would have higher risk of infection. If one decide to take no action, the expected value will
be a lot less which could be even close to the case of being infected. However, one should
keep in mind that the result is generalized from the fully separable transmission model with
the bathhouse assumption, which count per new partner as per activity at risk. Previous
research shows couples have less risk of HIV transmission even one party is infected, see
[51]. Therefore, one can manage risk by reducing number of switch in partners.

2.6 Discussion

It has been the purpose of this paper to model epidemic games with behavior changes
as the premier choice of disease prevention and to address the computational aspects of
such matters in the proposed generalized SI model with continuous age structure which
also tracking the time since infection continuously. The efficient and precise algorithms for
computing game equilibrium strategy has real-world meanings. In our paper we elaborated
how to formulated and solve a model of social behavior in a HIV-like epidemic. Designing
a rational response to an epidemic at its steady state can depend on determining infection
pressure as we have discussed. Our results place an emphasis on the search for efficient
and quick methods that give good approximations when applied to real-world problems
such as HIV. Result of simulation support one’s intuition. But theoretical analysis of
such game equilibrium still remains as open questions, along with the question regarding
endemic steady state analysis of the disease dynamics for general transmission kernel. It
would be great to draw the attention of both mathematicians and epidemiologists to such
questions in order to move forward. Further work will be applying our model for analyze
potential impact of different interventions and the model could be generalized to incorporate
more heterogeneous structures, such as various activity level groups combine with more
complicated mixing pattern.
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Chapter 3

Social planner problem of disease
reservoir in an epidemic

Public policies intended to induce behavioral change, specifically incentives to reduce inter-
personal contacts or to build up medical facilities, play a prominent role in public disease
response strategies when facing major epidemics. Elementary theories consider strong mix-
ing hypotheses, but spatial segregation can strongly influence transmission patterns and
potentially policy design [1]. In this work, we explore the impact of spatial heterogene-
ity on infections disease management policy. Different from social planner results usually
published, we not only compare desired policy and outcomes under central and decentral-
ized social planner conditions, but also provide rigorous mathematical analysis regarding
the controllability and corresponding model adjustment. Optimality conditions are derived
for the controlled social planner case with an efficient numerical algorithm proposed. Our
results provide insight into epidemic control that each individual and the government are
forced to engage in, especially the rational behavior which could be advised to the public.
On the other hand, our work also apply to the case of controlling the infectious disease of
plant as well as how to better manage potentially spread a product or idea throughout the
population with spatial heterogeneity.

3.1 Introduction

Disease reservoirs from animals and other environmental sources present a risk to human
populations. A systematic literature survey [95] suggests that many new species of human
pathogens have a global distribution and are mostly associated with human interactions
with spatially segregated animal or environmental reservoirs.

Disease reservoirs are important and often spatially separated from large human com-
munities to which they pose the highest risk. Take dengue fever as an example. It is
transmitted to people by the bite of a dengue virus infected Aedes mosquito but cannot be
spread directly from person to person [2]. Monkeys may serve as a reservoir in some parts
of Asia and Africa[48]. Similar examples are current Ebola epidemic and Cholera epidemic
[77, 93]. In the geographic analysis of disease transmission, infection risks decrease as the
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distance from reservoirs increase and infected individuals decreases [17]. If we want to de-
sign efficient disease controls that reduce risk to communities, we should take into account
this spatial structure.

There exist various spatial epidemiology models. Popular approaches to spatial epidemi-
ology include models that involve actual geographical entities and those do not. The explicit
spatial approach include mapping the spatial distribution of infectious diseases based on
distributions of vectors, reservoirs and disease incidence [17]. A variety models have been
used, such as lattice models [68, 92, 35], individual-based model [49], continuous space mod-
els represented by diffusion equations [27, 34, 55, 71], integro-differential equations [69, 83]
and integro-diference equations [54, 62, 85]. Spatial structure can also be incorporated im-
plicitly as in network models [13, 36, 73] and metapopulation models [65, 46, 86]. More
detailed reviews on spatial epidemiology can be found in [17, 46, 47, 49, 67, 75].

People have studied the optimal control of spatially structured epidemics, but not the
management of the on-going risk from disease reservoirs. Regarding the application of
disease control, optimal control theory has been use to model epidemic scenarios in previous
work [7, 63]. The types of control functions imposed in the objective functional, vary
between linear (’bang-bang’) control [15, 62] and the usual quadratic [18, 54, 74] form to
guarantee the existence of the optimal solution. But here we look into the case where a
switching cost term is present as penalty in the objective functional.

Our goal is to characterize the most cost-effective spatially-explict strategy for local
reductions in disease transmission rate at steady state epidemic. In this paper, we take
the distributed-contact approach to study the continuous spatiotemporal spread of disease
among a population of susceptible (S) and infected (I) individuals in presence of a disease
reservoir. Our result shows that chattering effect of the control may happen when there
are no switching penalty in the objective cost functional. With the switching costs, we can
construct suitable optimal strategy for various epidemic scenarios.

In Section 2, we present the model in a general framework and form the associated
optimal control problem. Principles in optimal control theory are applied in Section 3 and
4 to characterize the optimal strategy. For illustration, Sections 5 to 7 provide numerical
approximations of optimal spatial strategies with various epidemic parameters. Discussion
and conclusion are provided at the end.

3.2 Integral kernel model and model adjustment

To investigate the control problem of the disease transmission when a disease reservoir is
near the susceptible community, we simplify the problem to model the space as a finite
interval. This is suitable when the region where the disease put risk on is large. And
the disease reservoir is indeed bounded in a region near the population. For the disease
transmission model, notice that numerous infectious disease confer no long-term immunity,
we take the SIS model with constant total population.

In the model problem, we consider an uniformly distributed homogeneous population on
one-dimensional finite spatial space represented by 2 = [—1,1]. Let S(z,t) be the density
of susceptible and I(z,t) represent infected people respectively in location = at time ¢.
To introduce the spatial structure, see [19, 75], we assume the background transmission
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rate at location x to be n(z), where n(x) € [0,7)] is a decreasing function representing the
disease reservoir, and the recovery rate of the infected people to be 7. The population-scale
disease-transmission dynamics is governed by

Z—Z = [n(x) + Mz, t)]S(z,t) — vI(z,t), (3.2.1a)
oS ol

=5 (3.2.1b)
I(x,0) =1y, I, (—1,t) = I[,(1,t) =0, (3.2.1c)
S(z,0) =1, (3.2.1d)
S(z,t) + I(z,t) =1. (3.2.1e)

Under the distributed-contacts hypothesis [83], approximate infection pressure \(zx,t)
for any give time ¢ as A(z,t) = [, x(z,y)I(y, t)dy, where & is the distributed contact kernel.

Consider the steady state density of the infected I(z), as detailed in [72], with isotropic
kernels [i.e., k(A) = k(—A)], one have the following

[n(2) + alog + BIJ(1 = 1) =4I =0, (3.2.2)

where v = (A?%)/2 = [, A®k(A)dA is the positive diffusion coefficient. This type of model
was first proposed in [75].
Consider the distributed control function denote as

o(a,u(x)) = exp{—au(x)}, (3.2.3)

where the investment u(-) is nonnegative and uniformly bounded from above by M, and
parameter a represent the effectiveness of the strategy w(-) in reducing the transmission.
The steady state population-scale disease-transmission dynamics is now governed by

e @ () + alyy + BI(1—I) =4I =0, (3.2.4a)
I(—1) = I,(1) =0. (3.2.4b)

Given the approximated stationary modified infection pressure A(z) ~ e~ *(®) (a1, (z)+
B1(z)), define the expected accumulated payoff as a functional of a chosen investment strat-
egy u(-) as J(u;I), we reformulate our best planner’s problem as a minimization problem,

u(xI)réi[g,M] J (u(w); I (x) (3.2.5a)
e "W p(z) + BI + al”)(1 —I) =71 =0, (3.2.5b)
I'(-1)=r(1)=0. (3.2.5¢)

In this paper, we will focus on the analysis of System (3.2.5) with a proper choice of

J(u; I).
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Symbol | Interpretation

S(z,t) | density of susceptible people at location = and time ¢
I(z,t) | density of infected people at location = and time ¢

with age-since-infection z

n(z) background transmission rate (per person per unit time)

of the population at location x

A(z,t) | the infection pressure of the population at location z and time
t

0 recovery rate (per unit time) of infected people

the spatial diffusion parameter (utility per unit time)
transmission rate per infected individual to susceptibles
(per person per unit time)

u(z) | the investment strategy at location = (utility per unit time)
the scaling factor for effectiveness of the strategy

in reducing the transmission rate (dimensionless)

c the expected utility costs per unit time of being infected
the weight of the penalty term for switching

in the objective functional

= Q2

Table 3.1: List of all symbols used in System (3.3.5).

3.3 Analysis for the planner’s problem

Equation in (3.2.4) is the steady state condition for solutions of the nonlinear heat equation
(3.2.1). Although it is hard to give general solutions of this nonlinear equation, we still
could conduct sufficient analysis for solutions in the region of our interest I(z) € [0, 1] due
to the biological meaning of our model variables.

Lemma 1. For every solution I(z) € H([—1,1]) of the steady-state equation in (3.2.5):
I(x) # 1,for all x € [—1,1], provided the parameter v # 0.

Proof. Suppose there exist a point zg € [—1,1] with I(xy) = 1. Notice that I(z) €
H'([~1,1]) and plug I(xg) = 1 into the Eq. (3.2.5), then —y = 0, which contradict to
our assumption that v # 0. L]

This result suggests that we can try to prove that there is a positive solution I(z) € (0, 1),
since the solution will never cross I(-) = 1. We believe that with an adequate initial guess
Ip(z) € (0,1), the steady state solution won’t intersect or be larger than I(-) = 1.

3.3.1 Existence of steady state solution of disease dynamic

The steady state conditions for the disease dynamic equation specify a two point boundary
value problem for a system of differential equations. Generally, the existence of solutions to
such problems must be handled on a case-by-case basis. Therefore, we rewrite Eq. (3.2.4)
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as

L8 610) (o). (3312)

I'(-1)=1I'(1)=0. (3.3.1b)

ol”(z) = F(x, I(z)) = @)y

Without lost of generality, we assume o = 1.

Here, we give the condition for the parameters value to guarantee the existence of
steady state solution of the disease dynamic equation (3.3.1). For the detailed proof and
computation, we refer to Appendix A.

Theorem 2. Suppose all the parameters in Eq. (3.3.1) are non-negative, n(x) continuous
and there exist 7 > 0 such that 0 < n(x) < 7. Then, there exist solution I(z) C [0,1)
of Eq. (3.3.1), provided the non-negative control function u(z) € C([—1,1]) or if u(z) is
bounded on 2.

Proof. We take the upper and lower solution approach, see [33] for detailed definition. To
simplify the problem, one can check that

Hupper = 77_265_‘_7 + \/(77_2%—1_7)2 +

% , and Hiower =0, (332)

are constant upper and lower solutions respectively of Eq. (3.3.1). To verify that pypper < 1,

we can take square of both said of the rearranged 4/ (’7_2’%)2 +g <1+ 77_2‘% Af-
ter canceling the same terms, the only requirement for the inequality to hold is v > 0,
which is naturally satisfied by the model set up. Therefore, there exist an solution I(z) €
[Wiower Hupper] C [0,1]. To see these, we only need to show that jiypper indeed is an upper

solution. Suppose we have a possible constant upper solution p,

p'=0< F(z,p) = e““(%ﬁ — Bp—n(zx).
Then, p only need to satisfy
_ H _
0§F(x,u;u=0,n=n)Zvﬂ—ﬂu—n- (3.3.3)

Notice that the first term in the right hand side is a hyperbola, with coefficient v > 0, we
can always find p € (0,1) big enough to over come the linear negative terms in condition
(3.3.3), which in particular being p1 = fypper- O

3.3.2 Existence of the optimal control with penalty term

To construct the expected accumulated payoff 7 as a functional of a chosen investment
strategy u(x). One can always rescale the cost for the control u(-) as unit price. Then the
cost of being sick can be assume to be a positive constant ¢, which is independent of the
location x, To account the potential costs of control strategy switching, we introduce the
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2(.) as a penalty term for building various facilities with a positive relaxed weight

coefficient € > 0. Finally, we can formulate the expected accumulated payoff 7 as

term u

! €
J(u; I) = /1 cl(z) 4+ u(x) + 3 (u'(z))*dx, (3.3.4)

where we naturally assume the cost of being sick ¢ > 0 is a constant independent of the
location. Finally, we reformulate our best planner’s problem as a minimization problem,

1
i (w; I) = cI(2) + ulz) + < (o (2))? da .3.5a
i D) = [ el@) +ule) + 5l (@) d, (3350)
e~ @ p(x) + Bl +al”|(1 1) —~I =0, (3.3.5b)
I'(-1)=TI'(1)=0. (3.3.5¢)

In order to prove the existence of an optimal pair z — (u*(z),I*(z)) of our control
problem. We prove first the convergence of the minimizing sequence in Lemma 3. Then we
show there is some corresponding solution sequence I, which converge to I*. At the end,
we show there exist an optimal pair (u, I) in Theorem 4.

Lemma 3. Suppose {u,} is the minimizing sequence of the admissible control for the
steady state optimization problem (3.3.5), then there exist admissible control u such that
Uy, — u uniformly on L2([1,1]).

Proof. Notice that the penalty term of u’ garantee that there is a constant C' such that

/1 (u)dz < C. (3.3.6)
1

Constant C' can be constructed from any minimizing sequence {u, } since u is supposed to be
the minimizer. By the Poincar inequality [37], u, € H*([~1,1]) and u}, € L?>([-1,1]). u, is
Holder continuous with Holder constant 1/2 [37]. Hence, u,, — u uniformly on L?([-1,1]).

U]
For any given control u,,, pick one I, that solves:
" aun(x) In
al” ="\ ¥y — B, — n(x), (3.3.7)
1-1,
I'-1)=I'(1)=0, (3.3.8)

which has the minimal H¢(uy,, I,).

Without the penalty term, notice that if control u,(x) € [0, 4] is uniformly bounded, we
consider directly oy, = o(u,) = exp aup. So, oy, € [,1] where § > 0. Then [, —+ Ino(uy,)dx
is bounded. Hence oy, 1/0,, € L>®(|—1,1]), 05, = 0,1/0, — 1/0 weakly. On the other hand,
there exist constant Cy > 0, such that |[[I”(z)|| < Cp. Then I' € C([-1,1]) and I,, — I
uniformly.

Theorem 4. There exist an optimal pair (u,I) in L?([—1,1]) for optimization problem
(3.3.5).
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Proof. Given the convergence of the minimizing sequence {u,,} and the corresponding {1, },
we need to show that for the pair (u, I'), I satisfies same equation Eq. (3.3.7) with u. Consider
Eq. (3.3.7) in a different form

all (z2) — all (z1) = /12 ea“”(”)’ylﬁr(:()y) — Bl (v) —n(v)dv, (3.3.9)

xr1
Since 1/0,, — 1/0 weakly, which means e®%n» — e** weakly, and I, — I uniformly, we can
pass the limit into the integral. Hence, then pair (e®",I) satisfy Eq.(3.3.7). Notice that
our objective function H. is lower semicontinuous due to the convexity, we have (u, I) is an
optimal pair for the problem (3.3.5). ]

3.4 Optimality condition for the optimal control

Recall our optimal control problem (3.3.5). We denote the state equation (3.3.1) as C(I,u) =
0, which is the appropriate formulation of the steady state solution of our PDE with initial
data in the domain B that guarantee existence of solution defined in Theorem 2. We can
now state our PDE-constrained optimization problem of the form
i (I bject to C(I,u) =0. 3.4.1

jain J(Iu)  subject to C(I,u) (3.4.1)

Here u € U is the control living in a Banach space U.
The Lagrangian function for (3.4.1) is given by

LTu, [y =T, u)+ < f,C(I,u) > . (3.4.2)
By standard optimality theory we obtain the following result, see details in Appendix.

Proposition 3.4.1. Assume that J¢: Bx U — R, C' : B x U — B are continuously
differentiable. If (I, u) is a local solution of (3.4.1), then there exists a Lagrange multiplier
(adjoint state) f € B* with

Li(Lu, f)=Jf(I,u)+ (Cr)*(LI,u)f =0 (Adjoint equation), (3.4.3a)
Lo(Iu, f)=Ti(L,u)+ (Cy)"(L,u)f =0 (Stationarity equation), (3.4.3b)
C(I,u)=0 (State equation) . (3.4.3¢)

To be precise, we have adjoint equation

—af (< ey fre=0,  f(-1)=f10)=0,  (344)

(1-1)2
Stationarity equation
au I i / /
—ae ’yﬁf—l—l—eu =0, u'(=1)=4'(1)=0, (3.4.5)
and State equation at the steady state of the disease dynamic
e+ pI+aly)(1—1)—~vI=0, (3.4.6a)
I1(0,z) =1y € B, I.(t,—1)=1I1,(¢t,1) =0. (3.4.6b)
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Remark. Similarly, we can consider the distributed control function where o(a,u(z)) =
exp{—au(x)}. affecting only the infection pressure A(¢,z), which modify the infection
pressure as o(x)A(¢,z). Then the optimization problem will be modified as

. + € o
ugcl)lrzloj (u;I) = /_1 cl(z) 4+ u(x) + Quz(x) dz, (3.4.7a)
() + e~ " (BI(2) + alua(@)](1 — L(x)) —71(x) =0, (3.4.7b)
I(—1) = I,(1) = 0. (3.4.7¢)

Then, we can follow similar argument to proof the existence of optimal pair for this modified
problem and derive the corresponding optimality conditions.

3.5 Numerical algorithm and results

The general principle for computing the desired optimal control is iteratively adopting
Newtown’s method. Here we present a brief description of the computation step. For
detailed algorithm, see Appendix B.

Algorithm 1. (Numerical algorithm).

Input: parameters for the disease dynamic and initial guess of the control.
Output: the optimal control and the associated infected population.
Given: Tolerance level for accuracy,

1. Compute I(u), H(u) for the current guess u.

2. Compute an adjoint state f.

3. Check if u and I(u) is KKT point.

4. Compute the tangential step du from Eq. 3.4.5.

5. Update u if needed.

Analysis of parameters in the disease dynamic

First, we investigate the influence of background infection rate when no control function is
at present, see Figure. 3.1. With minor disease invasion force Ry < 1, we still see the spread
of disease from the reservoir. The higher the background infection rate 7,44, the wider and
higher infection outside the boarder of reservoir.

Besides the dominating effect of the disease invasion force which was represented by the
basic reproduction number, we also notice from Figure. 3.2 that the diffusion parameter
determines how wide the disease will spread outside the disease reservoir, even when the
disease transmission is minor factor Ry < 1.
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Figure 3.1: Example solutions regarding various background infection rate of disease reser-
voir without control function.
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Figure 3.2: Example solutions regarding various basic reproduction number Ry and diffusion
rate « of disease reservoir without control function. Additional parameters used a = 10, ¢ =
1, and v = 1.0.

Optimal control and the cost under various diffusion coefficients

Knowing the basic row of the background parameters in the disease dynamic, we consider the
efficiency of our optimal control. By observing Figure. 3.3 and Figure. 3.4, our algorithm is
robust for a wide range of parameters. The computed optimal control sufficiently reduced
the infected population. With continuously applied optimal control, the disease can be
almost confined within the disease reservoir, provided the diffusion remain small.
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Figure 3.3: Sample solution for the model problem based on various diffusion coefficients «
at Rgp = 2,a = 10 and nyq, = 0.5.

In Figure. 3.5, one can observe the sufficient improvement of the total cost by adapting
the optimal control.

Influence of the basic reproduction number on the optimal control

The basic reproduction number Ry dominant the disease spread in the whole area without
control, seefig:RInf. However, by compare Figure. 3.3 and Figure. 3.4 accordingly, we can
still find the optimal control to reduce the disease spread out of the reservoir if the diffusion
is relatively small, as also shown in Figure. 3.6.

3.6 Chattering effect analysis as ¢ — 0

Here, in Figure. 3.7, we demonstrate numerically the important role of the introduced
penalty term in the cost functional defined in Eq. (3.3.5).

As the weight of the penalty term decrease to zero, one has the linear expected accu-
mulated payoff J (u(x); I(z)) would be

1

J(u; I) = / cl(z) +u(x)de. (3.6.1)
-1

For the original nonlinear control problem (3.3.1), the set of velocities may not be convex.

If u(z) € [0, M], it may sometime be convenient to chatter between u = 0 and u = M.

In the following, we show such chattering effect may happen with this linear payoff. This

leads to replace Eq. (3.3.1) with the chattering system, which is linear with respect to the
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Figure 3.4: Sample solution for the model problem based on various diffusion coefficients «
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Figure 3.5: Comparison of the value of the cost functional based on different diffusion
coefficient a.
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Sample solution of the Planner’s Problem for Ry = 2 V.S. Ry = 0.5, where
a = 0.001,a = 10 and e, = 0.5.
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Figure 3.7: Sample solution for the comparison on weight of penalty term, ¢ = 1(left) V.S.
e = 0.01(right), where 7,4, = 0.5, Ry = 1.5, @ = 0.01 and a = 10.

control variable 6(z),

al’(x) = % + 0(x)(e™ — 1)L(a:) — BI(z) —n(x), (3.6.2a)

I'(-1)=TI(1)=0. (3.6.2D)

As we analyze the optimal control problem at the steady state of the disease dynamic,

we rewrite Eq. (3.2.4) as a first order system with column vector z + (& (), &(2))T =
(I(z), I'(2))",

1

agég] /1 c&i(x) +0(z)Mdx, (3.6.3a)
&==6, (3.6.3b)
- _ 1.4 a6 o
&= 5[1 s + (e 1) - BE —nl, (3.6.3¢)
L(=1) =&(1) =0. (3.6.3d)

For this new problem, since the control 6 enters linearly both in the cost functional and the
dynamic system, the existence of an optimal control 6 is a classical result given in many
textbooks on optimal control, see [23].

Let z +— 0*(z) be an optimal control and t — I*(z) = I(z,u*) = & (z) be an optimal
trajectory correspondingly for the minimization problem. By the Pontryagin’s maximum
principle, we have the necessary conditions for this chattering control, where §# =0 or 6 = 1
correspond to a genuine control v =0 or u = M.

A common approach is to define the Hamiltonian, as follows

H— &4 OM+ M6+ Mg ;[17_51& Lo 1) 1”_"(1& —ga—u,  (364)

where \;,7 = 1,2 are often referred to as the adjoint variables.
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Applying the PMP one can show that there exist non-zero row vector z — (A1 (), Aa(z))
such that the adjoint equations are in the following form

L v gl

“ A =X [——+0M 1) —— —f]+e¢, 3.6.5a
1 2a[(1_£1)2 ( )(1_&)2 A] ( )
— Xy = A1, (3.6.5D)
A1(=1) =X (1) =0. (3.6.5¢)
0* = arg min 'H(fl, fg, )\1, /\27 9) . (3.6.6)
0€[0,1]
Since the Hamiltonian H is linear in control 8, we define
e —1 48
O(z) = M. 6.
(:L') Ao o - & + (3 6 7)
_ L. &
H=2@)0(z) +ecli+ b+ o[ 6 B& —nl, (3.6.8)
Hence, the necessary condition leads to the following form of the 8* by PMP
|1 if®(x) <0,
0 () = { 0 if®(z)>0. (3.6.9)

®(-) can be seen as the switching function and its zeros can be interpreted as the switching
times. If the switching function contains only isolated zeros, the problem is regular and
we can achieve an optimal control by finite switch of the two extreme states of the control.
However, if ®(+) is zero along an open interval, then such interval is the singular arc, along
which (ID({L') = w(fl,fg, )\1) = 0.

Hence, for a monotone decreasing background infection rate n(x) > 0,

e 0 =0~ I(x;0 =0):

& =6, (3.6.10a)
: 1
& = a[17_&gl — B& -, (3.6.10D)
§a(—1) =&(1)=0. (3.6.10c)
e 0=1—I(x;0=1):
& =&, (3.6.11a)
: 1
§2 = a[e“Mlv_&& — & — 1], (3.6.11Db)
L(=1) =&(1) =0. (3.6.11c)
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e e (0,1)— I(x;0):

& =&, (3.6.12a)
1 9G oMy Y8 o
&= _l1— 7 0(e D= 3 Bé1L— ), (3.6.12b)
U l Y aM 2 _ _
A=A 04[7(1 myRP +6(e 1)(1 myRy gl —e¢, (3.6.12¢)
Ay = =1, (3.6.12d)
E(—1) = &(1) =0, A(=1) =X (1) =0, (3.6.12¢)
e M1, 98, M
P& 6 M) =M )T g ) Tgpe=0 (3.6.12f)

For special case where the background infection rate n(x) = 7 being constant, we can
explicitly compute the control and the corresponding cost. Notice that in such case the
infected population I and the optimal control u are constants as well, we can use the
standard lagrangian multiplier approach

e 0 =0—1(0=0):

(v=B+0)++(v—B+n?+48y

I = o (3.6.13a)
To=5l-(r=8+m+ V= B0+ 45, (3.6.13b)

where as 7j — +0,
Io—>{(1)_g igiz , (3.6.14)
j0—>{ (2)0(1—73) igiz . (3.6.15)

¢ 0=11(0=1):
- e =B+ \/Q(B’W“M — B4’ +4bn. (3.6.16a)
Fi=GlOe™ = B /e — B a) i 20 (3.6.16b)

where as 7] — 400, I — 1. (Taylor series of (1+2)%5 =1+ 1z 4 o(2?).)
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o 0, (0,1) — I(6,):

_CV(“M—l—QﬁM Y= B+7
0= eaM O 1) (3.6.17a)
I, = \/c*y(eaM g (3.6.17b)
2M cy(e?M —1) — M
= . 6.1
A cy(esM — 1) — 25M\/ nM (3.6.17d)

Hence, if 7 is small, the optimal control is u = 0 (6 = 0). If 77 is large, the optimal control is
u= M (0 =1). For other intermediate values of 7, one could expect the chattering control
0s € (0,1) as defined in Eq. (3.6.17).

09r
0.8
0.7r
0.6
051 - - J
oal 6=0 - 6=6  B=16=6_ 0=0
0.3r
0.2r

0.1r

0.00‘7356 6.185 11.75 33.97 100
Background transmission rate 1

Figure 3.8: Example optimal control 6 for background infection rate n. This is an sample
case to show the possible rise of chattering case, where parameters are taken as § = 0.5,v =
1,a=10,M =0.22,c = 1.

3.7 Comparison with wall blocking strategy for uniform pop-
ulation

Consider building a wall to block the spread of disease from the reservoir. We consider a
simple form control u(x) as a Gaussian shape function,

(z—p)?

u(z) = Cprxe 2002 . (3.7.1)
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We observe from figure 3.9 that the wall can efficiently block the transmission when
Ry < 1. When Ry is large, even with small diffusion parameter, a simple wall placed at the
boarder can not stop the transmission spread out the disease reservoir.

o =0.001, Ry =15 Ry =05
T T T T s -+ 1(u=0)

NN —— 1 (u=N(0,0.02))
Y

Figure 3.9: Sample solution for model problem based on various Ry, where npyq; = 0.1,
Ry =1.5 and a = 10.

However, the Allee effect question shows the possibility that this model fail to capture
the possible wall blocking strategy in reality. Demographic and mathematical model studies
show that the existence of an Allee effect can prevent biological invasions [42].

3.8 Discussion

Here we proposed a spatial model for disease control problem with disease reservoir. We
analyzed the underlying dynamic when the control is imposed. Optimal pair of the disease
control problem has been proved to exist with suitable choice of the cost functional. Later
sections are served to show ways of calculating the optimal control pair in the various
applicable scenarios. With carefully, designed the control strategy, one can hope to confine
the infectious disease within a close distance around the reservoir. Although our model
study one dimensional space, which may seem simple at first sight, it is applicable for large
regions which can be simplified as uniform on the other direction as an approximation.
Future work can be expending the model to two dimension case, which we will try to tackle
in the following chapter.
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Chapter 4

Control problems for a class of set
valued evolutions

In this chapter, we studies controllability problems for the reachable set of a differential
inclusion. These were originally motivated by models of control of a flock of animals.
Conditions are derived, for the existence or nonexistence of a strategy which confines the
reachable set within a given bounded region, at all sufficiently large times. Steering problems
and the asymptotic shape of the reachable set are also investigated.

4.1 Introduction

The analysis and control of evolution equations on a general metric space has been the topic
of several investigations [8, 9, 66]. In particular, this provides a convenient setting for the
control of the evolution of a set S(t¢), depending on time.

Aim of this paper is to analyze a specific class of control problems for a moving set. A
version of this model, involving conservation laws, was first proposed by R. Colombo and
M. Mercier [31] to describe the controlled motion of a flock of animals. Let p = p(t, ) denote
the density of individuals at time ¢ at the location 2 € IR?. The conservation equation takes
the form

pt +div(pv) = 0. (4.1.1)
It is assumed that individuals choose their velocity v with two goals in mind:
(i) spread out toward less crowded areas,
(ii) move away from a repelling source, located at a variable position &(t) € IR%.

To model (i), a meaningful choice is to set

Vp

P+ &IVl

v =v(p,Vp) =— (4.1.2)
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for some constant ¢ > 0 determined by the maximum speed. This yields the conservation
law

pVp

P2+ =Vl

The equation (4.1.3), which coincides with the relativistic heat equation, was studied in [5].
The Cauchy problem has globally defined, unique solutions.

To model (ii), let & = £(t) € IR? be the position of the repelling source. For example,
this could be the position of a dog, controlling a flock of sheep. The velocity of an individual
(a sheep) located at = will be described as

pr — div = 0. (4.1.3)

v(z, ) Zw(lx—fl)m- (4.1.4)

A natural set of assumptions on the function ¢ is:

r—&

(A1) The map ¢ : Ry — IRy is a non-increasing function, with p(s) — 0 as s — +00.

For example, one may take

o(r) = ae"". (4.1.5)
In alternative, one can also consider
(r) = e if r<o, (4.1.6)
=00 otherwise o
or
@(r) =min{3,ar 7}. (4.1.7)

It will be convenient to represent the function v in (4.1.4) as
v(2,€) = V(i — ), o) = [ o(s)ds. (418

where the gradient is taken w.r.t. the z-variable. Combining the two terms (4.1.2)-(4.1.4),
the conservation law (4.1.1) takes the form

pVp
P2+ %Vol?

Following [31], we regard (4.1.9) as a controlled PDE, where £(-) is the control function.
In the present paper, instead of the density function p itself, we focus on the control of
the support of p. This will be denoted as

pe — div - div(p Vo (z, g(t))). (4.1.9)

S(t) = Supp(p(t, ) = {& € B2; p(t.z) >0},
where the overline indicates the closure of a set.
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For the equation (4.1.3) with smooth initial data p(0,x) = po(z), a major result proved
in [6] states that the support of the density p(t,-) expands with speed ¢ in all directions.
Namely,

S(t) = {x e R?; d(z,S(0)) < ct} = S(0) + B(0, ct) (4.1.10)

Here and in the sequel, B(y,r) and B(y,r) denote respectively the open and closed disc
centered at y with radius r.

Motivated by (4.1.10), we introduce a model for the evolution of the region S(t) C IR?
occupied by a flock of animals at time ¢, formulated in terms of a differential inclusion.
Intuitively for x, & € IR?, it is natural to consider the set of velocities

_ T — g
Gz, &) =B r—§&|)—,c
(0.6 = B (ol - e =5 c)
However, the multifunction G defined in this way would fail to be upper semicontinuous (at
points x, ¢ such that either x = £ or else ¢ is discontinuous at s = |x — &|). Throughout the
following, we shall thus work with the upper semicontinuous convex valued regularization
of the above multifunction. This is obtained by setting

G(z,§) = {y; 'y - )\\m i < ¢ for some \ € [p(s+), (p(S—)]} ife#¢, (4.1.11)
G(z,z) = B(0, ¢(0)+c). (4.1.12)

Under the assumptions (A1), one easily checks that the multifunction G in (4.1.11)-(4.1.12)
is upper semicontinuous with compact, convex values. Moreover, it satisfies the uniform
bound

G(z,€) € B(0, ¢(0)+c) for all z, ¢ € IR%. (4.1.13)

Calling Sy the region occupied at time ¢ = 0, we let S(t) be the reachable set for the
differential inclusion

i€ Gz, £(1)), 2(0) € Sp . (4.1.14)

In other words,
S(t) = {x(t) .2(0) € Sy, #(7) € G (x(7), &(7)) for ace. T € [O,t]}. (4.1.15)

As a first model, one may consider any continuous function ¢ : [0, co[— IR? as an admissible
control. If £(-) denotes the position of a dog initially located at &y, that can run at a
maximum speed o, a more realistic model would include the assumption

(A2) The control function t — £(t) € IR? is Lipschitz continuous, with
£t <o, €0)=&. (4.1.16)

As for the fire confinement problem [22, 24], this model leads to some natural questions.
1 - Global confinement. Assume that the initial set Sy is bounded. Is it possible to keep
the set S(¢) uniformly bounded for all positive times?
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We thus seek conditions which provide the existence (or nonexistence) of a radius R > 0
and a control £(+) such that

S(t) € B(0,R) forallt > 0. (4.1.17)

A related question is the following. Let two points P;, P» € IR? be given, together with
radii 1,79 > 0. Assuming that Sqg C B(Py,r1), is it possible to find a control £(-) that, at
some later time 7 > 0, one has S(7) C B(Ps,72)?
2 - Steering with constant speed. Assume we want to steer the flock, say in the direction
of the zi-axis, with constant speed A > 0. When is this possible?

Here we wish to understand in which cases there exists a radius R > 0 and a control
t — &(t) such that

S(t) € B(the1, R) for allt > 0. (4.1.18)

By e; we denote the unit vector parallel to the x;-axis.

3 - Quasi-stationary domains. A further problem is to identify the family of compact
sets Sy for which the following stabilization property holds: For every € > 0, there exists a
control £(-) such that the corresponding sets S(¢) in (4.1.15) satisfy

du(S(t), So) <e for all ¢ > 0. (4.1.19)

In the analysis of controllability properties, a key role is played by rotating controls,
where the point &(¢) rotates along a circle v with constant speed. For this reason, in
the last section we study this situation in more detail. In the setting we are considering,
from general results about periodic orbits of dynamical systems [64, 70] it already follows
that the map ¢ — S(t) converges to a time periodic function as ¢t — +oo, w.r.t. the
Hausdorff distance. In the present case, a stronger result can be shown. Namely, in a
set of rotating coordinates, for all times ¢ sufficiently large the boundary of the set S(t)
is a Lipschitz curve that admits a polar coordinate representation r = r(t,6). Moreover,
as t — oo, one has the uniform convergence r(t,6) — ro(6), for a smooth function r,
characterized as the unique 2m-periodic orbit of a suitable ODE. Section 2 of this paper
contains a standard approximation theorem. Given a probability measure p on IR? and a
corresponding “averaged” multifunction x — G(x, 1), we consider the differential inclusion

(1) € Gla(t), ), S(0) = So. (4.1.20)

One can then construct a sequence of control functions &,(-) such that the corresponding
reachable sets S, (¢) for (4.1.14) are “almost contained” in the reachable sets for (4.1.20).

In Section 3 we give some necessary and some sufficient conditions in order that the
global confinement problem or the steering problem admit a solution. Finally, Section 4
analyzes in more detail the case where stabilization is achieved by means of a uniformly
rotating control function £(-). In this case, it is shown that the reachable set S(t) converges
in a strong sense to periodic multifunction.

For the basic theory of multifunctions and differential inclusions we refer to [10, 50]. A
survey of different models describing the motion of flocks of animals can be found in the
recent paper [16].
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4.2 Averaging and approximation results

Let G = G(z,€) be a bounded, upper semicontinuous multifunction on IR? x IR? with
compact, convex values. To fix the ideas, assume

G(x,&) € B(0,M) for all =z, ¢ € IR%. (4.2.1)

Call P the family of all probability measures on IR?. For u € P, consider the “averaged”
multifunction

Gl 1) = / G, €) dpu(€) =
(4.2.2)

{ [ 5(€@au9): g measurable, g(6) € Gz &) forai 5} |

Lemma 1. The multifunction x — G(x,pn) in (4.2.2) is bounded, upper semicontinuous,
with compact conver values.

Proof. 1. Introducing the constant M = ¢(0) + ¢, by the uniform bound (4.1.13) it is clear
that G(z,p) € B(0, M) for all x € IR%. Moreover, since all sets G(z, ) are convex, G (z, i)
is convex as well.

2. To show that each set G(x, ) is closed, consider a sequence of points

g = / gn(€) du(€) € Gla.p).

with y, — y as n — oco. Taking a subsequence, we can assume the weak convergence g, — g
in LL, for some function g. The convexity of all sets G(z, ) implies ¢g(§) € G(z,§). Hence

v = Jim [0©du©) = [o©du©) € Glop)
proving that the set G(z, i) is closed, hence compact.

3. Finally, we check that the map = — G(z, ) is upper semicontinuous. Fix a point Z and
let £ > 0 be given. By the upper semicontinuity of the map (z,&) — G(x,§), we can find a
measurable function £ — r(£) > 0 such that

G(z,&) C B(G(z,£), /3) for all z € B(z, r(€)). (4.2.3)
Choose § > 0 such that
w(te; ro <) < 25 (1.2.4)
We claim that this choice yields
G(z,u) C B(G(Z,p), €) for all z € B(Z, §). (4.2.5)

Indeed, assume that x € B(Z,d) and consider an arbitrary element

y = / 9(€) du(€) € Gla,p),
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for some function & — g(§) € G(z,&). Calling m o g(§) the perpendicular projection of g(§)
on the compact convex set G(Z,§), by (4.2.3)-(4.2.4) we have

A Gm) < [ o) —mos@lan+ [

r(£)<é

}9(5) —mog(§)|du

< §+2M~u({§; r(g)ga}) < e

This establishes (4.2.5), and hence the upper semicontinuity of the multifunction z
G(z, ). O
Given a probability measure p and a compact set Sy as initial data, we denote by S*(t)
the reachable sets for the differential inclusion (4.1.20). Moreover, B(A, ) will denote the
closed e-neighborhood around a set A. In our analysis of confinement and steering problems,
the following approximation result will be repeatedly used.
Theorem 1. In the above setting, for any T, > 0 there exists a smooth control function
€:[0,T] — IR? such that the reachable sets S¢, S* for the differential inclusions (4.1.14),

(4.1.20) satisfy B
SS(t) € B(S (1), ¢) for allt €[0,T]. (4.2.6)

Proof. 1. Assume Sy C B(0, M) for some constant My. In view of (4.2.1) for t € [0, 7],
all trajectories starting in Sy will satisfy the a priori bound
lz(t)| < Mo+ MT  forall tel0,T]. (4.2.7)

Hence, changing the values of the multifunction G(z,€) for |x| > My + MT does not affect
the solutions of the differential inclusion. For simplicity, we shall thus assume that G is
constant for |x| large, namely

G(x,&) =B(0,M)  forall |z|>My+MT, ¢&cIR%

In essence, the analysis can be restricted to the compact disc B(0, Mo+ MT) C IR%.
2. By upper semicontinuity, there exists 6% > 0 small enough such that the following holds.
If G* is any multifunction such that

GHx) C co U B(G(:L",,u), 5ﬁ) , (4.2.8)
|/ —z| <6t
then the reachable sets S*(t) for the differential inclusion
i(t) € GHx(t)), S(0) = S, (4.2.9)

satisfy
Si(t) € B(SH(t), €/2)  forall tel0,T]. (4.2.10)
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3. We now approximate p by a purely atomic measure pf. More precisely, denote by 0y
the Dirac measure concentrating a unit mass at the point y € IR?>. We can then find points
Y, € IR? and coefficients Ay, € [0,1] with 7", A = 1 such that the probability measure

P> NGy, (4.2.11)
k=1
yields a multifunction
G'z) = G(z,p") = > MeGlx,up) (4.2.12)
k=1

satisfying (4.2.8). In particular, this implies (4.2.10).
4. Using the upper semicontinuity of the multifunctions G(-,y;) and G* in (4.2.12), we can

choose § > 0 small enough so that the following holds. If Gy,...,G,, are multifunctions
such that
Gr(z) C U &@,w) |, k=1,...,m, (4.2.13)
|a’—x|<26

then the reachable sets S*(t) for the differential inclusion
z(t) € G*(z(t)) = Z MG (x(t)), S(0) = So, (4.2.14)
k=1
satisfy

S*(t) C B(S*(t), e/4)  forall tel0,T]. (4.2.15)

5. The control function £(-) can now be constructed as follows. Choose an integer n large
enough so that TM/n < ¢ and divide the time interval [0,7] into n equal subintervals,
inserting the points t; = iT/n, 0 <i < n. Each interval I; = [t;_1, t;] is further partitioned
into subintervals I;  whose lengths are proportional to the coefficients A\, K =1,...,m in
(4.2.11). We then define

Enlt) = i for te| Lk (4.2.16)
=1

The reachable sets for the differential inclusion
€ G(z,&,(t)), z(0) € Sp (4.2.17)

will be denoted by Sy, ().
6. Let z(-) be any solution of (4.2.17). By (4.2.1), for ¢ € [t;_1, t;] it follows

2(t) — z(tiy)] < M-%. (4.2.18)
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Consider the polygonal approximation

.Z(tl) — x(tifl)

z*(t) = x(ti—1) + (t—tiz1) - ro——

for all t e [ti—l, ti] .

By definition z*(¢;) = x(t;) for all i = 0,...,n. If t € [t;_1,t;], then

2MT
lx*(t) —z(t)| < 2M(t —t;—1) < p— (4.2.19)
Moreover, our previous construction yields
i) = M-l ZA U c6'w
t— k- ) Yk
|2/ —z(t;—1)|<d
(4.2.20)
U G(xlvyk)
| —x* (£)| <26
Recalling (4.2.13)-(4.2.15), we thus obtain
z*(t) € B(S*(t),e/4). (4.2.21)

Choosing n so large that M < 4, using (4.2.19), (4.2.21), and then (4.2.10), we obtain

2(t) € E(Sﬁ(t),i+i> c E(S“(t),a).

Since z(-) was an arbitrary solution of the differential inclusion (4.2.17), we have shown
that the control function £(t) = &,(¢) in (4.2.16) yields the desired estimate (4.2.6).

7. To achieve the proof, we need to modify the piecewise constant function &, (-), making
it smooth on the entire interval [0,7]. Relying again on the upper semicontinuity of the
reachable sets, if the new function £(-) coincides with the &,(-) on a set of times having suf-
ficiently small Lebesgue measure, after this modification the bound (4.2.6) will be replaced
by

S8(t) € B(SM(t), 2¢) for all ¢ € [0,T].

Since € > 0 was arbitrary, this completes the proof. L]

4.3 Confinement strategies

4.3.1 A necessary condition

We start by deriving a necessary condition for the existence of a confining strategy. The
following result shows that, if the initial set Sy is already large, then, no matter how fast the
controller £ can move, it cannot prevent the reachable sets S(t) from becoming arbitrarily
large, as t — 4-00. Consider the variables

A = mr?, o = / divv = 27mrp(r).
Br
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We regard ® as a function of A, so that

o = onf2o (2] = [ o]

Motivated by the previous computations, in the following theorem, we let s — ¢(s) be the
non-decreasing rearrangement of the function

A — %@(A) = %(p (ﬂ) + ¢’ (\/f)

In other words, ¢ : [0,00[— IR is the unique (up to a set of zero measure) non-decreasing
function such that, for every k£ < 0,

meas({AZO; P(A4) < k}) =

({2 () <)

Theorem 2. Assume that, for some constant Ag, the non-increasing rearrangement ¢
satisfies
A
g(A) = 20\/7?44—/ o(s)ds > 0 for every A > Ap. (4.3.2)
0

Then, if the initial set Sy has measure ma(Sp) > Ao, uniform confinement is not possible.
Indeed, for any choice of the control £(-) one has

ma(S(t)) — oo as t— oo. (4.3.3)

Proof. The area of the set S(¢) evolves in time according to

d

—ma(S(t)) = c¢-m1(0S(t)) +/ divv. (4.3.4)

Here 0S denotes the boundary of the set S, while my is the one-dimensional Hausdorff
measure, normalized so that m; () gives the usual length of a smooth curve ~.
If mo(S(t)) = mr(t) for some r(t), then the isoperimetric inequality yields

m1(0S(t)) > 2mr(t) = 2y/7mma(S(t)). (4.3.5)

This provides a lower bound on the first term on the right hand side of (4.3.4).
To achieve a bound on the second term we observe that, by the definition of @,

ma(S)
/ divv > inf {/ divv; S’ C IR* ,my(S') = mg(S)} = / »(¢) dC. (4.3.6)
S ’ 0

Using (4.3.5) and (4.3.6) in (4.3.4), we obtain
Cma(S(1)) > 9(ma(S1),

where g :]Ap, oo[— IRy is the continuous, strictly positive function introduced at (4.3.2).
A standard comparison argument for ODEs now yields (4.3.3). 0
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Example 1. Consider the case where ¢(r) = ae™"

have

, as in (4.1.5). Calling r = |z|, we

divv(r) = (SDET) + @’(?ﬁ) = (% - b) ae™" = (\/j— b) ae VAT

Hence divv(z) < 0 if and only if |z| > b—1. For every set S C IR? we thus have

2ma

/divv > / divv = —2mp(1/b) = — —.
S |z|>1/b €

In particular, if the initial set Sy has area ms(Sy) > ma?/c?e?, then its perimeter satisfies
c¢-m1(0S5y) > 2c\/mma(Sy) > 2ma/e, and the corresponding sets S(t) become arbitrarily
large: mo(S(t)) = o0 as t — oo.

Example 2. For the function ¢(r) defined at (4.1.6) we have

/divv > —2rao.
S

A similar computation shows that, if the initial set Sy has area ma(Sp) > ma?0?/c?, then
its perimeter satisfies ¢ - m1(9Sy) > 2¢y/7mm2(Sy) > 2wao, and mo(S(t)) — oo as t — oo.
Example 3. In the case ¢(r) = min{3, ar—}, setting r* = (/)7 we compute

. _ B/r if x| < r*,
divv(z) = { a(l —v)|z|—7t if x| >rr.

Notice that, if v < 1, then divv(z) > 0 for all z € IR%. In this case the measure mz(S(t))
will be always increasing in time, and uniform confinement is impossible. On the other
hand, if v > 1, then

/diVV > / divve = =2 p(r*) = _27@1/“/51—1/7'
S || >

If the initial set Sy has area ma(Sp) > ma?5%2/7/c?, then its perimeter satisfies c-my (9Sp) >
2c\/mma(Sp) > 2mal/ 7B/ and ma(S(t)) — oo as t — oco.

4.3.2 A steering problem

Next, we consider the problem of steering the set S(t), initially inside a disc B(Py,r1), to
another disc B(P,,73). To state a positive result in this direction, an auxiliary function
needs to be introduced.

Fix a radius rg > 0, and consider a probability distribution g uniformly distributed
along the circumference centered at the origin with radius rg. Consider the “averaged”
vector field ¢

wiw) = [ e g ), (@3
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Clearly this vector field is radially symmetric, having the form
x
w(z) = ¢(|z| o) Tk (4.3.8)

The function ¢ can be computed using the divergence theorem. Indeed, for every 0 < r < rg
we have

2rr ¢(r,ro) = /§|_m </B(0,r) divv(x,f)) du(§) = /B(OJ‘) divv(z, P), (4.3.9)

where P is any point having distance ro from the origin. Taking P = (r(,0) € IR?, the right
hand side of (4.3.7) is computed by

o(r,ro) = = A 2s (QP(S) + cp’(s)) arccos ('W) ds. (4.3.10)

277 Jyo—r S 2r9s

Theorem 3. Assume that ¢ : Ry — IR4 satisfies (A1) and let ¢ be the function defined
at (4.3.7)-(4.3.8). Let 0 < ro <11 and assume that

ir>1f o(r,p) < —c for all v € [rg, ] . (4.3.11)
p>r

Let the initial condition satisfy So C B(Py,71) for some point Py. Then, for any point Py €
IR? there exists a smooth control function t — £(t) and T > 0 such that the corresponding
set satisfies S(T) C B(Pa,rs).

Proof. 1. Let the assumption (4.3.11) hold. Then for every r € [ro, 1] there exists € > 0
and a probability measure j,(,), uniformly distributed along the circumference dB(Py, p(r))
centered at Py with radius p(r) > r + ¢, such that the following holds. At some time 7 > 0,
every solution to the differential inclusion

T € G(xnup(r))a I(O) €§<P17 T+6)
satisfies
z(t) € B(P,r—¢).

2. Since the interval [ra, 7] is compact, by a covering argument we can find 7, > 0 and
radii R, with

rn = Ry > Ri > -+ > Ry = nr
such that the following holds. For every k = 1,..., N, every solution to the differential
inclusion

RS G('Tnu’p(Rk))’ ‘T(O) € E(‘Pl’ Rk)

satisfies o
x(1) € B(Pr, Ry —e).

By Theorem 1, for every k there exists a control function & : [0, 7] + IR? such that every
solution to the differential inclusion

i€ G(x,&(1)), z(0) € B(P1, Ry)
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satisfies o
z(1) € B(P1, Rgq).

Consider the control function ¢ : [0, N7] — IR? defined as the concatenation
() = &(t—(k—1)7) te(k—1)rT, k).
Then every solution of the differential inclusion
& e G(z,£(1)), z(0) € B(P1, 1)

satisfies B
x(N1) € B(P, o).

This already proves the theorem in the case P, = P;.

3. Next, consider the unit vector e = (P, — P;)/|P>» — Pi| and choose an integer m large
enough so that

_ [P

m

J

< ry—ry.

By the previous step, for every j > 1 there exists a control function §; : [0, N7] — IR? such
that every solution of

t e G(z,&(t)), z(0) € B(Py + (j — 1)de, 1)

satisfies

2(N7) € B(PL+ (j—1)de, r2) C B(P + jde, r1).
After m + 1 steps, the concatenation of these controls §;(-) yields a control &(-) satisfying
the requirements of the theorem, with 7' = (m + 1)N. O
Next, we provide a sufficient condition for the solvability of the steering problem. Given
a probability measure p on IR?, we recall that G(z, 1) denotes the averaged velocity set
defined at (4.2.2).
Theorem 4. Assume that ¢ : IRy — IR; satisfies (A1). Consider any bounded open
set Q C IR? with smooth boundary, and any velocity vector e. Assume that there exits a
probability distribution p such that, calling n(x) the unit outer normal to Q0 at the boundary
point x, one has

<n(x) , V. — e> < —c forallz € 00, v eG(z,pn). (4.3.12)

If Sy is any compact set contained in €, then there exists a continuous control function
t — &(t) such that the corresponding reachable set in (4.1.15) satisfies

S(it) C Q+te forallt>0. (4.3.13)

Proof. 1. Define the multifunction G~ (z,£) = G(z,£) — e. Assume that there exists a
control function £~ (-) such that every solution of

i€ G (z, (1), 2(0) € So (4.3.14)
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satisfies
z(t) € Q forall ¢>0. (4.3.15)

Since G is translation invariant, i.e. G(z,§) = G(x+te, {+te), the control £(t) = £ (t)+te
then satisfies the conclusion of the theorem. To prove Theorem 4, it thus suffices to construct
a control function £~ such that (4.3.15) holds, for every solution of (4.3.14). “2. Call
d(x,0) the signed distance of a point x to the boundary of Q. By assumption, d(-,0) is
smooth in a neighborhood of 92 and satisfies

d(z,00) < 0 it zeQ,
d(z,00) > 0 if z¢Q,

Consider the sublevel sets
A. = {z; Y(x) < —c}.

Thanks to the assumption (4.3.12), we can find ¢ > 0 such that the set A_. is strongly
invariant for the differential inclusion

i€ G (z,p). (4.3.16)
In fact, choosing a sufficiently small constant ¢, satisfying

< —c <0
max ¢(x) c ;
the following stronger statement is true. Every solution t — x(t) of (4.3.16) with x(0) € A_./,

satisfies
z(t) € A_¢p forall t>0, z(l) e A..

By Theorem 1, there exists a control function ¢~ : [0, 1] = IR? such that every solution of
i€ G (0 ), 2(0) € Acpy

satisfies
z(t) € Ay for all te(0,1], (1) € A_gs.

Extending £~ (-) by periodicity, so that £~ (¢t + 1) = £~ (¢), we obtain a £~ : IR, ~ IR? with
the desired property. Namely, every solution of (4.3.14) satisfies (4.3.15). This achieves the
proof. L]

Example 4. Assume that, for some 0 < r < r¢9 and § > 0, the function ¢ in (4.3.10)

satisfies
o(ryrg) = —c—0. (4.3.17)

Let po be the probability measure uniformly distributed along the circumference {x =
(z1,72); |2| =70}, and let u~ be the probability measure uniformly distributed along the
half circumference {z = (z1,22); || =710, 1 <0}. Let @ = B(0,7). By (4.3.17) one has

c
c+o

<n(a:) , VoHro (a:)> = —c for all x € 0Q2. (4.3.18)
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Choose n > 0 such that

<n(:c), Voh- (z) — 77e1> <0 for all = € OQ. (4.3.19)
Then the assumptions of Theorem 4 are satisfied with
. c n ) o _ no o
P=arsho ™ st IR A

4.4 Asymptotic shape of a rotating solution

In this section we study in more detail the evolution of the set S(t), in case where the point
&(t) moves along a circumference, with constant angular speed w.
To fix the ideas, assume that

&(t) = R(coswt, —sinwt),

1

with w = €7+ very large. Consider a set of rotating coordinates, determined by the or-

thonormal frame {e(t),e2(t)}, with e;(t) = (coswt, — sinwt).
Consider the vector fields
w(z) = (i?) , (4.4.1)
Vo) = plle =€) o ; , € = (6,6) = (RO). (1.4.2)

In the above system of rotating coordinates, the sets S(¢) are determined as the reachable
sets for the differential inclusion

icB (lw(x)+v(x) , c> | (4.4.3)

3

For a suitable class of initial data Sy, as t — oo we expect that S(t) — S, for some invariant
set S. In polar coordinates, this set has the representation

S = {(rcosa,rsina); 'rgpe(a)},

where o — p.(a) provides a periodic solution to the ODE
dp
da

With reference to Fig. 4.1, left, if the point z = (pcos«, psina) moves according to & =
vT(x), then its polar coordinates satisfy (4.4.4). The function g. is determined by

= ge(a,p). (4.4.4)

cos 0 <:1: , e tw(z) + v(z) + Y>

ge(a,p) = = sup —
(p) = T = S e W) F v )

<x, V(x)+y>
= ¢- sup .
yl<e 122+ |[w(z) +ev(z) + ey]

(4.4.5)
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For ¢ = 0 we have go(a, p) = 0 and every constant function is a periodic solution. To
find periodic solutions for € > 0 we use a bifurcation technique. Call r — F_(r) the return
map for (4.4.4). Calling o — p.(a,r) the solution of (4.4.4) with initial data p(0) = r,
consider the function

F(r,e) = p(2m,r) —r. (4.4.6)

Zeroes of F' correspond to periodic solutions. Since F(r,0) = 0 for all r, by standard
bifurcation theory we have

(i) If %—f(f, 0) # 0, then in a neighborhood of the point (7,0) the only solutions of
(4.4.6) are those with e = 0.

OF O*F

(ii) If a(?, 0) =0 and 90 ———(7,0) # 0, then there exists a nontrivial branch of solutions
of the form r = r*(¢), with
. ) or* PF PF !
0) = 7, 0 = - 550 (5r00)

Consider the formal asymptotic expansions

ge(av P) = &qn (av P) + 5292(04, P) + 0(82) ) (4'4'7)
pe(a,7) = 7 +epi(a, )+ 2pa(a,r) + o(e?), (4.4.8)
() = F+er +e2ry+o(e?). (4.4.9)

The conditions in (ii) for the existence of a nontrivial branch of solutions, bifurcating from
the trivial branch at (7,0), can be written as

F
%—6(?,0) = p1(2m,7) = 0, (4.4.10)
0’F dp1
— (7 = —(2nm,7 . 4.4.11
om0 = Plonr) £ 0 (14.11)
Inserting (4.4.7)-(4.4.8) in (4.4.4) and equating coefficients, to first order we obtain
2m
p1(2m,7r) = / g1(B,r)ds. (4.4.12)
0
Hence (4.4.10) yields
2m 2m agg
| aenas = [ @ - o. (1413
0 0
Moreover, (4.4.11) yields
2m o 27 82 .
| grmnis = [ Ee@nas £ o. (1414)
0
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Introducing the vector z(a, ) = (rcos o, rsina), from (4.4.5) and the definitions of the
vector fields w, v at (4.4.1)-(4.4.2), it follows

pop) = et o (vialanp). ala.p).

Defining the function

27
Y(r,R) = / <v(x(a, ), z(ar) > do, (4.4.15)
0
the conditions (4.4.13) and (4.4.14) can be written as

Y(r,R) = —2mc. (4.4.16)

d
%lb(rv R)

S #0. (4.4.17)

Theorem 5. Assume that there exists a unique radius T for which (4.4.16) hold, and for

such value 7 assume that the inequality (4.4.17) holds as well. Then, for every e > 0 small
enough, the following holds.

(i) The ODE (4.4.4) has a unique periodic solution r = r*(cv).

(ii) The region S* = {(rcosa, rsina); 0 < r < (o), « € [0,27r]} is positively

invariant for the differential inclusion (4.4.3).

(i13) If, in addition, ¥ (r) > —2mwc for all 0 < r < T, then for any initial set Sy C S*, the
corresponding reachable set S(t) satisfies

lim dy(S(£),8) = 0. (4.4.18)

Moreover, for all t sufficiently large the set S(t) admits a polar coordinate represen-
tation
S() = {r(cost, sin0); 0<r<r(t,0)} (4.4.19)

with lmy o0 7(t,0) = 7*(6) uniformly for 6 € [0, 27].

Proof. 1. By standard results of bifurcation theory [29], the existence and uniqueness of
the periodic solution are an immediate consequence of the assumptions.

2. The positive invariance of the set S* follows from the definition (4.4.5). Indeed, calling
Ts+(x) the tangent cone to the set S* at any boundary point x, (4.4.5) implies

B(w(x) +ev(z), ce) C Tg+(x). (4.4.20)
Moreover, for every x € S*,
B<—w(m) —ev(a), ce) NTs(z) # 0. (4.4.21)
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Figure 4.1: Left: construction of the vector fields v, v=. Right: any trajectory of & = v (z) (solid
curve) approaches the periodic orbit providing the boundary of S*. Any trajectory of & = v~ (z)
(dashed curve) enters the set .

Since the right hand side of (4.4.3) is a Lipschitz continuous multifunction, by (4.4.20) every
trajectory of (4.4.3) starting at a point zp € S* remains inside S* for all times ¢ € [0, co[. On
the other hand, by (4.4.21), for every point xg € S* there exists a trajectory ¢ — z(t) € S*
defined for ¢t €] — 0o, 0] with 2(0) = xg. Together, these two properties yield the positive
invariance of S*.
3. In the remainder of the proof we assume that ¢ (r) < 2mc for all 0 < r < 7. Since
P(r) — 0 as r — 0+ and ¥(F) = —2m¢, by continuity we can find § > 0 such that
P(r) < 2m(c—9) for all r € [0, 7).

It is convenient to introduce the vector fields v, v, as in Fig. 4.1. At a given point z,
these are defined as the tangents to the circumferences centered at w(z) + ev(z) and with
radii ec, e(c — ), respectively. By Pythagoras’ theorem,

x)| = \/|w ) +ev(x)]? —e2e?,
!V z)| = VIw(z) +ev(z)]? - e2(c ~ §)?,
and the vectors v*(x), v~ (x) are well defined as soon as the right hand sides of (4.4.22)
are > 0.

Observe that the above assumptions on the function ¢ in (4.4.15) imply that, for every
€ > 0 sufficiently small, the following holds.

(4.4.22)

e The vector field v has a unique periodic solution. This is precisely the boundary of
the domain S*. In polar coordinates, it corresponds to a periodic solution of (4.4.4).

e The vector field v~ has no periodic solution inside S*.
Consider any point xg € S*, and denote by ¢ — z(t, xo) the solution of
z = v (z), z(0) = zg.

Notice that this trajectory is well defined, as long as it does not touch the set
Q, = {x; |w(x) +ev(z) <e(c— 5)} C Q = {:c; |w(x) +ev(z)| < ac}.

Since S* is positively invariant, we have z(t) € S*. By the Poincaré-Bendixson theorem,
x(+) must either approach a periodic orbit, or a point where v- = 0. By assumption, there
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are no periodic orbits inside S*. We conclude that there exists a time 7 > 0 such that
w(z(T)) + 5v(x(7))‘ <eg(e— g) Hence, z(7) lies in the interior of €.

By the above arguments, for every initial set Sy C S* there exists 7 > 0 such that
S(T, So) N intQy # 0.
4. Fore < 1,Qp = {x; |w(z)+ev(z)| < 50} is convex and diffeomorphic to disk B(o, c).

Consider the one-to-one map = — H(z) = w(z) + ev(x). Notice that v(z) is smooth and

Tu(z) = ((1] _01>+a7v(x), (4.4.23)

hence, Jp () is invertible and continuous when ¢ is very small. H(x) is the diffeomorphism
we need, provided € < 1. There exist a point xg € )y which is the preimage of the origin.

H(z) = w(z)+eviz) ~ Ti(wo)(x — ) +o(e) ~ (‘1) _01) (z — 70) + o(e).

5. By a straightforward comparison argument, if S(7,Sy) 2 S, then S(7+t,Sy) 2 S(¢,S1).
To prove the convergence (4.4.18), by the previous step it is thus not restrictive to assume
that So C Qg. By definition, €2y is the set of stationary points for the differential inclusion
(4.4.3). In other words, if £ € Qq, then x(t) = z is a solution to (4.4.3). The assumption
So C Qg thus implies

S(t,So) 2 S(s,50) D So forallt>s>0. (4.4.24)

Therefore, the closure of the union

Sw = [JS(LS%) € 5

>0

must be a positively invariant set, consisting of all the trajectories of v starting inside €.
Hence the boundary 9S., should be a periodic orbit of v. By uniqueness, we conclude
that Soo = S*.
6. Finally, we show that the stronger convergence (4.4.19) holds.

Denote by I'* = 95*, T'(t) = 95(t) the boundaries of S* and S(t), respectively. By the
previous analysis we know that I'* is a smooth curve and that

. *
tl}gloo dg(T(t),T") = 0. (4.4.25)

To prove the Lipschitz regularity of the curve I'(t) we use the fact that each S(¢) satisfies
an interior ball condition [26]:

There exists a constant p > 0 such that, for all t > 1, every point P € S(t) is contained
in some closed disc D C S(t) of radius p.

For convenience, we consider the transformation mapping the point P = r(cos @, sin )
to the point P/ = 7"*L(w(cos 0,sin @), where 7*(-) yields the polar representation of the curve
I'*. Relying on this change of coordinates, it is not restrictive to assume that the set S*
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is the closed unit disc, so that I'* = {x € IR?; |z| = 1}. The images of the sets S(¢) in
these new coordinates will satisfy an interior ball condition, possibly with a different radius
p> 0.

By (4.4.25), for any £ > 0 we can find ¢. sufficiently large such that

I'(t) g{xeﬁﬁ;l—egpﬂgl} for all ¢ > ¢. .

Choosing ¢ = p/2, we claim that, for ¢ > ¢., the curve I'(t) can be written in polar

coordinates as
T(t) = {r(t)(ﬂ)(cosﬁ,sine); 0 e [0,277]} (4.4.26)

for some Lipschitz continuous function 7(!). Indeed, fix an angle «, and define
r®(a) = max {r >0; A(cosa,sina) € S(t) forall A € [O,T]}.
Referring to Fig. 4.2, consider the point
P = rD(a)(cosa,sina) € T(t).

Let Bjp, B2 be the two closed discs with radius p, tangent to I'* and containing P as a
boundary point. Consider the open region ¥, bounded between I'* and the two discs. By
construction, if @ € X, then @ ¢ I'(t), because there exists no disc of radius p containing @
and contained in S(t). The above argument shows that, for every ¢ > ., the set I'(¢) admits
the polar coordinate representation (4.4.26), where the function (*) satisfies an estimate of

the form
1—e < D) < rO@)+C|B—a.

for some uniform constant C, valid for all times ¢ > t. and all angles «, 3. Hence r®) is
Lipschitz continuous with Lipschitz constant C'.

F*

180

Figure 4.2: No point of T'(t) can lie in the shaded area, because the interior ball condition would
otherwise be violated.
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Example 6. Consider the “scare function” ¢(r) = ae™" as in (4.1.5), assuming a >
¢, b > 1. We wish to understand for which radii 7, 0 < 7 < R, the conditions (4.4.16)-(4.4.17)
hold. First, a direct computation yields

g =2 (/ 7 (vlata,m), 1 ") aa)

(D ) an

B T ol —¢€)) B 1 (r — Rcosa)? N
- | (1 bt =) e—ep )d (4.4.27)

olle &) (|, L (R-r?
<[ i <1 (b+R+r)(R+r)2>d

provided r < ? }R

Hence, () is strictly monotone decreasing in (0, ? 1R) which make condition (4.4.17)
holds.
Now we check condition (4.4.16). Recall the equivalent formula of ¢(r) in (4.3.10).

R+r 2 2 .2
P(r) = 2np(r,R) = 72"/1?.—7« ©(s)(1 — bs) arccos (%) ds . (4.4.28)

For any fixed R, we first need to make sure v (r) < 0, which require 1 — bs < 0, for all
s€ (R—r,R+r). So, together with the monotone condition (4.4.27), we have

R—r > R—‘/B_lR 2 >

! , (4.4.29)
Vb+1 vb+1 ~ b

2
. 1+v14+8R
provided b > max {1, (%) }

Then we can always choose parameter a large enough to make sure min ¢ (r) < —2mc.

2ma _bs\ |R+r o [RAT
s = = — — 4.4.
" (se ) R e o(s)(1—=bs)ds < (r) < —2me, (4.4.30)
provided a > crmax {(be) "', (R +r)/a, (R —1)/a}.

Notice that ¢(r) — 0 when r — 0, we clalm there is a 7 € (0, %R) satisfy condition
(4.4.27) such that ¢ (7) = —2mec.
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Appendix

Details of Chapter 2

Analysis of the disease dynamics with continuous-age-structure
Recall the population-scale dynamics (2.2.2), we assume ((a, ay, z) has a simple form:
Bla,ar,z) = &(a)qlar, 2). (0.1)

This will induce the general separable inter-cohort form of the infection pressure

Aa,t) = &(a) /Oamax /OaI q(ar, 2)I(ar,t, z)dzday, (0.2)

where £ € L™>(0, amax), ¢ € L2(0, amax) X (0, @max), q(ar, z),£(a) > 0. For convenience, we
denote

K(a) = e Jo#dr, (0.3)

which is the survival probability, meaning the probability at birth of surviving to age a, and
for given ¢g(a),

o(a) = o(a,cs(a)). (0.4)
Integrating S along the characteristics, we obtain

S(a,t) =rK(a)e” JoMrt—atnomdr - for 4> g, (0.5)

Further more, using Eq. (0.5) and integrating I along the characteristics, we have

I(a,t,2) = rK(a — 2)a(a — 2)Ma — 2,t — z)e” Jo ~o(DAt=atr)dr

a (0.6)
e~ oo m(r)dT , for t>a.

If we define " a
W(t) = / / q(ar, z)I(ar,t, z)dzday , (0.7)
0 0
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then Eq. (0.6) can be represented by

I(a,t,z) =rK(a)o(a — 2){(a — 2)W(t — 2)

—z 0.8
e~ o U(T)&(T)W(t*aﬁi’T)dTe*OlZ , for t>a. ( )
Existence and uniqueness of steady state solution

For steady state analysis, we only consider ¢ — oo and a = 0, plug Eq. (0.8) into
Eq. (0.2), we obtain

W) = /0 /0 " v (an)glar, 2)olar — 2)e(ar — W (E - 2)

e~ Jo ! T oeMEMW t—ar+m)dr g q4

(0.9)

1. The disease-free equilibrium corresponding to the trivial solution W (t) = W* = 0 is:

S(a) =rK
(a‘) r (a) Y (010)
I(a,z) =0.
2. The endemic equilibrium provided by W (t) = A > 0. Constant A is given by rearrange
the integration of Eq. (0.9) along the characteristic first, then cancel the repeated non-
zero constant A on both side of the equation, we obtain:

Fay = [ tensos

0 — (0.11)

{/ q(ap + z,2)rK(ag + z)a(ao)f(ao)e_azdz} dag ,
0

the desirable A has to be the solution for F'(A) = 1 if the solution exist. Notice that
dl;gf) < 0, F(A) is monotone decreasing. So, it is sufficient to impose F/(A = 0) > 1 as the
condition for the existence and uniqueness of the endemic steady state solution.

To summarize, define the basic epidemic reproduction number Ry as

Ry = /amax /aI q(ar, z)rK (ar)o(ar — 2)€(ar — z)e"**dzda; = F(0). (0.12)
0 0

Theorem 0.1. If Ry < 1, there exist an unique disease-free equilibrium. If Ry > 1, there
exist an unique endemic equilibrium.

Stability of the disease-free equilibrium and basic reproduction number R,

For the stability of steady-state solution, we consider functional derivative in calculus
of variation, see reference [76] for example.

W(t) = W* + ew(t), (0.13)
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we linearize W (t) = L(W (t)) around the steady state W*, such that
d
w(t) = LW + ew(t))le=o, (0.14)
where the linear operator L is the integration of W (t) in Eq. (0.9). To simplify the notation,
we denote

U(ar,z) = rK(ar)q(ar,z)o(ar — 2)€(ar — z)e” . (0.15)
Amax afr ar—2
w(t) = / / w(t —2)(ar, z)e™V" Jot T eEMAT g1 qq,
0 0
~w | - / ' Wlag, )W I o
0 0

{/Oa,z o(T)é(T)w(t —ar + T)dT} dzdas. (0.16)

In the case of the disease-free equilibrium Eq. (0.10), Eq. (0.16) will take a much simple
form, by changing the integration order, we obtain

w(t) :/ max {/ max \Il(aljz)e_w* Oaj—z O'(T)E(T)deaJ}w(t _ Z)dz
0 a

max — %

Grmese (0.17)
:/0 D(2)w(t — 2)dz,

where ®(z) is defined as the corresponding the convolution kernel.
To study the local asymptotic stability of this disease-free equilibrium, we consider the
characteristic equation by substituting w(t) = e*!, s € C in Eq. (0.17).

et = / B(2)e*t=%) = eSt/ O(z)e % (0.18)
0 0
Hence, we have the characteristic equation
A A~ +OO
1-®(s) = 0, where ®(s) = / e FP(2)dx. (0.19)
0

Theorem 0.2. If Ry < 1, the disease-free equilibrium is stable. If Ry > 1, the disease-free
equilibrium is unstable.

Proof. First, recall the definition of Ry in Eq. (0.12), notice that

Amax
B(0) = / B(z)dz = F(0) = Ro. (0.20)
0
If Ry < 1, @(O) < 1. Then, suppose s € C has a positive real part,
Amax Amax R
1B (s)| = |/ e P(2)dz| < / e Fel)2p(2)dz < $(0) < 1. (0.21)
0 0

Hence, the characteristic equation (0.19) has no non-zero root with positive real part.
If Ry > 1, ®(0) > 1. Notice that ®(s) is a monotone decreasing function and ®(s) — 0

as s — oo, which means characteristic equation 1 — ®(s) = 0 has exactly one root located
on the positive real line. Hence, the disease-free equilibrium is unstable in this case. L]
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Derivation of optimality conditions using adjoint-calculus

To use the standard adjoint-variable approach for problem (2.2.6) as in [59], we first need
to reformulate the constraint on pg and p; in a weak form. The idea is to do integration-
by-parts on the adjoint function to get the initial and boundary condition involved. We
reformulate the constraint C(pg,pr,cs) =0 as

(V,C(ps,pr,cs)) =0 (0.22)

for all continuous V' € Cp(R) x Cp(R?) x Cy(R), where the inner product

.0y = [ et vita) |0 4 plaps + ofes(a) s | da

/ o / Vi(a {dp[ + % +7(a, 2)pr(a, z)] dzda (0.23)

—|—/ o eV, (a)cs(a)da.
0

The e~ " is weighting of the inner product that so that the adjoint variable can be inter-
preted as present-values of each state at the corresponding age. Integrating by parts,

ama dv; -
v,y == [ et {45 [k ) + ofes@)i@] Vs  psta)da
0
‘ " emhavg(a)ps(a) + / Ijzxefh“VI(a, 2)p1(a, 2)X(0,a)(=)d2
Amax a O “ Amax (024)
+/ e "V (a, 2)ps(a, z)da+/ e "V, (a)cs(a)da
0
@max ovy IV
/ / {[ 8—;— [h + (a, z)]VI}pI(a,z)dzda.
So our Lagrangian finally has the form
£ = /max { s(a) —cs(a)]ps(a —|—/ ufazpfaz)dz}da
0
Gmax av
~ha ) ZYS
/0 o {08~ [t uta) + o(est@)i(@] Vs psta)da
+Vs(0)ps(0) — e Vs(T)ps(T)
Amax dV av (025)
/ / {I 87[ — [h+~(a, 2)] Vf}pj(a, z)dzda

/0“‘““ ~"Vi(a,0)0(cs(a))A(a)ps(a)da
+ /Oamx e V.. (a)cs(a)da.
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Thus, optimizing the Lagrangian now corresponds to setting all the functional derivatives
with respect to pg, pr and cg equal to zero:
5.2 ps] 5L [pi] 5L es]

0= , 0= , 0= . 0.26
ops opr dcs (0.26)

The inequality constraint for c¢g(a) > 0 provide additional requirement:
either cg =0,V >0, or cg(a) >0,V,s =0. (0.27)

Now we compute the strong form to the above system. Starting with the equation for
—e~ "V (a, z), we differentiate the Lagrangian with respect to p; to obtain

Gmax (@ ovy oV,
/ / e~ ha {ul Ly 2L [h+ 7] VI} dprdzda =0, for all ops(a,z). (0.28)
0 0 da 0z

This is clearly the weak formulation of

dv;  dv
- (Taf - (TZI =us(a,2) — [h+v(a,2)] Vila,2), Vi(amax,z) = 0. (0.29)

Similarly, for the equation for —e~"*Vs(a), we differentiate the Lagrangian with respect to
ps, and get

Amax aV ~ ~
/ e ha {[us —cs] + EAC I [h +p+ 0)\] Vs + Vi(a, 0)‘7)‘} opsda =0,
0

da (0.30)
for all dpg(a).
This is exactly the weak formulation of the terminal value problem
~ U is(a) — esla) + oles(@)Aa) Vi(a,0) — Vi(a)]
da ~ ° 8 s e 5 (0.31)
- [h + ,UJ((I)] VS(a)a VS(amax) =0.
Finally, we have the equation for cg as
1
{8‘7—~ }05:0,0520. (0.32)
Ocs )\(a) [V[(a, 0) - Vs(a)]
Therefore, the evolution for the adjoint variables is described by equations as follows
U5 — is(a) — es(a) + oles(@)Ala) Vi(a,0) — Vi(a)]
da ~° s s A S (0.332)
— [h+ p(a)] Vs(a)
dvy dvy

4L ur(a, z) — [h+v(a, 2)] Vi(a, 2) (0.33b)

If cg(a) is a Nash equilibrium, then c§ = 0 or it must be a positive solution of the equation

Jo 1

des  Ma)Vi(a,0) V(@] 939
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Details of the numerical scheme used in simulation

Our main interest deals with a numerical approximation to the continuous problem given
in section 4, that describes the dynamics of the disease transmission in the framework of
the utility maximization for each individual when engaged in epidemic games.

We assume the spatial domain for (a,z) to be given by triangle = [0, amax] % [0, a].
Notice that our dynamic Eqgs. (2.3.7) have characteristic lines a(z) = z + a¢ which never
intersect over time, we discretized our triangular domain by means of uniform triangular
mesh. For the numerical integration involved in our algorithm, we pick the first order
Gauss quadrature for triangular domain which evaluate the function at the barycenter of
each triangle with weight 0.5 as shown in [21].

First, V;(a,z) can be integrated on its own which is independent of any strategy an
individual might choose. Given the terminal condition V(amax,2) = 0, we can use the
exponential Fuler method to solve this differential equation alone each characteristic line
backwards in time to get V(a, z). Only Vi(a,0) at the barycenter of each triangular element
need to be stored for further computation.

Second, we can compute the best response cg and Vg(a) for any given infection pressure
A in general using optimality condition (2.3.4) that we derived previously. With V(a,0)
precomputed already, these can be implemented by computing cg(a) first at each time
step , then use the exponential Euler method backwards in time to calculate Vs(a — dt).
Additionally, with cg and A known, we can compute S(a) using the exponential Euler
method. Density of infected people I(a,z) can also be computed with the exponential
Euler method along characteristics.

Finally, we need to clarify how to compute the steady-state infection pressure A, given the
aggregated investment strategy of the population ¢g(a). Recall the steady-state condition
(2.3.10), which takes different form depends on the transmission type. So, we listed different
numerical method accordingly for efficiency concern. In general, all the methods we picked
here have taken in to account the advantage that our dynamic equations has characteristic
lines.

Scalar transmission case

For the case B(a,as, z) = (8, which is a scalar constant, we recall the condition (2.4.4)
for desired A. It shows that A should also be a scalar. We rearrange the double integral
in Eq. (2.4.4) to first integrate along each characteristic lines which do share the same
coefficient of A, then integrate along different initial value ag for each characteristic line.
This provide us a new form of function F' as

F(Y) = / I A 0 (e
0
Gmax —a0 a
[ Botestan)yre i O g e 2
0

We could furthermore use vector inner product to replace the out layer integral if we store
e~ o oltes()dt anq the left part as two vectors for each ag. Notice that F(\) is monotone
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decreasing function of X. The rest can be done by root finding of F (5\) —1 = 0, using
bisection or optimization techniques.

Separable transmission case

For such case as ((a,ar, z) := O(a,ar)p(z). As we analyzed previously, the steady-state
infection pressure A\(a) = A - ¢(a) where A has to satisfy the condition (2.4.9). Similar as
the previous case, notice the existence of characteristic lines a(z) = ag + z for I(ar, z). We
rearrange the double integral in Eq. (2.4.9) as

F(A) = /0 T AL e tesr)ar /0 " a0 + 2)0(2)€ (a0)oes (an) %

re= 80 MO = i 20t g

We compute the inner integral of z for each ag along characteristic first and store it in a
vector. The rest will be the same following the scalar case. The results are shown in the
figures accordingly.

General transmission case

Here the transmission rate 3(a, ar, z) can be given as a matrix or a multivariable function
which might not provide our S\(a) any special structure. We have to evaluate it according
to general condition (2.3.10). But we do want to point out here that we can still rearrange
the double integral to integrate variable z along characteristic line first if possible, provided
that 5(a,ar, z) is independent of z as our example in section 4.3

Aa) = / " O(a, ap)A(ao)o(es(ap))re o APt
0
Gmax —a0 5
/ ¢(z)e Jo 1@0tTmdTq 44,
0

Here we can only speed up the algorithm by replacing the integral with vector produce
accordingly.

At the end we do want to summarize our iterative method step by step. We always start
by initially imposing ¢g(a) = 0, then we compute the steady-state A to get an idea that
how bad the disease will play in the population without any social distancing investment.
Then, we compute the best response cg (¢s, 5\) Update ¢g = cg, repeat the iteration until
they converge to cg. Alternatively, we can also set the stopping criteria by checking the
convergence of X to \* if there exists a unique steady state infection pressure. Both ways,
we should identify the game equilibria cg(cg; A*).
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