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Abstract

This thesis focuses on statistical methods to calibrate complex computer models using high-dimensional spatial data sets. This work is motivated by important research problems in climate science where such computer models are frequently used. Climate models play a central role in generating projections of future climate. An important source of uncertainty about future projections from these models is due to uncertainty about input parameters that are key drivers of the resulting hindcasts and projections. Climate model calibration is a statistical framework for inferring the input parameters by combining information from climate model runs and observational data. When the data are in the form of high-dimensional spatial fields, climate model emulation (approximation) and calibration can pose significant modeling and computational challenges. The goal of this research is to develop new approaches to computer model calibration that are computationally efficient, accurate, and carefully account for uncertainties. The main contributions of this thesis are three-fold: (1) to develop a highly efficient reduced-dimensional climate model calibration approach that enables the use of high-dimensional spatial data; (2) to formulate a novel calibration method based on block composite likelihood and study the asymptotic properties of the resulting estimates for input parameters; and (3) to introduce a calibration framework that generalizes the existing method to the one-dimensional exponential family and formulate a reduced-dimensional approach that can efficiently handle the high-dimensional non-Gaussian spatial data. Our methods provide insights about current and future climate. In our first application we make projections of the North Atlantic Meridional Overturning Circulation (AMOC), an ocean circulation that transports heat from low- to high-latitude areas in the Atlantic and contributes to the mild climate in Northern and Western Europe. AMOC changes are projected to impact human and natural systems. We demonstrate that utilizing information from high-dimensional spatial data reduces parametric uncertainty and thus results in an AMOC projection with reduced uncertainties. In the second case study, we demonstrate an application of our approach for non-Gaussian spatial data to calibration of a Greenland ice sheet model and show that our approach can improve upon current methods for projections of sea level rise contributed by the Greenland ice sheet.
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Introduction

Computer models are indispensable tools in modern science and engineering. They are very useful for studying complex phenomena in various fields including, for example, climate science, glaciology, weather forecasting, disease dynamics, ecology, mechanical engineering, industrial engineering, and hydrology. One of the important uses of computer models in the context of climate science is in generating projections for future climate; these projections are in turn important for studying the potential impacts of climate change to inform decision making. The projections from the computer models are usually uncertain due to uncertainty in input parameters that characterize the behavior of computer models. Therefore learning about these parameters from observations and accurately quantifying uncertainties about these parameters as well as the resulting projections is an important research problem. This thesis develops and studies statistical approaches for parametric uncertainty quantification for computer models in climate science. Increasingly, both the output from these climate models as well as the observations are in the form of large spatial data sets and these spatial data may be Gaussian or non-Gaussian. This presents a number of challenges both in terms of developing appropriate models for such data as well as solving the considerable computational challenges imposed by the size of the data set. This work describes new models and computationally efficient methods that are able to take full advantage of the information available in these large spatial data sets while still rigorously accounting for multiple and complicated sources of uncertainty. The statistical methodology presented here is motivated by specific climate science research problems but the
new methods developed are generally applicable, in principle, to any computer model where the output is in the form of large spatial data.

1.1 Background and Motivating Climate Science Problem

There is a growing consensus in the scientific community that the greenhouse gas emissions caused by human activity is changing the Earth’s climate system and this in turn may increase climate risk (Alexander et al., 2013). Assessing the possibility and the impact of such events is important in climate risk analysis, and generating projections from climate models is one of the main avenues to approach this problem (Schneider, 2001). The projections from the climate models are in general considerably uncertain due in part to uncertainty about climate model (“input”) parameters. The climate parameters may represent physical processes that are not resolved at the relevant spatio temporal scales in the climate models (cf. Goes et al., 2010; Knutti et al., 2002; Knutti and Hegerl, 2008). For example they might represent the processes that are important but operating below the model scale, or not understood well enough to be explicitly described in the model equations. While quantifying and reducing the parametric uncertainty is crucial for generating more informative climate projections, inferring these parameters is nontrivial since they are not typically directly measurable from climate observations. There has been increasing interest in procedures for indirectly inferring climate parameters by combining observable variables in climate models and observational data from real world climate (see, e.g. Bhat et al., 2012; Forest et al., 2002, 2008; Olson et al., 2012; Sansó and Forest, 2009). Roughly speaking, these are all statistical approaches for estimating climate parameter values that produce the most compatible climate processes to the observed climate processes, while accounting for various sources of errors. The idea is therefore to use these parameter estimates to produce realistic future climate projections along with uncertainties about the projections.

I briefly discuss here two examples of climate projection problems that motivate the methodological development in this thesis. The first example is a projection of
the Atlantic meridional overturning circulation (AMOC) (Rahmstorf, 1997). The AMOC is a part of the global scale thermohaline circulation in the North Atlantic ocean driven by temperature and salinity gradients. The circulation transports heat from low- to high-latitude areas in the Atlantic and contributes to the mild climate in Northern and Western Europe. AMOC changes are projected to impact human and natural systems (cf. Alley et al., 2007; Keller et al., 2005, 2007). The objective here is to generate realistic projections for AMOC using a climate model. The projections for AMOC are affected by the strength of vertical mixing in the ocean (Wunsch and Ferrari, 2004). Since the ocean mixing is affected by processes that operate below the typical model gridbox scale, it needs to be parameterized. One approach to this end is to introduce a parameter such as the background vertical diffusivity ($K_{bg}$) (cf. Weaver et al., 2001; Schmittner et al., 2009; Goes et al., 2010). The value of $K_{bg}$ also affects the ocean temperatures, which are observable from the real ocean, and hence it is possible to estimate $K_{bg}$ by comparing the ocean temperature output from the climate model with oceanographic measurements.

The second example is projecting changes in the Greenland ice sheet. Greenland ice volume loss is potentially an important contributor to global sea-level rise that may in turn result in high-impact climate events such as storm surges and coastal flooding (Bamber et al., 2001; Bamber and Aspinall, 2013; Alexander et al., 2013; Lemke et al., 2007). Various ice sheet models have been proposed, but ice volume change projections from these models are deeply uncertain due to various unknown input parameters (cf. Applegate et al., 2012). A warmer climate can accelerate ice melting through increased atmospheric and ocean temperature, but also increase ice-sheet growth by increased precipitation. The overall volume change of the Greenland ice sheet due to the warmer climate depends on the values of parameters that control the processes in the ice sheet such as ice flow, basal sliding, surface melting, and sub-shelf melting. As in the AMOC projection task these parameters are not directly observable and therefore need to be estimated by comparing models output and observations of key constraints such as the modern ice-sheet profile.

There are several important sources of uncertainty surrounding these problems including parametric uncertainty, model structure uncertainty, code uncertainty, and observation error (Kennedy and O’Hagan, 2001; Walker et al., 2003). As al-
ready discussed above, parametric uncertainty refers to the uncertainty caused by inability to determine exact values of input parameters. Model structure uncertainty is the uncertainty due to inadequate model representation of the real system that cannot be removed by parameter specifications (Kennedy and O’Hagan, 2001; Walker et al., 2003). Code uncertainty is the uncertainty caused by the fact that model output is usually available only at a limited number of parameters settings. This occurs because the climate models are computationally expensive due to their complexity and need for long-term spin-up, and as a result each of the model runs typically takes multiple hours to days or even months. Observation error is measurement uncertainty in obtaining observations that are being compared by climate model output. Quantifying parametric uncertainty while accounting for other sources of uncertainty is challenging. I outline some of the challenges below.

1.2 Statistical Problem Definition and Challenges

The main goal of this thesis is to formulate statistical methods for inferring input parameters for climate or ice sheet models. The procedure of inferring input parameters by combining model output and observational data is referred to as computer model calibration. The methodologies developed in this work are built upon the statistical calibration framework proposed by Kennedy and O’Hagan (2001). The approach enables estimation of parameters using a probability model that relates the input parameters to the observational data through the computer model output while allowing for systematic and observational errors. Calibrating the climate model and the ice model described in the previous section poses various challenges: The first challenge is related to code uncertainty. The calibration approach requires obtaining model output at a large number of parameter settings but the number of available model runs is limited in these problems due to the high computational cost for each model run. One standard approach is to substitute the computer model by a fast approximate model (called emulator), constructed by interpolating between model output at a set of design points in the input parameter space (Sacks et al., 1989). In our problem building an emu-
lator poses considerable computational and inferential challenges since the model output is in the form of high-dimensional spatial data. Another challenge lies in comparing the emulator output and the observational data to account for model structure uncertainty in calibration. The error between the model output and the observational data is usually a complicated high-dimensional spatial process. This causes not only the computational issues related to dealing with large spatial data, but also the identifiability issues in estimating the input parameters. The calibration framework using a Gaussian process emulator has been successfully applied for climate model calibration problems (cf. for example Sansó and Forest, 2009; Olson et al., 2012), but these approaches are based on heavily aggregated data and hence are silent on aspects of key high-dimensional spatial processes. A natural approach to the challenge of computer model emulation-calibration with high-dimensional spatial data is to build upon some of the approaches developed in the spatial statistics literature. Modeling high-dimensional spatial data has gained a lot of recent attention in the geostatistics community in the context of interpolating observational data (Higdon, 1998; Banerjee et al., 2008; Cressie and Johannesson, 2008; Fuentes, 2007; Vecchia, 1988; Stein et al., 2004; Caragea and Smith, 2006; Eidsvik et al., 2013; Furrer et al., 2006; Lindgren et al., 2011; Simpson et al., 2012). However, there is relatively little work on emulation-calibration with high-dimensional spatial data. The calibration method described by Bhat et al. (2012) can partially address this issue but the approach still does not scale to the problems and data set sizes we consider. Other calibration approaches for high-dimensional data developed in different contexts (Bayarri et al., 2007; Higdon et al., 2008) are applicable but also have some limitations that prevent them from being applicable to high-dimensional spatial data from climate model output and observations (see Chapter 4 for more discussion). Furthermore, model output and observational data are often in the form of spatially correlated non-Gaussian data. For instance, this arises in the context of the ice model calibration problem since important model output variables such as ice thickness and ice shapes are in the form of non-Gaussian spatial processes. These kind of data pose non-trivial modeling and computational challenges, due to the non-Gaussianity of the data, the size of the data, as well as the need to account for errors, in particular the data-computer model discrepancies. To my knowledge calibration using non-Gaussian
spatial data is a largely unexplored area.

1.3 Contributions

This thesis makes the following main contributions to statistical methodology and climate science:

1. A new computationally expedient and nearly automated emulation approach that provides an accurate approximation to climate models.

2. A new computationally efficient calibration framework based on dimension reduction that can deal with spatial data with more than tens of thousands of spatial locations while still permitting a flexible error structure.

3. A formal investigation of the effect of data aggregation on climate model parameter inference. The results indicate that data aggregation causes considerable information loss.

4. The application of composite likelihood methods to the emulation and calibration problem, along with a study of the asymptotic properties of the input parameter estimates based on block composite likelihood. To my knowledge, this is the first application of composite likelihood to this problem.

5. Formulating an emulation and calibration approach to model output and observations in the form of non-Gaussian spatial data for the first time. The method can efficiently deal with high-dimensional non-Gaussian spatial datasets with more than tens of thousands of spatial locations.

1.4 Thesis Organization

The remainder of this thesis is organized as follows. In Chapter 2 I review the basics of Gaussian process modeling and inference for spatial data, computer model calibration using a Gaussian process emulator and reduced-dimension approaches for modeling large spatial data. Chapter 3 provides an overview of composite likelihood for spatial data. I summarize the basics of the composite likelihood
framework and introduce different types of composite likelihood for spatial modeling in Section 3.1. In Section 3.2 I examine the theoretical properties of the estimators based on composite likelihood for spatial data and in Section 3.3 and 3.4 I study the use of composite likelihood in the Bayesian framework. Chapter 4 describes a computationally efficient reduced-dimension approach that enables the application of calibration methods to large spatial data sets. Using this approach I investigate the effect of data aggregation on inference of the vertical ocean diffusivity and show that using aggregated data leads to information loss and hence using high-dimensional spatial data leads to a better calibration result. This work, joint with Murali Haran, Roman Olson and Klaus Keller, has been published in the *Annals of Applied Statistics*. In Chapter 5 I introduce an alternative approach to climate model calibration that uses block composite likelihood. I derive the asymptotic properties of the estimators for input parameters based on the results described in Chapter 3 and use them to formulate a method that accounts for the information loss caused by substituting the likelihood function with a composite likelihood function. This work, joint with Murali Haran, Roman Olson and Klaus Keller, has been accepted for publication in *Statistica Sinica*. In Chapter 6 I turn my attention to calibration using non-Gaussian data motivated by calibration of a computer model for the Greenland ice sheet. I propose a reduced-dimension calibration approach for binary spatial data, which can be easily generalized to the one-parameter exponential family distributions. This ongoing work is joint with Murali Haran, Patrick Applegate and Klaus Keller. Finally in Chapter 7 I summarize the contributions of this thesis and discuss directions for future work.
Chapter 2

Gaussian Processes, Computer Models, and Large Spatial Data

In this chapter we overview the basics of computer model emulation and calibration. The computer model emulation approach that we use here heavily relies upon the Gaussian process framework, and hence we begin with a description of Gaussian process basics. We discuss the use of Gaussian processes for modeling spatial processes and introduce the Matérn covariance function that plays a crucial role in spatial modeling. We then describe the standard approach to computer model emulation and calibration and explain computational challenges posed by large spatial datasets. We conclude the chapter by outlining dimension reduction approaches for modeling large spatial data which we apply to computer model calibration in Chapter 4 to solve the computational issues.

2.1 Gaussian Processes, Spatial Modeling and Matérn Covariance

Let $S$ be an arbitrary space with a distance function $d$. A Gaussian process $\{Z(s); s \in S\}$ is continuous infinite dimensional stochastic process whose realizations $Z = (Z(s_1), \ldots, Z(s_n))^T$ at finite points $s_1, \ldots, s_n \in S$ follow a multivariate normal distribution

$$Z \sim N(\mu, \Sigma),$$
with an \( n \)-dimensional mean vector \( \mu \) and an \( n \times n \) dimensional covariance matrix \( \Sigma \). The mean vector is often defined as a linear function \( \mu = X\beta \), with an \( n \times b \) covariate matrix \( X \) and a \( b \)-dimensional coefficient vector \( \beta \). The covariance matrix is defined as

\[
\{ \Sigma \}_{i,j} = C(s_i, s_j),
\]

where the covariance function \( C(\cdot, \cdot) \) satisfies the symmetry \( C(s_i, s_j) = C(s_j, s_i) \) and the positive definiteness \( \sum_{i=1}^{n} \sum_{j=1}^{n} a_i a_j C(s_j, s_i) > 0 \) for any \( a_1 \ldots a_n \). If the covariance function depends on \( s_i \) and \( s_j \) only through the distance between the two points, the Gaussian process is called isotropic.

One useful class of Gaussian processes arises when the function \( C \) is a decreasing function of the distance between two different points. For given realizations \( Z = (Z(s_1), \ldots, Z(s_n))^T \) the predictive process \( \{ Z(s^*)|Z; s^* \in S \} \) acts as a stochastic interpolator between the given points. The mean of the predictive process interpolates the points \( Z(s_1), \ldots, Z(s_n) \) and its conditional covariance quantifies the uncertainty regarding the interpolation. Hence Gaussian processes are particularly useful in estimating an unknown function when the values of the function are available at only limited number of points.

An important application of this type of Gaussian process model is interpolation of spatial data where the space \( S \) corresponds to the spatial region of interest and \( Z(s_1), \ldots, Z(s_n) \) are observations at a set of spatial locations \( s_1, \ldots, s_n \) in that region. The distance function \( d \) is defined as a physical distance between two points such as the Euclidean or the geodesic distance. Often data of this form are called geostatistical data and interpolation between the observed data in this case is called “kriging”, named after in honor of a South African miner D. G. Krige (Mathéron, 1963). The approach was independently introduced by Krige (1951) and Matérn (1960) and since then Kriging has been a central tool in modeling spatial processes (cf. Cressie, 1993; Stein, 1999; Gelfand et al., 2010). In this type of application the covariates in \( X \) consist of the spatial locations \( s_1, \ldots, s_n \) and other spatial processes that are expected to influence the process of interest. For example, if we are interested in spatial interpolation of precipitations measured at different weather stations, the covariates may include measured temperatures and humidities as well as the locations of the stations.

There are many possible choices for the covariance function \( C \) for the Gaussian
process interpolation, but we will focus on the Matérn covariance function that is the standard choice in geostatistics and has popular covariance functions such as the exponential and the squared exponential covariance functions as special cases. We refer to Whittle (1954) and Stein (1999) for some theoretical background for choosing the Matérn covariance function over other possibilities. For any given spatial locations \( s, s' \in S \) the Matérn covariance function is defined as

\[
C(s, s') = \frac{\kappa}{\Gamma(\nu)2^{\nu-1}} \left( \sqrt{2\nu \phi d(s, s')} \right)^\nu K_\nu \left( \sqrt{2\nu \phi d(s, s')} \right),
\]

where \( \kappa > 0 \) is the sill parameter that determines the magnitude of the covariance, \( \phi > 0 \) is the range parameter that specifies how the correlation decays with distance, and \( \nu > 0 \) is the smooth parameter that controls the squared mean differentiability of the sample paths (see, e.g. Stein, 1999). The function \( K_\nu \) is the modified Bessel function of the second kind with order \( \nu \). For \( \nu = 0.5 \), the Matérn covariance function is reduced to the exponential covariance function. For \( \nu \to \infty \), the Matérn covariance function converges to the squared exponential covariance function.

### 2.2 Computer Models

Computer models are deterministic models designed to simulate real world processes. They are typically computer codes that describe complex partial differential equations that represent fundamental laws and parameterizations of the system of interest. Starting from an initial condition, we obtain output from these models by numerically integrating the differential equations. A computer model is deterministic in the sense that given the same input parameter values and initial conditions, it always yields the same output. However, in most cases the output is largely controlled by input parameter values and hence output from computer models are subject to parametric uncertainties. In this section we introduce the computer model calibration framework, a statistical method to quantify and reduce the parametric uncertainty, and discuss the computational challenges posed by using large spatial data in this approach. In particular we focus on the two stage approach that approximates the computer model with a Gaussian process.
emulator as the first step and infers the input parameters by combining the emulator and observational data as the second step (Bayarri et al., 2007; Bhat et al., 2010, 2012).

2.2.1 Computer Model Emulation

Computer models tend to have high computational costs since they are designed to represent complex processes such as the Earth’s climate system. Each run from these models may take a few hours to several days and therefore the number of available model runs is usually limited. This poses nontrivial challenges for computer model calibration because ideally we would need to run the computer model repeatedly at each (input) parameter setting of interest in order to understand how the computer model varies with the parameter. Here we resolve this challenge by constructing an “emulator”, a statistical model that serves as a fast approximation to the computer model. For ease of exposition here we focus on the case where the computer model yields a scalar outcome for each input parameter setting.

The first step of this approach is obtaining model output at a set of design points in the input parameter space $\Theta \subset R^d$ for an integer $d \geq 1$. We denote the design points for the input parameter settings by $\theta_1, \ldots, \theta_p \in \Theta$ where $p$ is the number of design points. Let $Y(\theta)$ be the model outcome at a parameter setting $\theta$, then the output for the design points can be written as $Y = (Y(\theta_1), \ldots, Y(\theta_p))^T$.

We build an emulator by interpolating these model runs using a Gaussian process in the parameter space $\Theta$ (Sacks et al., 1989) with a covariance function $C$ with parameter vector $\xi_y$. The probability model for the existing model output is given by

$$Y \sim N(X\beta, \Sigma(\xi_y)),$$

with the $p \times b$ covariate matrix $X$, a $b$-dimensional coefficient vector $\beta$, and the $p \times p$ covariance matrix $\Sigma(\xi_y)$ given by

$$\{\Sigma(\xi_y)\}_{ij} = C(\theta_i, \theta_j; \xi_y).$$

The covariates in $X$ are typically defined as the input parameter settings $\theta_1, \ldots, \theta_p$ or set to be 0 since the trend induced by the covariance function $C$ is often flexible.
enough to capture the trend in $Y$. We fit the Gaussian process by finding the maximum likelihood estimator (MLE) of $\xi_y$, denoted by $\hat{\xi}_y$.

The process for new model output $Y(\theta)$ at any untried parameter setting $\theta$ is given by the conditional normal distribution of $Y(\theta)$ conditioning on the existing output $Y$. We call this predictive process of $Y(\theta)$ an “emulator process” and denote it by $\eta(\theta, Y)$. In general the emulator process based on a Gaussian process well captures a nonlinear trend of computer model output in $Y(\theta)$ and therefore provide a good approximation to the computer model. Moreover, the covariance of $\eta(\theta, Y)$ informs us about the interpolation uncertainty. See Figure 2.1 (a) for an illustrative example of using a Gaussian process emulator for approximating a non-linear function.

### 2.2.2 Computer Model Calibration

Computer model calibration is a statistical procedure to infer input parameters by comparing emulator process $\eta(\theta, Y)$ and observational data. While the focus of this procedure is on the parametric uncertainty, there are at least two other important sources of uncertainty that can affect the results: model-observation discrepancy and observational error. The model-observation discrepancy is the systematic error between the computer model and the real world process induced by misspecification or simplification of the physical process in the computer model. The observational error is a non-systematic error involving the measurement process. Sound statistical inference for the input parameters requires that we account for these sources of uncertainty.

Let $Z$ be the observation data from the real world process that corresponds to the computer model output $Y(\theta)$. We set up the following probability model that incorporates all relevant sources of uncertainty:

$$Z = Y(\theta^*) + \delta + \epsilon,$$

where $\theta^*$ is the vector of input parameter values that best fit the data (Bayarri et al., 2007), $\delta \sim N(0, \sigma^2_d)$ is the model-observation discrepancy with $\sigma^2_d > 0$, and $\epsilon \sim N(0, \sigma^2)$ is the observational error with $\sigma^2 > 0$.

Inferring the parameters in the above model requires repeated evaluation of
Figure 2.1: A simulated example illustrating computer model emulation and calibration. (a) The mean of the Gaussian process emulator (dashed red line) interpolates model runs (black dots) and the 95% prediction interval (dotted red lines) shows the interpolation uncertainty. The observational data is given as a scalar (solid blue line) with a normally distributed measurement error (solid black curve on the right side of the plot). The dashed blue lines show 95% confidence interval for the observational data. (b) The posterior density is computed by the standard calibration approach that combines the emulator output and the observational data.

the computer model $Y(\theta)$ for many different values of $\theta$. This is not feasible as we discussed above, and we substitute the original computer model $Y(\theta^*)$ with $\eta(\theta^*, Y)$ and rewrite the probability model as

$$Z = \eta(\theta^*, Y) + \delta + \epsilon.$$ 

The corresponding likelihood function is straightforwardly given by the distributions of $\eta(\theta^*, Y)$, $\delta$, and $\epsilon$. Here Bayesian inference is a more natural approach to this problem since the parameters are not identifiable without prior information; a Bayesian framework allows us to easily incorporate scientific knowledge about
these parameters. Based on the likelihood function for the probability model and some prior specifications for the parameters $\theta^*$, $\sigma_d^2$, and $\sigma^2$, we can find the posterior density of $\theta^*$ given $Y$ and $Z$. We can easily estimate the posterior distribution of the parameters by standard Markov Chain Monte Carlo (MCMC). Figure 2.1 shows a simple calibration example.

### 2.2.3 Computational Challenges

Computer models operating on large-scale and high-resolution spatial data sets have become common in many scientific fields including climate science. Climate models, for example, are designed to represent the Earth’s climate system and their outputs are typically spatial patterns of various climate variables such as the surface air temperature. Likewise, high-resolution observational data are also commonly available in many fields due to the development of observational instruments and data storage technology. In climate science high-resolution observational datasets are collected from various sources such as remote sensing.

Here we present the framework for computer model calibration using high-dimensional spatial data where “high-dimensional” here refers many spatial locations, and explain the computational challenges posed by using such datasets in calibration. Instead of a scalar output, we now have an $n$-dimensional vector of spatial patterns for each model run. We denote each model run at the parameter setting $\theta$ by $Y(\theta) = (Y(\theta, s_1), \ldots, Y(\theta, s_n))^T$ where $Y(\theta, s)$ is the model output at an input parameter setting $\theta$ and a spatial location $s \in S$. The spatial field $S$ represents the area that the computer model operates in. We have model runs $Y(\theta_1), \ldots, Y(\theta_p)$ at $p$ design points $\theta_1, \ldots, \theta_p \in \Theta$ as above and we denote the collection of these model runs by $Y = (Y(\theta_1, s_1), \ldots, Y(\theta_1, s_n), Y(\theta_2, s_1), \ldots, Y(\theta_p, s_n))^T$. We let $Z$ be the vector of $n$-dimensional observational data that correspond to the model output $Y(\theta)$.

We emulate the computer model output using the following Gaussian process model:

$$Y \sim N(X\beta, \Sigma(\xi_y)),$$  \hspace{1cm} (2.1)

where $X$ is a $np \times b$ matrix containing covariates and $\Sigma(\xi_y)$ is the $np \times np$ covariance matrix. The covariates in $X$ are functions of spatial locations and parameter
values that are used to define the covariance matrix $\Sigma(\xi_y)$. The covariance matrix is defined so that the Gaussian process interpolates the model output both in the spatial field and the parameter space. The vector $\xi_y$ contains the covariance parameters used to define $\Sigma(\xi_y)$. As in the scalar output case, we fit the Gaussian process by finding the MLE of $\xi_y$, denoted by $\hat{\xi}_y$. The resulting emulator process $\eta(\theta^*, Y)$ is the $n$-dimensional predictive process for an untried parameter setting $\theta^*$ given the existing model runs in $Y$.

We calibrate the computer model using $n$-dimensional spatial observations $Z$. We define the calibration model as

$$Z = \eta(\theta^*, Y) + \delta + \epsilon,$$

(2.2)

where $\delta \sim N(0, \Sigma(\xi_d))$ is an $n$-dimensional Gaussian process with a vector of parameters $\xi_d$ for the model-observation discrepancy and $\epsilon \sim N(0, \sigma^2 I_n)$ is the observational error process. Similar to the univariate case described above the input parameter $\theta^*$ and the discrepancy parameter $\xi_d$ are confounded and prior information is necessary for identifiability. With standard prior specifications for $\theta^*$, $\xi_d$, and $\sigma^2$ we define the posterior density for these parameters and infer them through MCMC.

In both emulation and calibration we face computational challenges when the size of spatial field $n$ is large. For emulation stage each evaluation of the likelihood function corresponding to the probability model (2.1) requires storing the $np \times np$ covariance matrix and computing the inverse and the determinant of it. This requires storage space of $8n^2p^2$ bytes and computation that scales as $O(p^3n^3)$, and both of them become quickly infeasible in a typical computation environment as $np$ grows beyond tens of thousands. A few methods are proposed to overcome this difficulty (Bayarri et al., 2007; Bhat et al., 2012; Higdon et al., 2008), but these methods cannot fully resolve the computational issues when dealing with high-dimensional spatial data with tens of thousands of locations with many missing values, which are often the case for model output and observations in climate science (see Chapter 4 for more detailed discussion). We have similar challenges for calibration as well for dealing with the $n \times n$ covariance matrix and various approaches are studied to mitigate the challenges in modeling and interpolating.
large spatial processes including basis representation (Higdon, 1998; Cressie and Johannesson, 2008; Banerjee et al., 2008; Nychka et al., 2013), composite likelihood (Besag, 1975, 1977; Caragea and Smith, 2006; Eidsvik et al., 2013; Heagerty and Lele, 1998; Stein et al., 2004; Vecchia, 1988), Whittle likelihood (Fuentes, 2007), Markov random fields (Lindgren et al., 2011; Simpson et al., 2012), and covariance tapering (Furrer et al., 2006; Kaufman et al., 2008; Shaby and Ruppert, 2012). Many of these methods can motivate formulation of computationally feasible emulation and calibration approaches. For the remainder of this chapter and in the next chapter we overview various approaches to mitigate the computational challenges in dealing with high-dimensional spatial data that motivate the calibration frameworks in Chapter 4 and 5.

2.3 Basis Representation Approaches

Modeling spatial data using Gaussian processes involves likelihood evaluation that requires Cholesky decomposition of \( n \times n \) covariance matrix that scales as \( \mathcal{O}(n^3) \) and storing the covariance matrix that needs memory allocation of \( 8n^2 \) bytes. The basis representation approaches, also known as the low-rank approximation, solve the computational challenges by using spatial basis to represent the spatial data in the following form:

\[
Z = X\beta + K\omega + \epsilon,
\]

where \( K \) is an \( n \times J \) matrix containing spatial basis with \( J \ll n \), \( \omega \sim N(0, \Sigma_w) \) is a \( J \)-dimensional vector of the coefficients with a \( J \times J \) covariance matrix \( \Sigma_w \), and \( \epsilon \sim N(0, I_n) \) is a vector for the misrepresentation error. This above representation is equivalent to

\[
Z \sim N(X\beta, K\Sigma_wK^T + \sigma^2I_n),
\]

and the inverse and the determinant of the covariance matrix are

\[
(K\Sigma_wK^T + \sigma^2I_n)^{-1} = \sigma^2I_n - \sigma^{-2}K(\Sigma_w^{-1} - K^TK)^{-1}K^T\sigma^{-2},
\]

\[
|K\Sigma_wK^T + \sigma^2I_n| = n|\Sigma_w - \sigma^{-2}K^TK|\sigma^2.
\]
respectively by Sherman-Morrison-Woodbury identity (Woodbury, 1950) and the Sylvester’s matrix determinant lemma (Harville, 2008). Both computations scales as $O(Jn^2)$ and this makes evaluation of the likelihood function computationally much more tractable for a moderately large $n$ comparing to the likelihood computation for the original calibration model defined in 2.2. Moreover, we only need to store $n \times J$ matrix that requires memory space of only $8n^2J^2$ bytes.

Various approaches are proposed with different specifications for $K$ and $\omega$. In this subsection we focus on the principal component analysis (PCA) and the kernel convolution that are used for formulating a reduced-dimension approach in Chapter 4. We briefly discuss the limitation of this approach and a possible solution towards the end.

### 2.3.1 Principal Component Analysis

The PCA approach uses the leading $J \ll n$ PCs for dimension reduction. We define basis matrix $K$ as the $J$ leading eigenvectors of the covariance matrix $\Sigma_z$ of $Z$ scaled by their corresponding eigenvalues. Let $\lambda_1, \ldots, \lambda_J$ be the $J$ leading eigenvalues and $e_1, \ldots, e_J$ be their corresponding eigenvectors, then the basis matrix is given by $K = (\sqrt{\lambda_1}e_1, \ldots, \sqrt{\lambda_J}e_J)$. Letting $\omega \sim N(0, I_J)$, we obtain the approximation $\Sigma_z = KK^T + \sigma^2I_n$. If an enough number of repeated observations on $Z$ are available, we can find $K$ from the sample covariance or, equivalently, using singular value decomposition (SVD). However, it is often the case that only one realization from $Z$ is available and in such case the covariance $\Sigma(\xi_z)$ needs to be specified with a covariance function and a set of covariance parameters $\xi_z$. This poses additional computational challenges since for each new value of $\xi_z$ the likelihood evaluation involves eigendecomposition of $\Sigma(\xi_z)$, which scales as $O(n^3)$. One approach to avoid this challenge is using the random projection approach described in Banerjee et al. (2013). The PCA approach yields the best likelihood approximation among the basis representation approaches with the same dimensionality $J$ in terms of the Kullback-Leibler divergence (Stein, 2014).
2.3.2 Kernel Convolution

Kernel convolution was originally proposed by Higdon (1998) for mitigating the computational challenge of high-dimensional spatial data and, later, for allowing for more flexible non-stationary and non-isotropic covariances (Higdon, 1998; Higdon et al., 1999; Higdon, 2002). As the name suggests, the kernel convolution approach uses various kernel functions to define the columns of $K$. Each column of $K$ is computed by kernel functions centered at $J$ different locations $u_1, \ldots, u_J \in S$ (called ‘knots’) and $\omega$ is a $J \times 1$ random vector where each of its elements corresponds to the Gaussian random fields at each of the knots. Each element of $K$ is defined by

$$k_j(s_i) = C(s_i; u_j; \xi_z),$$ (2.3)

where $C(\cdot, \cdot; \xi_z)$ is a spatial covariance function between two points with a parameter $\xi_z$. Higdon (1998) proposes to use a sparse and fixed covariance for $\omega$ such that $\Sigma_w = I_J$ and estimate $\xi_z$ for model fitting. Banerjee et al. (2008) defines the basis matrix as

$$K = \Sigma_{z,\omega}(\xi_z)\Sigma_w(\xi_z)^{-1},$$

where $\Sigma_{z,\omega}(\xi_z)$ is the $n \times J$ covariance matrix between $s_1, \ldots, s_n$ and $u_1, \ldots, u_J$, and $\Sigma_w(\xi_z)$ is the $J \times J$ covariance matrix for $s_1, \ldots, s_n$ determined by the underlying covariance function $C(\cdot, \cdot; \xi_z)$. For these two approaches estimating $\xi_z$ requires repeated computation of $K^T K$, which scales as $O(Jn^2)$ and therefore may not be feasible for large $n$. To avoid this limitation Cressie and Johannesson (2008) fixes the parameters $\xi_z$ and estimate the covariance of the coefficients $\Sigma_w$ for model fitting. To prevent having a too restrictive representation, they use multi-resolutional basis computed by wavelets.

2.3.3 Limitations and Possible Solutions

Stein (2014) points out that the basis representation approach with $J \ll n$ may result in a poor likelihood approximation to the Gaussian process model for $Z$. The problem mainly comes from the fact that using a low rank basis with $J \ll n$ may cause significant information loss regarding the smoothness of a spatial process. Due to this reason basis representation often yields a poor representation for highly
non-smooth spatial processes. Nychka et al. (2013) overcomes the limitation by using sparse covariance $\Sigma_w$ defined by Markov random fields (MRF) and a sparse multiresolutional basis matrix $K$ defined by Wendland kernels. The computational efficiency due to the sparsity of both $\Sigma_w$ and $K$ allows the dimensionality of $K$ to be greater than $n$ (i.e. $J > n$) and this enables the resulting process to precisely represent highly non-smooth spatial processes. Another possible solution is to use a completely different framework that approximates the likelihood function itself instead of the process. We discuss this approach in detail in the next chapter.

2.4 Summary

In this chapter we have given a brief overview of the basics of computer model emulation and calibration using Gaussian processes. We have introduced the basic theories of Gaussian process modeling and introduced the Matérn covariance function that plays an important role in spatial process modeling. Then we have described the computer model emulation and calibration framework based on Gaussian processes and explained the computational challenges posed by high-dimensional spatial data. To motivate a possible solution to the problem we have introduced the basis representation approach and presented two approaches in detail that fall into this category: the principal components analysis and the kernel convolution. We have discussed the limitations of the basis representation approach towards the end, which motivates our investigation on the composite likelihood in the next chapter.
Chapter 3

Composite Likelihood for Spatial Data

The composite likelihood approach approximates the log likelihood function as a sum of component log likelihoods. Each component log likelihood is a log likelihood function for a subset of data. The approach recently has gained considerable attention due to its ability to deal with complicated large data that become increasingly common in many scientific disciplines. The idea dates back to Besag (1975, 1977), which proposed to use a “pseudo-likelihood” to avoid dealing with an intractable norming constant in the likelihood function for the Markov random field (MRF) model. Lindsay (1988), in which the term composite likelihood is first used, generalizes the approach as a way of formulating an unbiased estimating equation. The composite likelihood framework is useful especially when (i) the original likelihood is in an intractable form, or (ii) the original likelihood is computationally expensive due to the large size or the high dimensionality of the data. Such cases often arise when the dataset of interest contains a large number of observations that are dependent on each other. Therefore modeling large spatial data is a natural area of application of the composite likelihood approach.

The key computational advantage of composite likelihood arises from using the maximum composite likelihood estimator (MCLE) in place of the MLE. Since composite likelihood is different from the original likelihood, it is a misspecified estimating equation and therefore MCLE is less efficient than the MLE. However, each component likelihood is based on the probability model corresponding to the
original likelihood and therefore the composite likelihood inherits some characteristics of the original likelihood. In particular the MCLE is a consistent estimator and, in general, asymptotically normally distributed just like the MLE. This fact makes characterizing the large sample properties of the MCLE easier than estimators based on many other estimating equations.

In this chapter the main objectives are (i) to review the various types of composite likelihoods for large spatial data, (ii) discuss the large sample properties of the MCLE, and (iii) study the use of composite likelihood for Bayesian inference. The rest of this chapter is organized as follows. We overview various types of composite likelihood for large spatial data in Section 3.1 and examine the asymptotic properties of composite likelihood estimators in Section 3.2. In Section 3.3 we then study the asymptotic properties of Bayesian estimators based on composite likelihood, and in Section 3.4 we introduce two methods to obtain MCMC samples with the correct asymptotic properties from a posterior distribution based on composite likelihood.

### 3.1 Overview of Composite Likelihood for Large Spatial Data

Various composite likelihood approaches have been introduced for modeling large spatial data. Depending on the form of their component likelihood these methods can be classified into two categories in general: conditional and marginal composite likelihoods (Varin, 2008).

The conditional composite likelihood approach approximates the original likelihood as a product of conditional likelihoods. Lindsay et al. (2011) discusses advantages of using conditional composite likelihood over marginal likelihood in terms of efficiency of the resulting MCLEs. Besag (1975, 1977) proposes location-wise conditional composite likelihood with log likelihood defined as

$$c\ell_n(\xi) = \sum_{i=1}^{n} \ell(\xi; Z(s_i)|\mathcal{N}_i),$$

where $\xi$ is a vector of all parameters, $\mathcal{N}_i$ is the neighborhood of the location $s_i$ and
\( \ell(\xi; Z(s_i)|N_i) \) is the conditional likelihood for \( Z(s_i) \) given all observations in \( N_i \). This form is especially useful when approximating the likelihood for MRF since it removes the need to estimate the intractable constant in the original likelihood. Vecchia (1988) proposes the block-wise conditional composite likelihood such that

\[
cell_n(\xi) = \sum_{i=1}^{M} \ell(\xi; Z(i)|N_i),
\]

where \( Z(i) \) is the observations in the \( i \)th spatial block, \( M \) is the number of blocks being used, and \( N_i \) is the neighborhood for the \( i \)th spatial block. See Stein et al. (2004) and Lindsay et al. (2011) for issues with choice of the neighborhood structure. The following pairwise conditional composite likelihood, introduced in a different context by Molenberghs and Verbeke (2005), can also be used to approximate the likelihood for large spatial data:

\[
cell_n(\xi) = \frac{1}{n-1} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \ell(\xi; Z_i|Z_j).
\]

The marginal composite likelihood approach uses marginal likelihoods for subsets of data as its component likelihoods. Although marginal composite likelihoods tend to be less efficient than the conditional likelihood, they often provide a convenient way of approximating the original likelihood. For example, the pairwise composite likelihood defined below provides an easy way to deal with non-Gaussian data such as binary outcomes (Heagerty and Lele, 1998) or extreme values (Padoan et al., 2010) due to the intractability of the higher order joint densities for such distributions:

\[
cell_n(\xi) = \frac{1}{n-1} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \ell(\xi; Z_i, Z_j).
\]

Eidsvik et al. (2013) extends it to the following pairwise block composite likelihood:

\[
cell_n(\xi) = \sum_{i=1}^{M-1} \sum_{j=i+1}^{M} \ell(\xi; Z(i), Z(j)).
\]

Another example is the block composite likelihood, which is simply the sum of
marginal log likelihoods for all spatial blocks;

\[ c\ell_n(\xi) = \sum_{i=1}^{M} \ell(\xi; Z(i)). \]  

(3.1)

As long as the area covered by each block is large enough the block composite likelihood yields a very close approximation to the original likelihood in terms of the Kullback-Leibler divergence (Stein, 2014).

It is also possible to formulate a hybrid approach that combines the ideas of the two approaches above. For example Caragea and Smith (2006) proposes the following hybrid block composite likelihood which combines the marginal likelihood for the block means and the conditional likelihood for the blocks given their block means:

\[ c\ell_n(\xi) = \ell(\xi; \bar{Z}) + \sum_{i=1}^{M} \ell(\xi; Z(i) | \bar{Z}(i)), \]

where \( \bar{Z}(i) \) is the mean of the \( i \)th block and \( \bar{Z} = (\bar{Z}(1), \ldots, \bar{Z}(M))^T \) is the vector of all block means. Through a simulation study Caragea and Smith (2006) shows that this approach results in a more efficient MCLE than the block composite likelihood in (3.1).

### 3.2 Theoretical Issues

In this section we turn our attention to the asymptotic properties of MCLE. As we pointed out earlier the asymptotic properties of MCLE stem from those of the MLE, and therefore we first investigate the asymptotic properties of the MLE for the Gaussian process likelihood function and extend these findings to understand the large sample properties of the MCLEs.

#### 3.2.1 Asymptotic Properties of MLE

It is well known that MLEs are consistent and asymptotically normal under fairly general regularity conditions. In this subsection we formally verify that the regularity conditions hold for the Gaussian process likelihood with Matérn covariance. The theorem below establishes two technical conditions, (i) uniform convergence of
the Hessian of the log likelihood and (ii) the asymptotic normality of the gradient of the log likelihood, which are sufficient to ensure the consistency and the asymptotic normality (Sweeting, 1980). Since these conditions are hard to directly verify, we utilize the results from Mardia and Marshall (1984) that state that these two conditions hold when the covariance function and its first and second derivatives are absolutely summable. Without a formal proof, Mardia and Marshall (1984) states that the exponential covariance function satisfies such conditions. In the theorem below we extend the statement to the Matérn covariance and provide a formal proof that verifies the absolute summability conditions for the Matérn covariance function.

**Theorem 3.2.1.** Let \( Z_n \) be a Matérn process on a regular lattice with increasing domain. Then \( R_n(\xi) \sim \frac{1}{n} \tilde{\ell}_n(\xi) \left\{ R_n(\xi) \right\}^T \to P \sim \mathbf{I} \) uniformly and this implies that \( \frac{1}{n} \tilde{\ell}_n(\xi) \) converges to \( \frac{1}{n} R_n(\xi) \) uniformly in a compact ball \( B \) around \( \xi_0 \) in probability, i.e.

\[
\lim \sup_n P \left( \sup_{\xi \in B} \left| \frac{1}{n} \tilde{\ell}_n(\xi) - \frac{1}{n} R_n(\xi) \right| > \epsilon \right) = 0,
\]

where \( R_n(\xi) = E(\tilde{\ell}(\xi)) \) and \( \epsilon > 0 \). This again implies \( V_n^{-\frac{1}{2}} \tilde{c}_n(\xi) \to N(0, I) \) for some positive definite \( V_n \sim O(1) \). As a result, for the maximum likelihood estimator \( \hat{\xi}^{ML}_n = \arg \max_{\xi} \ell(\xi) \),

\[
(i) \quad \text{(consistency)} \quad \hat{\xi}^{ML}_n \to P \xi_0. \tag{3.2}
\]

\[
(ii) \quad \text{(asymptotic normality)} \quad R_n^{\frac{1}{2}} \left( \hat{\xi}_n - \xi_0 \right) \to D N(0, I). \tag{3.3}
\]

**Proof.** Without loss of generality, we can work on the following simplified version of the Matérn covariance function:

\[
\tilde{C}_\nu(h) = \kappa h^\nu K_\nu(\phi h). \tag{3.4}
\]

By Theorem 3 in Mardia and Marshall (1984), the sufficient conditions ensuring the regularity conditions in Sweeting (1980) are \( \sum_{h=1}^\infty \tilde{C}_\nu(h) < \infty, \sum_{h=1}^\infty \frac{\partial \tilde{C}_\nu}{\partial \phi}(h) < \infty, \)
\[ \sum_{h=1}^{\infty} \frac{\partial \tilde{C}_v}{\partial \kappa} (h) < \infty, \text{ and } \sum_{h=1}^{\infty} \frac{\partial \tilde{C}_v}{\partial \phi} (h) < \infty. \]

To show that \( \sum_{h=1}^{\infty} \tilde{C}_v (h) < \infty \), we first note that the modified Bessel function of the second kind can be expanded as

\[ K_\nu (\phi h) = \frac{\sqrt{\pi} e^{-\phi h}}{2^{\nu} \phi^{\nu+1}} A_\nu (\phi h), \]

where

\[ A_\nu (\phi h) = 1 + \frac{4\nu^2 - 1}{8\phi h} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)}{2!(8\phi h)^2} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)}{3!(8\phi h)^3} + \cdots. \]

Therefore the simplified Matérn covariance function in (3.4) can be rewritten as

\[ \tilde{C}_v (h) = \sqrt{\frac{\pi}{2\phi}} \kappa h^{\nu - \frac{1}{2}} e^{-\phi h} A_\nu (\phi h). \]

Since \( A_\nu (\phi h) \) converges to 1 as \( h \to \infty \), we only need to show that \( \sum_{h=1}^{\infty} h^{\nu - \frac{1}{2}} e^{-\phi h} < \infty \). The result follows by noting that

\[ \lim_{h \to \infty} \frac{(h+1)^{\nu - \frac{1}{2}} e^{-\phi (h+1)}}{h^{\nu - \frac{1}{2}} e^{-\phi h}} = \lim_{h \to \infty} \left( \frac{h+1}{h} \right)^{\nu - \frac{1}{2}} e^{-\phi} < 1. \quad (3.5) \]

The result \( \sum_{h=1}^{\infty} \frac{\partial \tilde{C}_v}{\partial \kappa} (h) < \infty \) immediately follows by the fact that \( \tilde{C}_v (h) = \frac{\partial \tilde{C}_v}{\partial \kappa} (h) \) when \( \kappa = 1 \).

Next, to show \( \sum_{h=1}^{\infty} \frac{\partial \tilde{C}_v}{\partial \phi} (h) < \infty \), we write the sum \( \sum_{h=1}^{\infty} \frac{\partial \tilde{C}_v}{\partial \phi} (h) \) by

\[
\sum_{h=1}^{\infty} \frac{\partial \tilde{C}_v}{\partial \phi} (h) = -\frac{1}{2} \phi^{-\frac{1}{2}} \sum_{h=1}^{\infty} \tilde{C}_v (h) - \kappa \sum_{h=1}^{\infty} h^{\nu + \frac{1}{2}} e^{-\phi h} A_\nu (\phi h)
+ \sqrt{\frac{\pi}{2\phi}} \kappa \sum_{h=1}^{\infty} h^{\nu + \frac{1}{2}} e^{-\phi h} \frac{\partial A_\nu}{\partial \phi} (\phi h).
\]

We already know that the first term is finite. Showing that the second term is finite is also straightforward by using the same arguments that are used to show that \( \sum_{h=1}^{\infty} \tilde{C}_v (h) < \infty \). Since \( \frac{\partial A_\nu}{\partial \phi} (\phi h) \) is monotonously decreasing in \( h \) and \( \sum_{h=1}^{\infty} h^{\nu + \frac{1}{2}} e^{-\phi h} < \infty \) by a similar ratio test in (3.5), the third term is also finite by Abel’s convergence test. \( \square \)
3.2.2 Asymptotic Properties of MCLE

In this subsection we discuss the asymptotic properties of the MCLE. The theorem below specifies the sufficient conditions for the maximum composite likelihood estimators to be consistent and asymptotically normal. This theorem is a restatement of the general results due to White (1996) that specify the technical conditions for estimators based on estimating equations to be consistent and asymptotically normal.

**Theorem 3.2.2** (White, 1996). Let $\ell_n(\xi)$ be a log composite likelihood function approximating the log likelihood function $\ell_n(\xi)$. Assume that $\frac{1}{n} \tilde{c}_n(\xi)$ converges to $\frac{1}{n} Q_n(\xi)$ uniformly in a compact ball $B$ around $\xi_0$ in probability, i.e.

$$
\limsup_n P \left( \sup_{\xi \in B} \left| \frac{1}{n} \tilde{c}_n(\xi) - \frac{1}{n} Q_n(\xi) \right| > \epsilon \right) = 0,
$$
as $n \to \infty$, where $Q_n(\xi) = E \left( \tilde{c}(\xi) \right)$ and $\epsilon > 0$, and $V_{\frac{1}{n} \tilde{c}_n(\xi)} \xrightarrow{D} N(0, I)$ as $n \to \infty$ for some symmetric positive definite matrix $V \sim O(1)$. Then for the maximum composite likelihood estimator $\hat{\xi}_{CL}^n = \arg\max_{\xi} c_{\ell_n}(\xi)$,

(i) (consistency)

$$
\hat{\xi}_{CL}^n \xrightarrow{P} \xi_0.
$$

(ii) (asymptotic normality)

$$
G_{\frac{1}{n}}(\xi_0) \left( \hat{\xi}_{CL}^n - \xi_0 \right) \xrightarrow{D} N(0, I).
$$

where $G_n(\xi) = Q_n^{-1} P_n Q_n^{-1}(\xi)$ is the Godambe information matrix, $P_n(\xi) = \text{Cov} \left( \tilde{c}(\xi) \right)$, and $Q_n(\xi) = E \left( \tilde{c}(\xi) \right)$.

**Proof.** The proof of this theorem can be found in White (1996) (see Theorem 3.4 and 6.4).

Proof. The proof of this theorem can be found in White (1996) (see Theorem 3.4 and 6.4).

Note that the asymptotic distribution in 3.2.2 (ii) specifies the limiting distribution of MCLE under the original probability model, not the probability model corresponding to the composite likelihood. Under the original model the second Bartlett identity fails due to the misspecification of the likelihood function and
\( G_n^{-1}(\xi_0) \) does not reduces to \( Q_n^{-1}(\xi_0) \). One can measure the information loss caused by using the composite likelihood instead of the original likelihood by comparing their asymptotic covariances \( R_n^{-1}(\xi_0) \) and \( G_n^{-1}(\xi_0) \) since they are computed under the same probability model.

Verifying the technical conditions poses non-trivial challenges. However, as long as the component likelihoods are well defined to capture the important characteristics of the data, the corresponding maximum composite likelihood estimators (MCLEs) are (weakly) consistent and asymptotically normal under the same regularity conditions for the MLEs (Lindsay, 1988). This property stems from the fact that each component likelihood is a valid likelihood for a part of the data or some aggregated data. For this reason, in most cases, verifying the regularity conditions for the original likelihood is enough to establish the consistency and the asymptotic normality of the MCLEs. As we have already seen in the previous section the regularity condition holds for Gaussian processes with a Matérn covariance function. Therefore, one can expect that the estimators that maximize the composite likelihoods introduced in Section 3.1 have the asymptotic properties described in 3.2.2. See Caragea and Smith (2006), Eidsvik et al. (2013) for simulation study results verifying this argument. A more formal theoretical treatment of this result is a potential area for future research.

### 3.3 Bayesian Inference Using Composite Likelihood

In this section we discuss use of the composite likelihood methods in Bayesian inference. The application to composite likelihood to Bayesian inference has been limited relative to its application in maximum likelihood contexts but there are a few instances, notably Ribatet et al. (2012) and Shaby (2014). For the same motivations described in Section 3.1 in some cases it is useful to replace the original likelihood with a composite likelihood to formulate the posterior density. In this thesis we call the resulting posterior density a composite posterior. The same natural question then arises as in the case of MCLE: What is lost by using the composite posterior in place of the original posterior and, if any, how do we take
the information loss into account in our inference? To answer this question, we first investigate the asymptotic properties of the composite posterior function itself and the corresponding composite posterior estimators. The former will tell us what is the property of MCMC sample from the composite posterior (“what we will get from MCMC”), and the latter will tell us what is the property of the posterior estimator under the original probability model (“what we should have gotten from MCMC”). Then the rest of this section will describe how we use those asymptotic results to formulate a valid statistical inference procedure.

### 3.3.1 Asymptotic Properties of Composite Posterior Estimators

Under the essentially same conditions as those in Theorem 3.2.2 the posterior estimators have similar asymptotic properties to those of the MCLEs. Building upon the results from Amemiya (1985) and White (1996), Chernozhukov and Hong (2003) provides a set of technical conditions that leads to consistency and asymptotic normality. We list a modified conditions that imply those conditions which are slightly more restrictive but much easier to verify in practice, especially when working on composite likelihood for spatial data.

**Assumption 3.3.1.** For a composite likelihood $c_l_n(\xi)$, the following regularity conditions hold:

(i) (Identifiability, Chernozhukov and Hong, 2003) For any positive $\delta$ we can find $\epsilon > 0$ such that

$$
\liminf_{n \to \infty} P \left( \sup_{\|\xi - \xi_0\| \geq \delta} \frac{1}{n} (c_l_n(\xi) - c_l_n(\xi_0)) \leq -\epsilon \right) = 1
$$

(ii) (Compactness) $\xi \in \Xi$ where $\Xi$ is a convex compact subset of $\mathbb{R}^d$.

(iii) (Differentiability and continuity) $c_l_n(\xi)$ is twice continuously differentiable. $P_n(\xi)$ and $Q_n(\xi)$ are positive definite.

(iv) (Normality of the first derivative) $V_n(\xi_0) c_l_n(\xi_0) \xrightarrow{D} N(0, I)$ for some $V_n(\xi_0)$.  

(v) (Uniform convergence of the information matrix)

\[
\limsup_n P \left( \sup_{\xi \in B} \left| \frac{1}{n} \hat{c}_n(\xi) - \frac{1}{n} Q_n(\xi) \right| > \epsilon \right) = 0.
\]

Under these assumptions the composite posterior density converges in a similar manner as the original posterior does in the Berstein-von Mises theorem. To state this result we first need to define the total variation norm for density functions below.

**Definition 3.3.1.** For a probability density function \( f \) of random vector \( x \) and a positive constant \( \alpha \geq 0 \), the total variation is given by

\[
\| f \|_{TV} = \int (1 + \| x \|^{\alpha}) |f(x)| dx.
\]

Now we are ready to state the consistency results for the composite posterior estimator.

**Theorem 3.3.1.** With a prior density that is continuous and positive at \( \xi_0 \) the composite posterior density \( \pi(\xi|Z_n) \) based on \( c\ell_n(\xi) \) satisfies

\[
\| \pi(\xi|Z_n) - \pi^*(\xi) \|_{TV(\alpha)} \xrightarrow{P} 0,
\]

for any \( \alpha \geq 0 \), where \( \pi^*(\xi) \) is the normal density with mean \( \xi_0 + Q_n^{-1}(\xi_0) \hat{c}\ell(\xi_0) \) and covariance \( Q_n^{-1}(\xi_0) \).

**Proof.** Assumptions 2.4.1-2.4.5 implies the Assumptions 1, 3, and 4 in Chernozhukov and Hong (2003). The results follow by Theorem 1 in Chernozhukov and Hong (2003). \( \square \)

The consistency theorem above shows two important characteristics of the composite posterior estimator: First, the composite posterior estimator converges to the true value in the sense that its posterior density accumulates around the true value as the sample size grows into infinity, due to the fact that \( Q_n^{-1}(\xi_0) \rightarrow 0 \). Second, this is probably more relevant to our interest here, for a fairly large \( n \), the posterior sample for the parameter \( \xi \) follows a normal distribution with mean \( \xi_0 + Q_n^{-1}(\xi_0) \hat{c}\ell(\xi_0) \) and covariance \( Q_n^{-1}(\xi_0) \).
Now we turn our attention to the asymptotic normality of the composite posterior estimator. The theorem below tells us the asymptotic distribution of the composite posterior estimators, such as the mean, median, and mode.

**Theorem 3.3.2.** Let \( \hat{\xi}^B = \arg \max \pi_n(\xi) \) be the posterior mode of \( \pi_n^B(\xi) \) (the same result holds for the posterior mean or median), then

\[
\mathbb{G}_n^{1/2}(\xi_0) \left( \hat{\xi}^B_n - \xi_0 \right) \xrightarrow{D} N(0, I),
\]

as \( n \to \infty \).

**Proof.** Assumptions 2.4.1-2.4.5 imply Assumptions 1, 2 and 4 in Chernozhukov and Hong (2003), and the loss function that results in the posterior mode satisfies Assumption 3. The results follow by Theorem 2 in Chernozhukov and Hong (2003).

This result is about the asymptotic distribution of the posterior estimator under the original probability model as in Theorem 3.2.2. The asymptotic covariance of the posterior estimator is the same as that of the MCLE, and this indicates that the composite likelihood dominates the composite posterior as the sample size tends to infinity.

One difficulty in applying the results above is to verify the regularity conditions in 3.3.1, especially (iv) and (v). In general, those conditions are satisfied when the MCLE for the composite likelihood used in defining the composite posterior is consistent and asymptotically normal (Shaby, 2014). The following lemma partially explains why this statement generally holds.

**Lemma 3.3.1.** Let \( c \ell_n(\xi) \) be a composite likelihood function which is twice continuously differentiable. Assume that (3.6) and (3.7) in Theorem 3.2.2 and Assumption 3.3.1 (v) hold, then the condition (iv) in 3.3.1 holds.

**Proof.** Since \( \dot{c} \ell_n(\xi) \) is twice continuously differentiable, its first derivative \( \dot{c} \ell_n(\xi) \) at the true value \( \xi_0 \) can be rewritten as

\[
\dot{c} \ell_n(\xi_0) = \dot{c} \ell_n(\hat{\xi}_n) + \ddot{c} \ell_n(\xi_0)(\hat{\xi} - \xi_0) + o_p(1) = Q_n(\xi_0)(\hat{\xi} - \xi_0) + o_p(1),
\]
because \( c\ell_n(\hat{\xi}_n) = 0 \) and \( Q_n^{-1}(\xi_0) c\ell_n(\xi_0) \xrightarrow{P} I_d \) uniformly. Since \( Q_n(\xi_0)(\hat{\xi} - \xi_0) \) is asymptotically normally distributed, the result follows.

### 3.4 Posterior Sample Adjustment

An important observation on the results in the Theorems 3.3.1 and 3.3.2 is that the posterior estimate based on MCMC sample generated from the composite posterior does not have the correct asymptotic distribution. The composite posterior density converges to the density with the covariance of \( Q_n^{-1}(\xi_0) \) while the asymptotic covariance of the composite posterior estimator under the original probability model is \( G_n^{-1}(\xi_0) \). As a result, the MCMC sample based on the composite posterior incorrectly represent the uncertainty associated with the parameter estimation.

Shaby (2014) and Ribatet et al. (2012) propose similar approaches to adjusting the composite posterior density to account for this discrepancy. The common idea in both approaches is to adjust the posterior sample \( \xi \) for each iteration of the MCMC chain using the following formula:

\[
\tilde{\xi} = \hat{\xi}_n^B + D(\xi - \hat{\xi}_n^B),
\]

with some constant \( d \times d \) matrix \( D \). Shaby (2014) proposes to use \( D = Q_n^{-1}P_n^{1/2}Q_n^{-1/2} \) while Ribatet et al. (2012) suggests to use \( D = Q_n^{1/2}(Q_nP_n^{-1}Q_n)^{1/2} \). Shaby (2014) verifies that those two approaches yield essentially the same result.

### 3.5 Discussion

In this chapter we have reviewed the composite likelihood approaches for modeling high-dimensional spatial data and study the asymptotic properties of the estimators based on the composite likelihoods. We have also studied the asymptotic properties of Bayesian estimators based on composite posteriors and have described how to obtain MCMC sample with the correct variation using those properties.

So far we have been focusing on reviewing two approaches to modeling high-dimensional spatial data: the basis representation approaches and the composite
likelihood approach. In the next two chapters (4 and 5), we introduce new climate model calibration methods based on these two approaches and apply them to real climate model calibration problems. In Chapter 4, in addition to the methodological development, we demonstrate that using high-dimensional spatial data provides a better calibration result than using aggregated data and therefore show that developing calibration methods using high-dimensional data can contribute to reducing uncertainties about projections of future climate.
How will the climate system respond to anthropogenic forcings? One approach to this question relies on climate model projections. Current climate projections are considerably uncertain. Characterizing and, if possible, reducing this uncertainty is an area of ongoing research. We consider the problem of making projections of the North Atlantic meridional overturning circulation (AMOC). Uncertainties about climate model parameters play a key role in uncertainties in AMOC projections. When the observational data and the climate model output are high-dimensional spatial data sets, the data are typically aggregated due to computational constraints. The effects of aggregation are unclear because statistically rigorous approaches for model parameter inference have been infeasible for high-resolution data. Here we develop a flexible and computationally efficient approach using principal components and basis expansions to study the effect of spatial data aggregation on parametric and projection uncertainties. Our Bayesian reduced-dimensional calibration approach allows us to study the effect of complicated error structures and data-model discrepancies on our ability to learn about climate model parameters from high-dimensional data. Considering high-dimensional spatial ob-

*This chapter is based on a manuscript published in the *Annals of Applied Statistics*, authored by Won Chang, Murali Haran, Roman Olson, and Klaus Keller.
servations reduces the effect of deep uncertainty associated with prior specifications for the data-model discrepancy. Also, using the unaggregated data results in sharper projections based on our climate model. Our computationally efficient approach may be widely applicable to a variety of high-dimensional computer model calibration problems.

4.1 Introduction

Computer models play an important role in understanding complex physical processes in modern science and engineering. They are particularly important in climate science where computer models, complex deterministic systems used to model the Earth system, are used both to study climate phenomena as well as make projections about the future. A major source of uncertainty in climate projections is due to uncertainties about model parameters. Parameter calibration involves characterizing our knowledge about a model parameter by using observational data. Here we use calibration to refer to a statistical method that summarizes information about a parameter in terms of a probability distribution. In this distribution parameter values that generate output more compatible with observational data are assigned higher probabilities than parameters less compatible with observations. Calibration of the parameters using observational data is hence one avenue to reduce the uncertainty in future projections. A number of issues and challenges arise when performing statistical calibration of model parameters. Because each run of the computer model is computationally expensive, computer model output is typically obtained for a relatively small sample of parameter values. Furthermore, the model output at each parameter setting may be high-dimensional and in the form of spatial fields. A sound statistical approach to this problem needs to simultaneously address the spatial dependence in the data and model outputs, account for various sources of uncertainty, and remain computationally efficient. Computational efficiency is key in order to utilize all the relevant observations at the appropriate scale; previous methods for climate model calibration have relied on heavy data aggregation, thereby potentially discarding valuable information.

The scientific problem motivating our statistical analysis is the projection of the future state of the North Atlantic meridional overturning circulation (AMOC)
in response to anthropogenic climate change. The AMOC is a large-scale ocean circulation that transports cold and dense water equatorward in the deep North Atlantic, and warm and salty water poleward in the upper layers of the North Atlantic. The AMOC might show a persistent weakening in response to anthropogenic forcing. Because the AMOC plays an important role in heat and carbon transport, an AMOC weakening is projected to have considerable impacts on climate, and, in response, on natural and human systems (cf. Alley et al., 2007; Keller et al., 2005, 2007). We use previously published perturbed physics ensemble runs (Sriver et al., 2012) of the University of Victoria Earth System Climate Model (UVic ESCM) (Weaver et al., 2001) to set up the calibration problem. Specifically, the runs model transient behavior of the climate system over the years 1800-2100. Each run starts from a control climate, obtained by running the model from the same initial condition to equilibrium at preindustrial conditions. Vertical ocean mixing is important in projecting the AMOC (Wunsch and Ferrari, 2004), but most of the mixing occurs on scales below that of the UVic ESCM, hence mixing is “parameterized” (cf. Weaver et al., 2001; Schmittner et al., 2009; Goes et al., 2010) using a “vertical background diffusivity” ($K_{bg}$). The AMOC projections depend on the $K_{bg}$ parameter values (e.g. Goes et al., 2010). The value of $K_{bg}$ is uncertain; it therefore needs to be calibrated using observations of the climate that are informative about $K_{bg}$ (cf. Goes et al., 2010; Bhat et al., 2012).

Here, we calibrate $K_{bg}$ using observations of ocean potential temperature from the World Ocean Atlas 2009 (Antonov et al., 2010; Locarnini et al., 2010). The World Ocean Atlas is a gridded data product generated by interpolation of instrumental observations. The observational data at irregularly distributed locations are interpolated onto a regular grid by Barnes interpolation (Barnes, 1964). The parameter $K_{bg}$ affects the depth of the oceanic pycnocline (Gnanadesikan, 1999) and the AMOC (Bryan, 1987; Goes et al., 2010). As a consequence, models with different $K_{bg}$ values are expected to result in different ocean temperature distributions. Ocean temperatures are therefore informative about $K_{bg}$. Note that neither data assimilation nor calibration play any role in producing the World Ocean Atlas data set and the data product does not depend on any assumptions about vertical diffusivity.

Both the UVic ESCM output and the observational data are spatial data sets
with more than 60,000 spatial locations. Of particular interest is how data aggregation affects the calibration result for $K_{bg}$. Often observations of climate and climate model outputs are 3-D spatial fields. When the spatial data sets are large it is common practice to aggregate them into 1-D or 2-D patterns (Sansó and Forest, 2009; Drignei et al., 2008; Forest et al., 2008; Goes et al., 2010; Bhat et al., 2012; Olson et al., 2012; Schmittner et al., 2009) either to avoid computational issues or because the skill of the models at higher resolution may not always be trusted.

An important and interesting question is what information, if any, is lost by this data aggregation. Aggregating data for model calibration may increase or decrease the model parameter uncertainty depending on the relative importance of several processes. Data aggregation may lead to information loss which would result in larger uncertainties about the calibrated parameters. On the other hand, data aggregation can potentially reduce the magnitude of model errors, for instance due to unresolved variability or structural errors in the climate models, which could in turn lead to smaller uncertainties about the calibrated parameters. We hypothesize for the scientific questions and models we consider here that data aggregation may lead to considerable loss of information resulting in increased uncertainties about model parameters. Increased uncertainties about parameters propagates to increased uncertainty in climate projections, which can impact risk- and decision-analysis.

We adopt a Gaussian process based approach to the calibration problem (Sacks et al., 1989; Kennedy and O’Hagan, 2001). Gaussian processes provide flexible statistical interpolators or “emulators” of the computer model across various parameter settings and are therefore attractive for climate model calibration (cf. Sansó and Forest, 2009; Bhat et al., 2012). Unfortunately, the likelihood evaluations involved in fitting such models can become prohibitive with high-dimensional spatial data due to the expensive matrix operations involved. Current approaches for high-dimensional computer model calibration can reduce the computational burden and make likelihood evaluation feasible for moderately large datasets (spatial fields observed at a few thousand locations) or datasets that are on a regular and complete grid (Higdon et al., 2008; Bhat et al., 2012; Bayarri et al., 2007). However, to our knowledge, no current calibration approach can overcome the computational challenge of dealing with large spatial data sets (more than tens of thousands of
The impact of data aggregation on climate model calibration is a largely unanswered question due to the inability of existing methods to analyze large spatial datasets of both computer model output and observations. Throughout this manuscript we will use “large” to refer to data sets that comprise over tens of thousands of spatial observations. Here we develop a computationally efficient approach that handles large data sets. This approach gives us the freedom to carry out a careful study of the effects of data aggregation, for example comparing calibration based on unaggregated three-dimensional data with calibration based on aggregated two-dimensional or one-dimensional data. Our approach also enables one to investigate the interaction between data aggregation and data-model discrepancies and errors when inferring computer model parameters. In our simulated examples, we have shown that the method can handle complicated model-observation discrepancy processes without sacrificing computational efficiency.

The remainder of this chapter is organized as follows. In Section 4.2 we provide a description of the data set. In Section 4.3 we describe our two-stage framework for climate model calibration and the associated computational challenges. In Section 4.4 we propose a general model calibration approach in a reduced dimensional space that uses a combination of principal components and a basis representation to overcome computational challenges. In Section 4.5 we provide implementation details and in Section 4.6 we discuss the results from simulated examples and real data. We conclude this chapter with caveats and future directions in Section 4.7.

4.2 Data Description

Our goal is to build an emulator based on spatial output from UVic ESCM and to calibrate vertical ocean diffusivity ($K_{bg}$) using ocean potential temperature data. The UVic ESCM runs are 3-dimensional patterns of the mean ocean potential temperature over 1955–2006 at 250 parameter settings. The parameters controlling model outputs are vertical ocean diffusivity ($K_{bg}$), anthropogenic aerosol scaling factor ($A_{act}$), and climate sensitivity ($C_s$). Note that we converted longwave radiation feedback factor, which is one of the original input parameters for UVic, into
$C_s$ using a simple spline fit. We refer to Sriver et al. (2012) for the design points and details of the ensemble runs.

To avoid problems related to model artifacts and sparse sampling, we excluded data beyond 60°N and 80°S and 3000m in depth (Key et al., 2004; Schmittner et al., 2009; Bhat et al., 2012). UVic ESCM outputs are on a 77 (latitude) × 100 (longitude) × 13 (depth) grid, but the number of locations that have non-missing observations is 65,595. The missing values occur because there is no ocean at the locations in the UVic ESCM representation. At each grid point we compute a temporal mean over the time period of 1955–2006 to average out the effect of unresolved internal variability.

The observational data are on a 180 (latitude) × 360 (longitude) × 33 (depth) grid, and we remap this observed data into the UVic model grid using a linear interpolation using only the nearby points. See Figure A.1 and A.2 in the Appendix A for comparison between the UVic model grid and the observational data grid. This results in a relatively small reduction to 61,051 data points. The model output locations are also adjusted accordingly. We convert the observed in-situ temperature field into the potential temperature field in order to (i) have the same measurement unit with UVic ESCM output and (ii) adjust the effect of pressure on ocean temperature. We obtain potential temperature from the in-situ temperature (Locarnini et al., 2010) and salinity fields (Antonov et al., 2010) using the UNESCO equation of state (UNESCO, 1981) following Bryden (1973) and Fofonoff (1977). During the conversion procedure, we assume a simplified ocean pressure field varying as a function of latitude and depth (Lovett, 1978). As we do for the UVic ESCM output, we compute a temporal mean over 1955–2006 at each location. Figure 4.1 shows examples of UVic ESCM model runs and the converted observational data.

### 4.3 Model Calibration Framework

Our computer model calibration framework consists of two stages, (i) model emulation and (ii) parameter calibration (Bayarri et al., 2007; Bhat et al., 2012). First, we construct an emulator that interpolates computer model outputs at different parameter settings using Gaussian random fields (Sacks et al., 1989). This
can be viewed as statistical interpolation or “kriging” (Cressie, 1994) in the computer model parameter space. Second, we infer the computer model parameters by relating observational data to computer model output using the emulator, while considering observational error and allowing for systematic discrepancies between the model and observations (Kennedy and O’Hagan, 2001). Note that this two-stage approach has some advantages over fully Bayesian methods that combine the two stages into a single inferential step. By constructing an emulator solely based on computer model output (Rougier, 2008; Bhat et al., 2012; Liu et al., 2009), this two-stage approach ensures that inference in the emulation stage is not contaminated by model discrepancy and observational error. In addition, separating the emulation stage from calibration provides an easier way to diagnose the accuracy of an emulator. Furthermore, computations are faster and parameter identifiability problems are reduced.

Let \( Y(s, \theta) \) denote the computer model output at the spatial location \( s = (\text{longitude}, \text{latitude}, \text{depth}) \in S \subseteq \mathbb{R}^3 \) and the model parameter setting \( \theta \in \Theta \), where \( S \) is the spatial domain of the process and \( \Theta \) is the computer model parameter space, typically a subset of a unidimensional or multidimensional Euclidean space. In our calibration problem, \( \Theta \subset \mathbb{R}^3 \) since there are three input parameters. Furthermore, \( Z(s) \) is the corresponding observation at the spatial location \( s \). Since each run of the climate model is computationally expensive, we can obtain computer model outputs only for a relatively small number of design points \( p \). We denote these design points in the parameter space by \( \theta_1, \ldots, \theta_p \in \Theta \). Let \( Y_i \in \mathbb{R}^n \) be the computer model output at each parameter setting \( \theta_i \) for \( i = 1, \ldots, p \). Each computer model output \( Y_i = (Y(s_1, \theta_i), \ldots, Y(s_n, \theta_i))^T \) is a spatial process observed at \( n \) different spatial locations \( (s_1, \ldots, s_n) \). In our calibration problem, \( n = 61,501 \) and \( p = 250 \). Let \( Y \) be the vector of concatenated computer model outputs such that \( Y = (Y_1, \ldots, Y_p)^T \). We denote the observed spatial process at \( n \) locations by \( Z = (Z(s_1), \ldots, Z(s_n))^T \). Note that we assume that the locations for each model output and observation data are the same. If they are different, one can interpolate either of them depending on which one has a higher resolution. Our objective is to infer the parameter \( \theta \) by combining information from \( Z \) and \( Y \).
4.3.1 Two-Stage Emulation and Calibration

We first outline our general framework for emulation and calibration.

Model Emulation Using Gaussian Random Fields

As described in Bhat et al. (2012), a standard approach to approximate the climate model output is using a Gaussian process such that

\[ Y \sim N(X\beta, \Sigma(\xi_y)), \]

with a \( np \times b \) covariate matrix \( X \) and a vector of regression coefficient \( \beta \). The covariates in \( X \) are the spatial locations (e.g. latitude, longitude, and depth) and the climate parameters. The covariate matrix \( X \) contains all the spatial coordinates and the parameter settings used to define the covariance matrix \( \Sigma(\xi_y) \). The vector \( \xi_y \) contains all the parameters determining the covariance matrix \( \Sigma(\xi_y) \). In our application, since the mean term \( X\beta \) is set to 0 (see Section 4.4.2.1 for more details), we fit a Gaussian random field to \( Y \) by finding the maximum likelihood estimate (MLE) of only \( \xi_y \), denoted by \( \hat{\xi}_y \).

The fitted Gaussian random field defines the probability model for the computer model output at any location \( s \in S \) and parameter setting \( \theta \in \Theta \). Therefore, the Gaussian process model provides a predictive distribution of computer model output at any untried value of \( \theta \) given the existing output \( Y \) (Sacks et al., 1989). We denote the resulting interpolated process by \( \eta(\theta, Y) \) and call it an emulator process. This approach automatically provides a quantification of interpolation uncertainty.

Model Calibration Using Gaussian Random Field Model

Once an emulator \( \eta(\theta, Y) \) is available, we model the observational data \( Z \),

\[ Z = \eta(\theta, Y) + \delta + \epsilon, \quad (4.1) \]

where \( \epsilon \sim N(0, \sigma^2I) \) is independently and identically distributed observational error and \( \delta \) is a data-model discrepancy term. The discrepancy \( \delta \) is also modeled as a Gaussian process, thus \( \delta \sim N(0, \Sigma_d(\xi_d)) \) with a spatial covariance matrix.
\[ \Sigma_d(\xi_d) \] between the locations \( s_1, \ldots, s_n \) and a vector of covariance parameters \( \xi_d \). The details regarding the specification of the covariance function are provided in Section 4.4.2.2. This discrepancy term is crucial for parameter calibration (cf. Bayarri et al., 2007; Bhat et al., 2010). Note that this problem is ill-posed without any prior information for \( \xi_d \), so an informative prior is necessary. Our inference for \( \theta, \xi_d \) and \( \sigma^2 \) is based on their resulting posterior distribution.

4.3.2 Challenges with High-Dimensional Data

High-dimensional datasets pose considerable computational challenges due to the expensive likelihood function calculations that involve high-dimensional matrix computations. For instance, in the calibration problem described in Section 4.5, the dimensionality of the model output and the observational data is \( n = 984 \) in the 2-D case and \( n = 61,051 \) in the 3-D case, with \( p = 250 \). The latter example involves prohibitive computations with naïve implementations (discussed and explained in Section A.1 in the Appendix A. For instance, with \( n \)-dimensional climate model outputs at \( p \) different parameter settings, evaluation of the likelihood function requires \( O(n^3p^3) \) operations. Therefore, numerical methods such as Newton-Raphson or MCMC algorithms become infeasible.

4.4 Model Calibration with High-Dimensional Spatial Data

We develop a dimension reduction approach based on spatial basis functions to increase computational efficiency. Spatial basis functions can map high-dimensional data into a low-dimensional space (Bayarri et al., 2007) and find a representation of the probability model that results in lower computational cost for likelihood evaluations (Higdon et al., 2008; Bhat et al., 2012). Since there may be a trade-off between parsimony and accurate inference, it is crucial to find a set of spatial basis functions that gives a computationally feasible likelihood formulation without considerable loss of information. Below, we review drawbacks to the current approaches in the context of high-dimensional spatial data and propose a new approach to overcome these limitations.
4.4.1 Current Approaches

Various methods have been introduced to overcome computational challenges with models for high-dimensional spatial data. These methods may be roughly grouped into the following three categories: low-rank representations, likelihood approximations, and sparse covariance approximations. Low-rank representation methods such as kernel convolution (Higdon, 1998), Gaussian predictive process (Banerjee et al., 2008), and fixed rank kriging (Cressie and Johannesson, 2008) approximate spatial processes using a set of basis functions and typically reduce the computational costs by using algorithms for patterned covariance matrices, for instance the Sherman-Morrison-Woodbury formula. Likelihood approximation methods substitute the expensive likelihood function with a relatively inexpensive approximation such as the Whittle likelihood (Fuentes, 2007), or composite likelihood (Vecchia, 1988; Stein et al., 2004; Caragea and Smith, 2006; Eidvik et al., 2013). Sparse covariance approximation methods such as covariance tapering (Furrer et al., 2006), Gaussian Markov random field approximations (Lindgren et al., 2011; Simpson et al., 2012), and lattice kriging (Nychka et al., 2013) introduce sparsity in the covariance or precision matrix thereby allowing for fast computations using sparse matrix algorithms.

A few different approaches to climate model calibration with multivariate computer model outputs have been developed in recent years, including Bayarri et al. (2007), Higdon et al. (2008), and Bhat et al. (2012). These approaches, however, are not readily applicable to the 3-D model output and observations we consider here due to the following reasons. First, in spite of the gains in computational efficiency likelihood evaluations remain computationally prohibitive. The computational cost of a single likelihood evaluation in the emulation step in Bhat et al. (2012) scales as $O(nJ^2)$ where $J$ is the number of knots for the kernel basis. In Higdon et al. (2008), the computational cost scales with $O(p^3J^3_y)$ where $J_y$ is the number of principal components used to represent the data. For the 3-D calibration problem we consider, $n$ is 61,051 and $J$ should be more than $3(K_v) \times 3(A_{sed}) \times 3(C_s) \times 3(depth) \times 20(longitude) \times 15(latitude) = 24,300$ to ensure the number of knots to be at least three and greater than 20% of the design points for each dimension. The number of principal components $J_y$ needs to be at least 20 to have more than 90% of explained variance. Second, the transformation
based on the basis matrix may not be applicable to two or three-dimensional spatial data. Using a wavelet transformation (Bayarri et al., 2007) requires the same dyadic (a power of 2) number of data points for each spatial dimension, and the data need to be on a regular grid without missing values; irregular data and missing values are common in climate model calibration problems. In addition, conducting Bayesian inference on the joint posterior distribution may pose difficulties, both computationally as well as in terms of prior specification and identifiability issues. For example, Higdon et al. (2008) requires estimating $4 \times J_y + 1$ parameters, which translates to an 81-dimensional distribution for the 3-D case in Section 4.5.

### 4.4.2 Reduced Dimensional Model Calibration

Our method to overcome the aforementioned challenges relies on (i) representing the spatial field using a principal component basis, and (ii) emulating each principal component separately. Instead of using a principal component basis to reduce the complexity of matrix computation as in Higdon et al. (2008), we use it to map the computer model outputs into a low-dimensional space and construct an emulator in that space directly. Since the principal components are uncorrelated by construction, we can build the emulator by constructing a 1-dimensional Gaussian process for each principal component in parallel. Fitting Gaussian random fields for each principal component requires estimation of only five parameters (see below). The likelihood evaluations involve covariance matrices of size $p \times p$. These features allow us to construct the emulator in a computationally efficient and highly automated manner. Moreover, since the principal component transformation can be applied to non-dyadic spatial data with irregular locations, it has a broader range of application than wavelet transformations. In the calibration step, we develop an approach to map the observational data into a low-dimensional space.

#### 4.4.2.1 Computer Model Emulation

The first step of this approach is to find the basis matrix for computer model output. We consider the computer model outputs as an $n$-dimensional dataset with $p$ replications and find the principal component basis. Let $M$ denote the
A $p \times n$ matrix storing the computer model outputs $\mathbf{Y}_1, \ldots, \mathbf{Y}_p$ such that

$$
\mathbf{M} = \begin{pmatrix}
\mathbf{Y}_1^T \\
\vdots \\
\mathbf{Y}_p^T
\end{pmatrix}.
$$

(4.2)

Following the standard process of finding principal components, we first preprocess the computer model outputs to make the column means of the matrix $\mathbf{M}$ all 0’s. Applying singular value decomposition (SVD), we find the scaled eigenvectors $k_1 = \sqrt{\lambda_1} \mathbf{e}_1, \ldots, k_p = \sqrt{\lambda_p} \mathbf{e}_p$ where $\lambda_1 > \lambda_2 > \cdots > \lambda_p$ are the ordered eigenvalues and $\mathbf{e}_1, \ldots, \mathbf{e}_p$ are the corresponding eigenvectors of the covariance matrix of $\mathbf{M}$, where $J_y \ll p$ is the number of principal components that we decide to use in the emulator. One can choose the number of principal components by looking at the proportion of explained variation given by $\sum_{i=1}^{J_y} \lambda_i / \sum_{i=1}^{p} \lambda_i$. We define the basis matrix for computer model output by $\mathbf{K}_y = (k_1, \ldots, k_{J_y})$.

For each parameter setting $\theta_i$ ($i = 1, \ldots, p$), the first $J_y$ principal components $\mathbf{Y}_i^R = (Y_{i,1}^R, \ldots, Y_{i,J_y}^R)^T$ are computed as

$$
\mathbf{Y}_i^R = (\mathbf{K}_y^T \mathbf{K}_y)^{-1} \mathbf{K}_y^T \mathbf{Y}_i.
$$

Let $\mathbf{Y}^R = (\mathbf{Y}_1^R, \ldots, \mathbf{Y}_p^R)^T$, hence each element of this matrix $\{\mathbf{Y}^R\}_{ij} = Y_{ij}^R$ is the $j$th principal component at the $i$th computer model parameter setting. Since the columns in $\mathbf{K}_y$ are orthogonal, the principal components found here are uncorrelated to each other and this leads us to a parallelized emulator construction that is similar to the wavelet transformation approach in Bayarri et al. (2007). For each $j$th principal component across the parameter settings (i.e. for each $j$th column of $\mathbf{Y}^R$), we construct a Gaussian random field with the squared exponential covariance function such that

$$
\text{Cov}(Y_{k,j}^R, Y_{l,j}^R) = \kappa_{y,j} \exp\left(-\sum_{i=1}^{3} \frac{|\theta_{ik} - \theta_{il}|^2}{\phi_{y,ij}^2}\right) + \zeta_{y,j} 1(\theta_k = \theta_l),
$$

(4.3)

with partial sill $\kappa_{y,j}$, nugget $\zeta_{y,j}$, and range parameters $\phi_{y,j} = (\phi_{y,1,j}, \phi_{y,2,j}, \phi_{y,3,j})^T$.

Leave-10-percent-out cross-validation experiments with 50 different randomly generated parameter configuration indicate that the squared exponential covariance
shows a better fit than alternatives such as the exponential covariance (Figure A.3 in the Appendix A). Note that this choice of covariance function may yield a fitted parameter field that is too regular, resulting in imprecise estimation of the range parameters $\phi_{y,ij}, i = 1, \ldots, 3, j = 1, \ldots, J_y$. However, our purpose here is not to estimate the range parameters precisely; the range parameters depend on the distance in the parameter space, which is a somewhat arbitrary notion. Note also that the mean term of each Gaussian process used here is set to be zero, since each of the principal components has zero mean across the parameter settings.

We denote the collection of emulator parameters for the $j$th principal component by $\xi_{y,j} = (\kappa_{y,j}, \zeta_{y,j}, \phi_{y,j})^T$. One can construct the emulator by finding the MLE $\hat{\xi}_{y,j}$ for each $j$ separately. The emulator $\eta(\theta, Y^R)$ is the collection of predictive processes of $J_y$ principal components at $\theta$ defined by the covariance function (4.3) and the MLEs $\hat{\xi}_{y,1}, \ldots, \hat{\xi}_{y,J_y}$. Note that even though we construct the emulator in terms of the principal components, we can make a projection $Y^*$ in the original space at a new parameter setting $\theta^*$ by computing

$$Y^* = K_y \eta(\theta^*, Y^R).$$

To summarize, the emulation step uses the data $Y_{1}^{R}, \ldots, Y_{J_y}^{R}$ of dimension $p$ and compute MLEs $\hat{\xi}_{y,1}, \ldots, \hat{\xi}_{y,J_y}$. Hence, the computational cost is reduced from $O(n^3 p^3)$ to $O(J_y p^3)$ when compared to a na"ive approach. The resulting fitted model is then used for the calibration step as described in the following section.

### 4.4.2.2 Computer Model Calibration

Using $\eta(\theta, Y^R)$, the emulator for the principal components, we reformulate the model for observational data in (4.1) as

$$Z = K_y \eta(\theta, Y^R) + K_d \nu + \epsilon,$$

where $K_d \nu$ is a kernel convolution representation (Higdon, 1998) of the discrepancy $\delta$. $\nu$ is a vector of independent and identically distributed Normal random variates at $J_d \ll n$ locations, $\nu \sim N(0, \kappa_d I_{J_d})$. $a_1, \ldots, a_{J_d} \in S$. The variance parameter $\kappa_d$ determines the magnitude of discrepancy, and the range parameters $\phi_{d,1}, \phi_{d,2} > 0$.
specify the bandwidth of kernels. We define the kernel basis by

\[(K_d)_{ij} = \exp\left( -\frac{g(s_{1i}, s_{2i}, a_{1j}, a_{2j})}{\phi_{d,1}} - \frac{|s_{3i} - a_{3j}|}{\phi_{d,2}} \right), \tag{4.4}\]

where \(s_{ki}\) and \(a_{kj}\) are the \(k\)th elements of \(s_i\) and \(a_j\) respectively. Our choice for the knot points \(a_1, \ldots, a_{J_d}\) are on a grid of 15.6 degrees in latitude, 36 degrees in longitude, and 429m in depth. The design of these points does not affect the resulting process unless chosen to be too sparse. The geodesic distance function measures the great circle distance between two points on the Earth’s surface. The function \(g(s_{1i}, s_{2i}, a_{1j}, a_{2j})\) is given by

\[r \arccos (\sin(s_{2i}) \sin(a_{2j}) + \cos(s_{2i}) \cos(a_{2j}) \cos |s_{1i} - a_{1j}|),\]

where \(r\) is the radius of Earth (6378km). By following Higdon et al. (2008), the range parameters are pre-specified by scientific expert judgment; this reduces computations and identifiability issues (See Section 4.5 for specification of these parameters). The kernel function in (4.4) yields a valid covariance under geodesic distance since it is strictly positive definite on a sphere (Gneiting, 2013). We assumed separability for distance along the surface and distance along the depth. The resulting process is approximately twice differentiable (Zhu and Wu, 2010), which produces a reasonable model for discrepancy. Even though the discrepancy model implies an isotropic discrepancy process (Higdon, 2002), the resulting process is flexible enough to capture the general trend in the discrepancy.

Instead of using the model (4.4) directly, we conduct calibration with reduced-dimensional data for computational efficiency. Let \(Z^R\) be a reduced version of the original data such that

\[Z^R = (K^T K)^{-1} K^T Z = \begin{pmatrix} \eta(\theta, Y^R_T) \\ \nu \end{pmatrix} + (K^T K)^{-1} K^T \epsilon,\]

where \(K = (K_y \ K_d)\). The probability model of \(Z^R\) is

\[Z^R \sim N\left( \begin{pmatrix} \mu_{\eta} \\ 0 \end{pmatrix}, \begin{pmatrix} \Sigma_{\eta} & 0 \\ 0 & \kappa_d I_{J_d} \end{pmatrix} + \sigma^2 (K^T K)^{-1} \right), \tag{4.5}\]
where $\mu_\eta$ and $\Sigma_\eta$ are the mean and covariance given by the emulator $\eta(\theta, Y^R)$. It is often helpful to apply singular value decomposition to $K_d$ and use the first $J_{d_{PC}} \ll J_d$ eigenvectors $K_{d_{PC}}$ in place of $K_d$ to find $Z^R$. In addition to the obvious computational advantage, this often results in better inference since it corresponds to a regularized estimate given by ridge regression (see Hastie et al., 2009, pg. 66); this was corroborated by our extensive simulation studies.

Note that the term $\sigma^2(K_TK)^{-1}$ in (4.5) automatically adjusts the contribution of each principal component to the calibration result. This can be illustrated by considering the model without the discrepancy, and the variance in the likelihood function is simply $\Sigma_\eta + \sigma^2(K_TyK_y)^{-1}$. Since $(K_TyK_y)^{-1}$ is a diagonal matrix and its $i$th diagonal element is the reciprocal of the $i$th eigenvalue, $(K_T^yK_y)^{-1}$ inflates the variance of principal components with small eigenvalues. Therefore, the principal components with smaller explained variance will have less effect on the calibration result.

We now briefly examine the covariance structure implied by our model. Using the leading $J_y$ principal components, the covariance between computer model outputs at two different spatial and parametric coordinates $(s_1, \theta_1)$ and $(s_2, \theta_2)$ can be written as

$$\text{Cov}(Y(s_1, \theta_1), Y(s_2, \theta_2)) \approx \text{Cov}
\left(\sum_{i=1}^{J_y} \sqrt{\lambda_i} e_i(s_1) w_i(\theta_1), \sum_{j=1}^{J_y} \sqrt{\lambda_j} e_j(s_2) w_j(\theta_2)\right)$$

$$= \sum_{i=1}^{J_y} \lambda_i e_i(s_1) e_i(s_2) \text{Cov}(w_i(\theta_1), w_i(\theta_2)),$$

where $e_i(\cdot)$ is the $i$th eigenfunction satisfying

$$\int \text{Cov}(Y(\theta_1, s_1), Y(\theta_2, s_2)) e_i(s_1) e_i(s_2) ds_1 = \lambda_i e_i(s_2) \text{Cov}(w_i(\theta_1), w_i(\theta_2)),$$

with the corresponding eigenvalue $\lambda_i$. We let $w_i(\cdot)$ denote the Gaussian process of $i$th principal component with the covariance function defined in (4.3). The leading eigenfunctions give the best approximation among all possible orthogonal bases since it minimizes the total mean square error (Jordan, 1961). Since we can assume different covariance functions for each principal component process, our
model can yield a non-separable space-parameter covariance function. In contrast, if we were to assume separability such that

\[
\text{Cov}(Y(\theta_1, s_1), Y(\theta_2, s_2)) = C_s(s_1, s_2)C_\theta(\theta_1, \theta_2),
\]

for some positive definite covariance functions \(C_s\) and \(C_\theta\), the covariance function for the \(i\)th principal component process becomes

\[
\text{Cov}(w_i(\theta_1), w_i(\theta_2)) = C_\theta(\theta_1, \theta_2)\lambda_i.
\]

The detailed derivation is provided in Section A.2 in the Appendix A. The separability assumption therefore results in a restrictive covariance structure such that the correlation functions for all principal component processes are the same. Hence even though our reduced dimensional approach utilizes a covariance that is easy to specify, it provides a richer class of covariance functions than a separable covariance structure. Our cross-validation studies show that our assumption is adequate for emulating the computer model (see Section 4.5 for details).

**Priors**

We estimate the joint density of \(\theta\), \(\kappa_d\), and \(\sigma^2\) using the Metropolis-Hastings algorithm. Following Bayarri et al. (2007), we allow for additional flexibility by estimating the partial sill parameters \(\kappa_{y,1}, \ldots, \kappa_{y,J_y}\) for the emulator. Prior specification for the parameters in the observational model is straightforward. The discrepancy variance \(\kappa_d\) and the observational error variance \(\sigma^2\) receive inverse-gamma priors with small shape parameter values. The prior for each parameter is a uniform distribution over a broad range or determined by scientific knowledge. In order to stabilize the inference, we put an informative prior to encourage \(\kappa_{y,1}, \ldots, \kappa_{y,J_y}\) to vary around their estimated values in the emulation stage. See Section 4.5 for more details about prior specifications for our problem.

**Computing**

The computational costs may be summarized as follows:
1. Find the basis matrix \( K_y = [\sqrt{\lambda_1} e_1, \ldots, \sqrt{\lambda_{J_y}} e_{J_y}] \) by computing the singular value decomposition of \( M \) in (4.2). This computation is of order \( O(n^3) \), but needs to be done only once.

2. Compute \( Y_R \) where its \( i \)th row is the transpose of \( (K_y^T K_y)^{-1} K_y^T Y_i \).

3. Construct a Gaussian random field for each column of \( Y_R \) by finding the MLE \( \hat{\xi}_{y,i} \) for each \( i = 1, \ldots, J_y \). The computational cost is of order \( O(J_y p^3) \) for each likelihood evaluation.

4. Compute \( Z_R = (K^T K)^{-1} K^T Z \). The computational complexity of this step is \( O((J_y + J_d)^3) \).

5. Using Metropolis-Hastings, draw an MCMC sample of \( \theta, \sigma^2, \kappa_d \) and \( \kappa_{y,1}, \ldots, \kappa_{y,J_y} \) from the joint posterior distribution based on the model in (4.5). The computational cost for each likelihood evaluation is of order \( O((J_y + J_d)^3) \).

The overall cost of our implementation is \( O(p J_y^3) \) for the emulation step and \( O((J_y + J_d)^3) \) for the calibration step.

### 4.5 Implementation Details

We apply our method to data at three different aggregation levels. In the 1-D case, we compute the vertical means at \( n = 13 \) different depth points (Goes et al., 2010). In the 2-D case, the zonal means are computed at \( n = 984 \) latitude and depth points (Bhat et al., 2012). We use the original pattern without any aggregation in the 3-D case (\( n = 61,051 \)). The number of principal components is determined to have more than 90% of the explained variation. The number of components is 5 for the 1-D, 10 for the 2-D, and 20 for the 3-D case. We also tried using 10 principal components for the 1-D, 20 for the 2-D, and 30 for the 3-D case to have more than 95% explained variation, but did not find any improvement in the calibration result. These results coincide with our exploratory analysis using scree plots. For example, the scree plot for the 3-D case shown in Figure A.4 in the Appendix indicates that the non-leading principal components beyond the
first 10 components have extremely small eigenvalues comparing to the first few components. Similar results hold for the 2-D and the 1-D cases.

We use all 250 design points in the parameter space to build the emulator. We conducted leave-10-percent out cross validation and the results show that our emulator can predict the model output precisely. For the 2-D (latitude-depth) case, for instance, the emulator based on principal components can reproduce well the spatial pattern at any given parameter setting. More specifically, we randomly held out 25 model runs from the model output and then predicted these “hold outs” based on the remaining 225 model runs using our emulator. An example of our results is shown in Figure 4.6, which indicates that the predicted output and the original output are essentially indistinguishable. Other cross validation results, including for the 3-D case, are similar. In addition, we found that the root mean squared error was very small relative to the scale of the data. We also tested the prediction performance of our emulator for the principal components using uncorrelated standardized prediction errors (Bastos and O’Hagan, 2009) (see Section A.3 in the Appendix A for details). The graphical diagnostics in Figure A.5 in the Appendix A show that our emulators predict the processes of leading principal components reasonably well.

We fix $C_s$ and $A_{scl}$ at the default values of the UVic ESCM in the calibration stage and made an inference only for $K_{bg}$. The default values are 1 for $A_{scl}$ and 3.819 for $C_s$. One may choose to integrate out these two parameters, but since the ocean temperature field lacks strong information about $A_{scl}$ and $C_s$, their estimated posterior densities are overly dispersed. This introduces unnecessary bias in the estimate of $K_{bg}$ due to the highly non-linear relationship between climate parameters (Olson et al., 2012), thus we decided not to integrate out those two parameters.

Following Bhat et al. (2012), we assume a flat prior with a broad range for $K_{bg}$, from 0.05 to 0.55. The variance for the observational error ($\sigma^2$) and the model discrepancy ($\kappa_d$) receive inverse-Gamma priors, and we denote them by $\text{IG}(a_\nu, b_\nu)$ and $\text{IG}(a_z, b_z)$. We set the shape parameters for them to be $a_\nu = 2$ and $a_z = 2$. To check the sensitivity of our approach to prior specifications, we tried four different combinations, $(2, 2)$, $(2, 100)$, $(100, 2)$, and $(100, 100)$ for $b_\nu$ and $b_z$. The emulator variances $\kappa_{y,1}, \ldots, \kappa_{y,J_y}$ also receive inverse-Gamma priors with a shape parameter
of 5. The scale parameters are determined to have modes at their estimated values in the emulation stage. Because of parameter identifiability problems which in turn affected computation, we fixed the range parameter for depth at 3000m and for surface as 4800km. The knot points \((a_1, \ldots, a_J)\) are on a grid of 15.6 degrees in latitude, 36 degrees in longitude, and 429m in depth. The design of these points does not affect the resulting process unless chosen to be too sparse. We found that a wide range of the different settings for these parameters gave the same inference result for \(K_{bg}\) and hence our particular choices did not affect the results. The number of knot locations for the discrepancy kernel is 800 in the 3-D case, 80 in the 2-D case, and 13 in the 1-D case. The number of principal components used for the discrepancy is 200 in the 3-D case, 20 in the 2-D case, and 5 in the 1-D case. The number of principal components was determined using standard practice – by ensuring that at least 95% of the variability in the data was explained in each case. In order to check the robustness of our results, we tried different numbers of principal components. For example, when we increased the number of principal components to 300 in the 3-D case, 30 in the 2-D case and 8 in the 1-D case we found that we obtained virtually identical calibration results.

Finally, we note that we ran an MCMC algorithm with 25,000 iterations for the calibration step. We carefully checked our results by comparing summaries (e.g. posterior density estimates) based on the first 15,000 runs with those obtained from the entire 25,000 runs and verified that our MCMC-based estimates are reliable.

### 4.6 Results

#### 4.6.1 Computational Benefit

The biggest challenge in the considered analysis is the computational cost of evaluating the likelihood function in the 3-D case, which requires dealing with 61,051-dimensional spatial datasets. To our knowledge, current approaches cannot address this problem with reasonable computational effort (discussed below). In the emulation stage, the required number of principal components is about 20 for the 3-D case for reasonable accuracy and this means we still need to invert a \((p \times J_y) \times (p \times J_y) = 5,000 \times 5,000\) covariance matrix for the likelihood evaluation.
in the emulation stage if one uses the formulation due to Higdon et al. (2008). Moreover, the number of parameters to be estimated is \( 20 \times 4 + 1 = 81 \) (\( J_y \times \) the number of parameters for each Gaussian process emulator + one nugget parameter), and this also possibly increases computational cost significantly. The method of Bhat et al. (2012) requires multiplication of a \( J \times n = 24,300 \times 61,501 \) matrix into another \( n \times J = 61,501 \times 24,300 \) matrix in the likelihood evaluation, and this makes the likelihood evaluation computationally prohibitive.

The approximate computational time in emulation stage for the 1-D, 2-D and 3-D cases for different methods are illustrated in Figure 4.2. Our approximation was derived as follows:

\[
\text{(computing time for our approach)} \times \frac{\text{(complexity for a method)}}{\text{(complexity for our approach)}}.
\]

The computing time for our approach is for the PORT routine in R (Gay, 1983; David, 1990) run on a system with Intel Xeon E5450 Quad-Core 3.0 GHz (without parallelization). Note that this approximated computing time for other approaches are optimistic; we believe that they will probably take longer than indicated. We use this to suggest that even when viewing the other approaches’ cost optimistically, our method provides dramatically reduced computational time. We also note here that the computing time for our approach can be further reduced by parallelization. We describe some experimental results on computing time reduction using parallel computing in Section A.4 in the Appendix A.

4.6.2 The Effect of Data Aggregation on Climate Model Calibration

In order to study the effect of data aggregation on climate model calibration, we conducted a study with pseudo-observational data. The simulated data are generated as follows:

1. Choose the 3-D pattern of UVic ESCM output with \( K_{bg} = 0.2, A_{scl} = 1.5, \) and \( C_s = 3.976 \) as the synthetic truth. The values for \( A_{scl} \) and \( C_s \) were selected based on the fact that they were the closest parameter values to the default values for the UVic model; the value for \( K_{bg} \) was obtained from the
posterior mode from previously published work (cf. Bhat et al., 2012).

2. Compute three different 3-D patterns of residuals between the observational data (Wold Ocean Atlas 2009 data described above) and the UVic model outputs with $K_{bg} = 0.1$, $K_{bg} = 0.2$, and $K_{bg} = 0.3$. The values for $A_{scl}$ and $C_s$ are the same as in Step 1. Average them over each location to compute a pseudo-residual. This is a more realistic and challenging residual than one obtained by simulation from a simple error model, for example a realization from a Gaussian process model. For brevity, we describe here just this most challenging case; our methods worked even better in terms of posterior variance when error processes were assumed to be simpler.

3. Superimpose the pseudo residual on the synthetic truth to construct pseudo observational data in 3-D.

4. Aggregate the 3-D pseudo observational data into 2-D and 1-D by integrating the ocean temperature with respect to water volume.

The calibration results based on this simulated example are shown in Figure 4.3. The sensitivity test indicates that the posterior distribution of $K_{bg}$ in the 1-D and the 2-D cases rely on the specification of priors. This deep uncertainty (Groves and Lempert, 2007) is drastically reduced when the full data set (3-D) is used. A comparison result based on the real data from Ocean Atlas 2009 is shown in Figure 4.4. As in the simulated example, the calibration results based on the 3-D data are more robust to the prior specification.

In addition to the experiment above we also examined the effect of random sampling of spatial locations, which may be considered a reasonable alternative to averaging over particular dimensions. As an illustrative example we randomly chose 1,300 grid points from the 3-D locations using simple random sampling and calibrated $K_{bg}$ based on only the selected points. By repeating the same experiment with 10 different random samples we found that calibration results are substantially different across the samples (see Figure A.6 in the Appendix A). These results indicate that sampling of spatial locations may introduce additional sampling errors to the calibration results; using all available data points is therefore desirable.
Using the full pattern of the 3-D data has important benefits as it drastically reduces the deep uncertainty due to different prior specifications. We hypothesize that this is because the full non-aggregated spatial patterns contain more information about both the observational error and the discrepancy. In order to reflect the uncertainty due to prior choice to our density estimate for $K_{bg}$, we show in Figure 4.5 the posterior distributions when the prior is assumed to be with equal probability any one of the 4 priors considered, along with the resulting AMOC projections. We define AMOC projection as the annual maximum value of the meridional overturning streamfunction in the Atlantic between 0° and 70°N. The corresponding projections for AMOC change between 1970 to 1999 mean and 2070 to 2099 mean indicate that the unaggregated pattern gives a much narrower 95% predictive interval than the aggregated ones. Therefore, data aggregation increases the deep uncertainty surrounding AMOC projection, and using unaggregated data reduces uncertainty regarding the future behavior of the AMOC.

4.7 Discussion

4.7.1 Caveats

A general issue with principal components is also worth considering in this context: the principal components for the computer model outputs are selected based on explained variation, and thus there is no guarantee that these leading principal components carry the most important information about the climate parameters. However, our extensive study of the effect of changing the number of principal components suggests that this is not problematic in our context. Our results are consistent with the recent theoretical results in Artemiou and Li (2009) that suggest that there is a low probability that other (non-leading) principal components will have a strong correlation with the climate parameters. We hypothesize that our principal components based approach does not lose valuable information about the climate parameters.

In fact the first principal component shown in Figure A.7 captures some important characteristics of the model runs related to $K_{bg}$ and AMOC. The latitude-depth pattern for the first principal component seems to represent the differences in
vertical diffusion between ensemble members; in simple upwelling diffusion models under low diffusion more warmth is concentrated near the surface at low latitudes (see e.g. Appendix B in Kriegler, 2005). The latitude-longitude pattern is related to difference between model runs in (i) the effect of AMOC in the North Atlantic, which is expected to cause warmer temperatures in the North Atlantic near the coast of Greenland at higher $K_{bg}$, and (ii) other large scale circulations such as Western Boundary Currents (primarily Kuroshio) and Eastern Boundary Currents (e.g., Peru current).

In the discrepancy model, one important simplifying assumption is the separability between surface and depth effects. Our simulated example shows that the separability assumption provides a good approximation to the realistic discrepancy process. Non-separable covariance function that combines geodesic distance and Euclidean distance remains as an avenue of ongoing and alive research and subject of future work. Furthermore, our study of calibration with simulated examples shows that even though the number of $K_{bg}$ settings at which the model is run is relatively sparse, there is enough information to reliably calibrate $K_{bg}$ based on our emulator.

Our study is also subject to the usual caveats with respect to scientific conclusions. First, we ignore the interpolation uncertainty when we compute the density of AMOC projection based on the density of $K_{bg}$. Second, the result is based on a single data set, and thus we cannot fully evaluate the effect of structural uncertainty due to the model-observation discrepancy and unresolved natural variability cannot be accounted for; this variability could impact conclusions as well (Olson et al., 2013). These caveats, of course, apply to almost all existing approaches to climate model calibration and projection.

4.7.2 Summary

We have considered here the problem of calibrating a climate model parameter, $K_{bg}$, in an Earth System Model of Intermediate complexity by using spatial observations of the potential temperature. In order to study the effects on both calibration and climate projections of using unaggregated versions of the data, we develop new methods that are computationally tractable for calibration with
high-dimensional spatial data sets. Using our methods, we show that utilizing 3-D spatial data reduces the uncertainty about $K_{bg}$ and is more robust to various prior specifications than calibration based on 2-D or 1-D aggregated versions of the data. The results suggest that using unaggregated data is valuable for reducing deep uncertainty associated with different priors. We note that we have tested our method in several other real data calibration problems and have obtained similar results. For example, we carried out calibration for $K_{bg}$ using a completely different set of observations, CFC-11 (Bhat et al., 2012), and found again that using the 3D pattern sharpened our inference about $K_{bg}$ when compared to 2D patterns.

We have demonstrated here that our computer model calibration approach is computationally efficient even when dealing with high-dimensional data. By exploiting the orthogonality of a principal components decomposition of the data, this method can keep the computational cost affordable for high-dimensional data with more than 60,000 spatial locations and 250 parameter settings. In addition, our simulated examples show that our approach can handle complicated model-observation discrepancies. The method can be easily extended to allow for calibration with multiple tracers – we can simply consider the variance-covariance matrix for all tracers and use its principal components to build an emulator. For the 2-D case, the posterior densities from using a separable covariance structure are not very different from our PCA-based approach; in fact, the bias appears to be slightly smaller for our approach (Figure A.8 in the Appendix A). Moreover, our method results in a sharper density, which is an important criterion for calibration performance (cf. Gneiting et al., 2007). For larger data, it is more challenging to devise a simple but flexible approach that scales as well as the PCA-based method. We note here that our approach can be applied to even larger datasets. In climate science data sets consisting of millions of data points are common. Our calibration approach in principle applies immediately to such data. A potential computational bottleneck is the SVD. However, we note that the SVD needs to be performed only once and we sidestep issues related to memory management since we do not have to store the large matrices. Furthermore, high-dimensional SVD is an active area of research and hence computationally efficient approaches are being developed (cf. Halko et al., 2011; Baglama and Reichel, 2005).

In the context of computer model calibration for making climate projections in
general, we find that spatial data aggregation appears to generally lead to larger uncertainties (Figure 4.5), which is consistent with what we had hypothesized about the model and observations. This implies that the effect of information loss on the calibrated parameter is more important than the effect of reduction in model errors by aggregation. From a climate projections and decision-making perspective, the projections we obtain can be used as an input to integrated assessment or economic models; reduced uncertainties may therefore have tangible implications. Our method is immediately available for use with other climate models and observational products. By virtue of unlocking the full wealth of previously untapped information in large three-dimensional datasets, our method has a strong potential to improve projections of a host of policy-relevant climate variables.

In this chapter we have developed a reduced dimension approach based on basis representation described in Chapter 2. An alternative approach to efficient computation for computer model emulation and calibration with high-dimensional spatial data is composite likelihood (described for spatial data in Chapter 3). Composite likelihood-based computer model emulation and calibration is the subject of the next chapter.
(a) Latitude-depth pattern ($K_{bg} = 0.2, A_{scl} = 1.5, C_s = 3.976$)

(b) Longitude-latitude pattern ($K_{bg} = 0.2, A_{scl} = 1.5, C_s = 3.976$)

(c) Latitude-depth pattern (observational data)

(d) Longitude-latitude pattern (observational data)

Figure 4.1: Plots of ocean temperature patterns averaged over 1955–2006. A UVic ESCM run (Sriver et al., 2012, the first row) and the observational data from World Ocean Atlas 2009 (Antonov et al., 2010; Locarnini et al., 2010, the second row). The left column shows the latitude-depth profiles of zonal mean, and the right column displays the longitude-latitude profiles of vertical mean. Note that the model run shown here is an example of 250 model runs described in Section 4.2.
Figure 4.2: Comparison of computational costs for the emulation step between the current approaches and the new approach. The green box near the bottom right corner shows computing times that are practical, ranging from one second to three months.
Figure 4.3: Prior sensitivity test in the simulated example. Calibration of $K_{bg}$ value based on (a) 1-D depth profile, (b) 2-D latitude-depth pattern (c) 3-D non-aggregated data. Each line represents posterior density from four different priors: $(b_v = 2, b_z = 2)$ (Prior 1, solid red line), $(b_v = 2, b_z = 100)$ (Prior 2, dashed red line), $(b_v = 100, b_z = 2)$ (Prior 3, solid blue line), and $(b_v = 100, b_z = 100)$ (Prior 4, dashed blue line). The solid vertical line represents the true value of $K_{bg}$ in the synthetic truth. $b_v$ and $b_z$ are hyperparameters of $\kappa_d$ and $\sigma^2$ respectively in (4.5).
Figure 4.4: Prior sensitivity test using observational data from the World Ocean Atlas 2009 (Antonov et al., 2010; Locarnini et al., 2010). Calibration results based on (a) 1-D depth profile, (b) 2-D latitude-depth pattern, (c) 3-D non-aggregated data. Each line represents posterior density from four different priors: \((b_v = 2, b_z = 2)\) (Prior 1, solid red line), \((b_v = 2, b_z = 100)\) (Prior 2, dashed red line), \((b_v = 100, b_z = 2)\) (Prior 3, solid blue line), and \((b_v = 100, b_z = 100)\) (Prior 4, dashed blue line), where \(b_v\) and \(b_z\) are hyperparameters of \(\kappa_d\) and \(\sigma^2\) respectively in (4.5).
Figure 4.5: Combined posterior densities of $K_{bg}$ from different prior specifications (lower left), the relationship between $K_{bg}$ and projected AMOC change of the 2070 - 2099 mean from the 1970 - 1999 mean (upper left), and the resulting AMOC change projections (upper right) using 1-D (solid black line), 2-D (dashed red line) and 3-D (dotted blue line) data with their 95% credible intervals (bars at the right).
Figure 4.6: An example of our leave-10-percent out cross validation experiment for 2-D case (latitude-depth patterns). The first row shows the comparison between the raw original output and the raw emulated output. The second row shows the same comparison using detrended outputs, which are computed by subtracting the mean across the parameter settings at each location.
Chapter 5

Computer Model Calibration Using Block Composite Likelihood

In the previous chapter we have introduced a computationally efficient approach using dimension reduction based on PCA and kernel convolution. Here we introduce a composite likelihood-based approach to perform computer model calibration with high-dimensional spatial data. While composite likelihood has been studied extensively in the context of spatial statistics, computer model calibration using composite likelihood poses several new challenges. We propose a computationally efficient approach for Bayesian computer model calibration using composite likelihood. We also develop a methodology based on asymptotic theory for adjusting the composite likelihood posterior distribution so that it accurately represents posterior uncertainties. We study the application of our approach in the context of calibration for a climate model.

5.1 Introduction

Complex computer models are often used to approximate real-world processes. These models enable us to conduct virtual experiments that are useful for studying and understanding complex physical phenomena. A central source of uncertainty regarding computer models, and hence the behavior of the process they are ap-

*This chapter is based on a manuscript accepted for publication in Statistica Sinica, authored by Won chang, Murali Haran, Roman Olson, and Klaus Keller.
proximating, stems from uncertainty about the value of model input parameters. It is, however, often possible to learn about model parameter values from observations of the system being modeled. Computer model calibration, the methods used to learn about these parameters, involves finding model parameter settings that produce computer model outputs that are most compatible with the observed realization of the process. Statistical computer model calibration is a formal approach to parameter inference based on observations and on computer model output at various parameter settings. A sound approach to computer model calibration accounts for various sources of uncertainties such as measurement error and model structural errors, and results in a probability distribution that summarizes our knowledge about the parameters. Quantifying uncertainties about the parameters carefully is important as this allows for a rigorous quantification of uncertainties about projections based on the model. Here we consider computer model calibration for problems where the observations and the model output are in the form of spatial data.

Computer model calibration can pose nontrivial inferential challenges. In many applications computer model runs are computationally expensive. In this case, model runs are often available at only a limited number of parameter settings. A popular method to overcome this hurdle is the Gaussian process approach (cf. Sacks et al., 1989; Kennedy and O’Hagan, 2001). This method enables calibration with a limited number of model runs using probabilistic interpolation between the model runs. However, this approach faces computational challenges when applied to computer model output that are in the form of high-dimensional spatial data, which are increasingly common in modern science and engineering applications (see, e.g. Higdon et al., 2009; Bhat et al., 2010, 2012; Chang et al., 2014).

Some approaches have been developed recently to resolve these computational issues (e.g. Bayarri et al., 2007; Higdon et al., 2008; Bhat et al., 2012; Chang et al., 2014). Here we propose a new Bayesian approach for calibration with high-dimensional spatial data using composite likelihood methods. To our knowledge this is the first time composite likelihood methodology has been used in this context. This approach provides a way to mitigate the computational challenges for a wide range of computer model calibration problems.

The basic idea of composite likelihood (Besag, 1975, 1977; Lindsay, 1988) is
to approximate the original likelihood as a product of computationally cheaper likelihoods. This approach can be easily adapted for spatial modeling in various ways such as conditional likelihood (Vecchia, 1988; Stein et al., 2004), pairwise likelihood (Heagerty and Lele, 1998; Curriero and Lele, 1999; Ribatet et al., 2012), and block likelihood (Caragea and Smith, 2006; Eidsvik et al., 2013). Here we construct a calibration method based on block composite likelihood. In particular, we adopt the idea of hybrid composite likelihood proposed by Caragea and Smith (2006) that relies on two components: dependence between block means, and dependence within each block conditioning on its block mean. This composite likelihood approach allows for a substantial reduction in the computational burden for maximum likelihood inference with high-dimensional spatial data. Also, this opens up possibilities for flexible spatial covariance structure that vary depending on each block. Moreover, since the composite likelihood from the block composite likelihood framework is a valid probability model, no further justification is necessary for its use in Bayesian inference.

The remainder of this chapter is organized as follows. In Section 5.2 we outline the basic model calibration framework using Gaussian random fields. In Section 5.3 we formulate the Bayesian calibration model using block composite likelihood, discuss relevant asymptotic theory, and explain how Godambe information may be used to adjust posterior uncertainty when using composite likelihood. In Section 5.4 we describe an application of our method to a climate model calibration problem using 2-dimensional spatial patterns of ocean temperature change and a relevant simulated example. Finally, in Section 5.5, we conclude with a discussion and future directions for research.

5.2 Calibration Using Gaussian Processes

Here we introduce our computer model calibration framework which consists of two stages: model emulation and parameter calibration (Bayarri et al., 2007; Bhat et al., 2012; Chang et al., 2014). We first construct an ‘emulator’, which is a statistical model interpolating the computer model outputs as well as providing interpolation uncertainties (Sacks et al., 1989). Using the emulator, we find the posterior density of computer model parameters while taking into account impor-

We use the following notation henceforth. $Y(s, \theta)$ is the computer model output at the spatial location $s \in S$ and the parameter setting $\theta \in \Theta$. $S$ is the spatial field that we are interested in, usually a subset of $\mathbb{R}^2$ or $\mathbb{R}^3$. $\Theta \subset \mathbb{R}^q$ is the open set of all possible computer model parameter settings with an integer $q \geq 1$. Let $\{\theta_1, \ldots, \theta_p\} \subset \Theta$ be a collection of $p$ design points in the parameter space and $\{s_1, \ldots, s_n\} \subset S$ be the set of $n$ model grid locations. $Y_i = (Y(s_1, \theta_i), \ldots, Y(s_n, \theta_i))^T$ is computer model output at the model grid locations at the parameter setting $\theta_i$. The concatenated $np \times 1$ vector of all computer model outputs is $Y = (Y_1^T, \ldots, Y_p^T)^T$. Typically $p \ll n$ since computer model runs with high-resolution are computationally expensive. Finally, we let $Z(s)$ be an observation at spatial location $s$ and $Z = (Z(s_1), \ldots, Z(s_n))^T$ be the observational data, a spatial process observed at $n$ locations. The notation introduced in this section is summarized in Table 5.1.

**Model Emulation Using Gaussian Processes.** Following Bhat et al. (2012)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>number of design points in parameter space</td>
</tr>
<tr>
<td>$n$</td>
<td>number of spatial locations for computer model grid</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>open set of all possible computer model parameter settings</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>parameter setting for $i$th model run</td>
</tr>
<tr>
<td>$S$</td>
<td>spatial field of interest</td>
</tr>
<tr>
<td>$s_j$</td>
<td>$j$th location on computer model grid</td>
</tr>
<tr>
<td>$Y(s_j, \theta_i)$</td>
<td>model output at location $s_j$ for parameter setting $\theta_i$</td>
</tr>
<tr>
<td>$Y_i$</td>
<td>model output for $i$th parameter setting, $(Y(s_1, \theta_i), \ldots, Y(s_n, \theta_i))^T$</td>
</tr>
<tr>
<td>$Z(s_j)$</td>
<td>observation at spatial location $s_j$</td>
</tr>
<tr>
<td>$Z$</td>
<td>observational data, $(Z(s_1), \ldots, Z(s_n))^T$</td>
</tr>
<tr>
<td>$X$</td>
<td>covariate matrix</td>
</tr>
<tr>
<td>$\beta$</td>
<td>vector of regression coefficients</td>
</tr>
<tr>
<td>$\xi_y$</td>
<td>vector of covariance parameters for emulator</td>
</tr>
<tr>
<td>$\eta(s, \theta)$</td>
<td>emulator process at location $s$ and $\theta$</td>
</tr>
<tr>
<td>$\eta(\theta)$</td>
<td>emulator output at parameter setting $\theta$, $(\eta(s_1, \theta), \ldots, \eta(s_n, \theta))^T$</td>
</tr>
<tr>
<td>$\theta^*$</td>
<td>true or fitted value of computer model parameter for observational data</td>
</tr>
<tr>
<td>$\delta(s)$</td>
<td>model-observation discrepancy at location $s$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>discrepancy process observed at grid locations, $(\delta(s_1), \ldots, \delta(s_n))^T$</td>
</tr>
</tbody>
</table>
and Chang et al. (2014), we construct a Gaussian process that interpolates computer model outputs as

\[ Y \sim N(X\beta, \Sigma(\xi_y)), \]

where \( X \) is an \( np \times b \) covariate matrix containing all the spatial locations and climate parameters used to define the covariance matrix \( \Sigma(\xi_y) \). \( \beta \) and \( \xi_y \) are the vectors of regression coefficients and covariance parameters respectively. We construct an interpolation process by finding the maximum likelihood estimate (MLE) of these parameters. This interpolation model provides the predictive distribution of a computer model run at any given location \( s \in S \) and \( \theta \in \Theta \) (Sacks et al., 1989).

We call this predictive process an emulator and denote it by \( \eta(s, \theta) \). Throughout this chapter, \( \beta \) is set to \( 0 \) since the Gaussian process provides enough flexibility in modeling the output process.

**Model Calibration Using Gaussian Random Processes.** We model the observational data \( Z \) as

\[ Z = \eta(\theta^*) + \delta, \]  

(5.1)

where \( \theta^* \) is the true or fitted value of computer model parameter for the observational data (Bayarri et al., 2007), \( \eta(\theta^*) = (\eta(s_1, \theta^*), \ldots, \eta(s_n, \theta^*))^T \) is the emulator output at \( \theta^* \) on the model grid, and \( \delta = (\delta(s_1), \ldots, \delta(s_n))^T \) is a term that includes both data-model discrepancy as well as observational error. The discrepancy process \( \delta(s) \) is also modeled as a Gaussian process with spatial covariance between the locations \( s_1, \ldots, s_n \). Model calibration with high-dimensional spatial data leads to computational challenges as described in the following section.

### 5.3 Calibration with High-Dimensional Spatial Data

In this section we briefly examine the challenges in model calibration using high-dimensional spatial data and the existing approaches to the problem. We then proceed to the formulation of our composite likelihood approach. We summarize the notation used in this section in Tables 5.2 and 5.3.
Table 5.2: Summary of notation used for emulation model in Section 5.3

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>number of blocks</td>
</tr>
<tr>
<td>( n_i )</td>
<td>number of spatial locations in ( i )th block</td>
</tr>
<tr>
<td>( s_{ij} )</td>
<td>( j )th spatial location in ( i )th block</td>
</tr>
<tr>
<td>( Y_{(i)} )</td>
<td>model output for ( i )th block, ((Y(s_{i1}, \cdot))^T, Y(s_{i2}, \cdot)^T, \ldots, Y(s_{in_i-1}, \cdot)^T)^T)</td>
</tr>
<tr>
<td>( Y(s_{ij}, \cdot) )</td>
<td>model output at location ( s_{ij} ), ((Y(s_{ij}, \theta_1), \ldots, Y(s_{ij}, \theta_p))^T))</td>
</tr>
<tr>
<td>( \bar{Y}_{(i)} )</td>
<td>mean vector for ( i )th block, ( \frac{1}{n_i} \sum_{j=1}^{n_i} (Y(s_{ij}, \theta_1), \ldots, Y(s_{ij}, \theta_p))^T )</td>
</tr>
<tr>
<td>( \bar{Y} )</td>
<td>vector of all block means, ( \bar{Y}^T = (\bar{Y}^T_{(1)}, \ldots, \bar{Y}^T_{(M)}) )</td>
</tr>
<tr>
<td>( \xi_s )</td>
<td>parameters for spatial covariance function ( K_s )</td>
</tr>
<tr>
<td>( K_s(s, s'; \xi_s) )</td>
<td>spatial covariance function between ( s ) and ( s' ) for emulator</td>
</tr>
<tr>
<td>( \xi_\theta )</td>
<td>parameters for covariance function ( K_\theta )</td>
</tr>
<tr>
<td>( K_\theta(\theta, \theta'; \xi_\theta) )</td>
<td>covariance function between ( \theta ) and ( \theta' )</td>
</tr>
<tr>
<td>( \Sigma_Y )</td>
<td>covariance between the block means, ( H \otimes \Sigma_\theta )</td>
</tr>
<tr>
<td>( H )</td>
<td>spatial covariance for block means, ( {H}<em>{ij} = \frac{1}{n_i n_j} \sum</em>{k=1}^{n_i} \sum_{l=1}^{n_j} K_s(s_{ik}, s_{lj}; \xi_s) )</td>
</tr>
<tr>
<td>( \Sigma_\theta )</td>
<td>covariance between ( p ) parameter settings, ( {\Sigma_\theta}<em>{ij} = K</em>\theta(\theta_i, \theta_j; \xi_\theta) )</td>
</tr>
<tr>
<td>( \mu_{Y</td>
<td>\gamma} )</td>
</tr>
<tr>
<td>( \Sigma_{Y</td>
<td>\gamma} )</td>
</tr>
<tr>
<td>( \gamma(i) )</td>
<td>spatial covariance between ( i )th block mean and block locations, ( \gamma(i) )</td>
</tr>
<tr>
<td>( \Gamma_i )</td>
<td>spatial covariance matrix for ( i )th block, ( {\Gamma_i}<em>{jk} = K_s(s</em>{ij}, s_{jk}; \xi_s) )</td>
</tr>
</tbody>
</table>

### 5.3.1 Challenges with High-Dimensional Spatial Data

The basic challenge with the approach in Section 5.2 stems from the fact that the computational cost for a single likelihood evaluation is \( O(n^3 p^3) \). For large \( n \), evaluating the likelihood function repeatedly when using algorithms like Markov chain Monte Carlo (MCMC) can become computationally prohibitive. One can reduce the computational cost by assuming a separable covariance structure between the spatial dependence and the dependence due to computer model parameters, but the computational cost is still \( O(n^3) \), and hence does not scale well with \( n \).

The current approaches to overcome such limitation for high-dimensional data rely on dimension reduction or basis expansion. The dimension reduction approaches (Bayarri et al., 2007; Chang et al., 2014) map the original output into a lower dimension and exploit the uncorrelated nature of the low-dimensional processes to speed up the computation. The basis expansion approaches (Bhat et al., 2012; Higdon et al., 2008) use a basis representation of model output that results in a reformulated likelihood with a lower computational cost. Here we introduce
a somewhat different approach that relies on the block composite likelihood for spatial data (Caragea and Smith, 2006; Eidsvik et al., 2013).

### 5.3.2 Composite Likelihood for Model Calibration

In this framework, we partition the spatial field $S$ into small blocks to avoid the computational issues related to high-dimensional data. In Section 5.4 we describe an example of how such a partition can be constructed in practice. The block composite likelihood method substitutes the original likelihood by a composite likelihood that utilizes the spatial blocks, thereby resulting in a likelihood function that requires much less computational effort. In particular, we adopt the block composite likelihood formulation of Caragea and Smith (2006). This framework assumes conditional independence between outcomes in different blocks given the block means, and the dependence between blocks is modeled through the covariance between block means. This framework gives a valid probability model, and therefore the posterior distribution defined using the composite likelihood function based on this approach is also a valid probability model. Obtaining a valid prob-

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{Z}_{(i)}$</td>
<td>observations for $i$th block, $(Z(s_{i1}), \ldots, Z(s_{in}))^T$</td>
</tr>
<tr>
<td>$\bar{Z}$</td>
<td>ith block mean for observations</td>
</tr>
<tr>
<td>$\xi_d$</td>
<td>parameters for spatial covariance function $K_d$</td>
</tr>
<tr>
<td>$K_d(s, s'; \xi_d)$</td>
<td>spatial covariance function between $s$ and $s'$ for discrepancy</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>spatial covariance matrix for block means of discrepancy, $\Omega_{ij} = \frac{1}{n(n-1)} \sum_{k=1}^{n} \sum_{l=1}^{n} K_d(s_{ik}, s_{jl}; \xi_d)$</td>
</tr>
<tr>
<td>$\Sigma_{\theta, \theta}$</td>
<td>covariance between $\theta^*$ and $\theta$</td>
</tr>
<tr>
<td>$\mu_{Z, Z}$</td>
<td>mean vector for the block means $\bar{Z}$, $(I_M \otimes \Sigma_{\theta, \theta} \Sigma_{\theta, \theta}^{-1}) \bar{Y}$</td>
</tr>
<tr>
<td>$\Sigma_{Z, Z}$</td>
<td>covariance matrix for $\bar{Z}$, $\Sigma_{Z, Z} = (\Sigma_{\theta, \theta}^{-1} \Sigma_{\theta, \theta}) + \Omega$</td>
</tr>
<tr>
<td>$\lambda_{(i)}$</td>
<td>spatial covariance between $i$th block mean and block locations for discrepancy, $\lambda_{(i)} = \frac{1}{n(n-1)} \sum_{k=1}^{n} K_d(s_{ik}, s_{ik}; \xi_d)$</td>
</tr>
<tr>
<td>$A_i$</td>
<td>spatial covariance for $i$th block locations for discrepancy, $A_i = K_d(s_{ij}, s_{ik}; \xi_d)$</td>
</tr>
<tr>
<td>$\mu_{i, Z}$</td>
<td>mean of $Z_{(i)}$ given $\bar{Z}<em>{(i)}$, $\mu</em>{i, Z} = {\lambda_{(i)}}<em>{ij} K_d(s</em>{ij}, s_{ik}; \xi_d)$</td>
</tr>
<tr>
<td>$\Sigma_{i, Z}$</td>
<td>covariance of $Z_{(i)}$ given $\bar{Z}<em>{(i)}$, $\Sigma</em>{i, Z} = (\Sigma_{\theta, \theta}^{-1} \Sigma_{\theta, \theta}) + \Lambda_i$</td>
</tr>
<tr>
<td>$\tau_{(i)}$</td>
<td>$\gamma_{(i)} \otimes (\Sigma_{\theta, \theta}^{-1} \Sigma_{\theta, \theta})$</td>
</tr>
</tbody>
</table>
ability model is important because we are embedding the likelihood in a Bayesian approach; having a valid probability model automatically assures us that the resulting posterior distribution is proper when all the prior distributions used are proper.

We do not use spatial blocking to fully specify the probability model here. Instead, the blocking provides a way to find a computationally feasible pseudo-likelihood estimator that has good asymptotic properties under the original probability model described in Section 5.2. Since the composite likelihood estimator based on blocking is not the correct likelihood estimator under the original probability model, an additional adjustment step for its asymptotic variance is required and this is discussed below.

We divide the spatial area for the computer model output into \( M \) different blocks and denote the output for each block by \( \mathbf{Y}(1), \ldots, \mathbf{Y}(M) \). The blocks are made according to the spatial field, not the parameter space, because the number of computer model runs is usually quite limited due to the high computational costs of running the model. However, in principle our approach can be extended to blocking in parameter space as well if the number of model runs is also large. Let \( n_i \) denote the number of computer model outcomes in the \( i \)th block. We denote the spatial locations in the \( i \)th block by \( \mathbf{s}_{i1}, \ldots, \mathbf{s}_{in_i} \). Each \( \mathbf{Y}(i) \) is a stack of \((n_i - 1)\)-dimensional spatial output for \( p \) different parameter settings,

\[
\mathbf{Y}(i) = \left( Y(s_{i1}, \cdot), Y(s_{i2}, \cdot), \ldots, Y(s_{in_i-1}, \cdot) \right)^T,
\]

where \( Y(s_{ij}, \cdot) = (Y(s_{ij}, \theta_1), \ldots, Y(s_{ij}, \theta_p))^T \) is the \( p \times 1 \) vector of computer model outcomes for all the parameter settings \( \theta_1, \ldots, \theta_p \). We omit one spatial location for each block in defining the output vectors to avoid degeneracy. The composite likelihood function changes slightly depending on which spatial location in each block is omitted. However, this difference is negligible unless the block sizes \( n_1, \ldots, n_M \) are very small. We let \( \bar{\mathbf{Y}}(i) = \frac{1}{n_i} \sum_{j=1}^{n_i} (Y(s_{ij}, \theta_1), \ldots, Y(s_{ij}, \theta_p))^T \) be the \( p \)-dimensional mean vector of model outcomes for the \( i \)th block, the means for the spatial block consisting of same set of locations across all model parameter settings. We define the vector of all block means by \( \bar{\mathbf{Y}} = \left( \bar{\mathbf{Y}}^T(1), \ldots, \bar{\mathbf{Y}}^T(M) \right)^T \). Similarly, we divide the observational data into \( M \) blocks in the same way and omit one observation.
for each block to have $Z_{(1)}, \ldots, Z_{(M)}$, the vectors of observational data in different blocks. We let $\bar{Z}^{(i)} = \frac{1}{n_i} \sum_{j=1}^{n_i} Z(s_{ij})$ be the $i$th block mean of observational data and $\bar{Z} = (\bar{Z}^{(1)}, \ldots, \bar{Z}^{(M)})^T$ be the collection of them.

Assuming separability, we model the covariance between the process at two different spatial locations and parameter settings $Y(s, \theta)$ and $Y(s', \theta')$ by

$$\text{Cov}(Y(s, \theta), Y(s', \theta')) = K_s(s, s'; \xi_s) K_\theta(\theta, \theta'; \xi_\theta),$$

where $K_s$ and $K_\theta$ are valid covariance functions respectively in $S$ and $\Theta$ with parameters $\xi_s$ and $\xi_\theta$. The covariance between discrepancy process at $s$ and $s'$ is given by

$$\text{Cov}(\delta(s), \delta(s')) = K_d(s, s'; \xi_d),$$

with a valid covariance function $K_d$ in $S$ and a vector of parameters $\xi_d$. More specific definition of the covariance functions is discussed below.

**Computer Model Emulation.** The first component of our composite likelihood is the model for block means that captures the large scale trend. The covariance between the block means is $\Sigma \bar{Y} = H \otimes \Sigma_\theta$ where $\Sigma_\theta$ is the covariance matrix for the random variable across $p$ parameter settings and $H$ is the $M \times M$ covariance matrix between the blocks. It is straightforward to see that the block covariance is

$$\{H\}_{ij} = \frac{1}{n_i n_j} \sum_{k=1}^{n_i} \sum_{l=1}^{n_j} K_s(s_{ik}, s_{jl}; \xi_s), \quad (5.2)$$

the mean of all possible cross covariances between two blocks.

The second component is the sum of the conditional likelihoods for each block, which models the small scale dependence and variation. For the $i$th block, the conditional distribution of output $Y_{(i)}$ given the block mean $\bar{Y}_{(i)}$ is a normal distribution with the mean and covariance given by

$$\mu_i^{Y|\bar{Y}} = E(Y_{(i)}|\bar{Y}_{(i)}) = (\gamma_{(i)}^i / \{H\}_{ii} \otimes I_p) \bar{Y}_{(i)},$$

$$\Sigma_i^{Y|\bar{Y}} = \text{Var}(Y_{(i)}|\bar{Y}_{(i)}) = (\Gamma_i - \gamma_{(i)}^i (\gamma_{(i)}^i)^T / \{H\}_{ii} \otimes \Sigma_\theta),$$

where $\Gamma_i$ is the $(n_i - 1) \times (n_i - 1)$ spatial covariance matrix for the $i$th block and $\gamma_{(i)}^i$ is the $(n_i - 1) \times 1$ covariance vector between the $i$th block mean and the $i$th
We construct the emulator by finding the MLE of $\xi$, denoted by $\hat{\xi}$. The computational cost for finding $H$ is reduced from $\frac{1}{3}n^3$ flops in the climate model calibration example in Section 5.4. Hence, $\Lambda$ is the computational cost for finding $H$. This is a reduction from $6.86 \times 10^{10}$ flops to $5.92 \times 10^7$ flops in the climate model calibration example in Section 5.4.

**Computer Model Calibration.** We formulate the composite likelihood for observational data in the same manner as above. Let $\Omega$ be the $M \times M$ covariance between the $M$ block means of the discrepancy $\delta$, defined in the same way as $H$, but with a different set of parameters $\xi_\theta$ (see Table 5.3 for its definition). The conditional mean and covariance for the block means of observational data $\bar{Z}$ are

$$
\mu_{\bar{Z}} = (I_M \otimes \Sigma_{\theta|\bar{Z}}^{-1}) \bar{Y}, \text{ an } M \times 1 \text{ vector},
$$

$$
\Sigma_{\bar{Z}} = \Lambda \otimes (\Sigma_{\theta*} - \Sigma_{\theta|\bar{Z}}^{-1}\Sigma_{\theta|\bar{Z}}^T) + \Omega, \text{ an } M \times M \text{ matrix}.
$$

where $\Sigma_{\theta|\bar{Z}}$ is the $1 \times p$ covariance vector between the fitted computer model parameter value $\theta^*$ and the design points $\theta_1, \ldots, \theta_p$. Likewise, we define $\Lambda_i$ and $\lambda^{(i)}$ as the discrepancy counterparts of $\Gamma_i$ and $\gamma^{(i)}$ with the covariance parameter $\xi_\theta$. Hence, $\Lambda_i$ and $\lambda^{(i)}$ are the $(n_i - 1) \times (n_i - 1)$ $i$th block discrepancy covariance matrix and the $(n_i - 1) \times 1$ covariance vector between the block outputs and the block mean respectively (see Table 5.3 for their definitions). The conditional mean and covariance for observational data in the $i$th block are therefore

$$
\mu_{i|\bar{Z}} = (I_{n_i-1} \otimes \Sigma_{\theta*\theta|\bar{Z}}^{-1}) Y_{(i)} + (\tau^{(i)} + \lambda^{(i)}) \left\{ \Sigma_i \right\}_i^{-1} (\bar{Z}_i - \left\{ \mu_i \right\}_i),
$$

$$
\Sigma_{i|\bar{Z}} = (\Gamma_i \otimes (\Sigma_{\theta*} - \Sigma_{\theta|\bar{Z}}^{-1}\Sigma_{\theta|\bar{Z}}^T) + \Lambda_i) - (\tau^{(i)} + \lambda^{(i)}) (\tau^{(i)} + \lambda^{(i)})^T / \left\{ \Sigma_i \right\}_i,
$$

where $\tau^{(i)} = \gamma^{(i)} \otimes (\Sigma_{\theta*} - \Sigma_{\theta|\bar{Z}}^{-1}\Sigma_{\theta|\bar{Z}}^T)$. The log composite likelihood for the

$$
c\ell(\xi_\theta, \xi_\theta) \propto -\frac{1}{2} \left( \log |\Sigma^*| + \bar{Y}^T \left( \Sigma^* \right)^{-1} \bar{Y} \right)
$$

$$
- \frac{1}{2} \sum_{i=1}^M \left( \log |\Sigma_i^*| + (\bar{Y}_{(i)} - \mu_i^* Y) \left( \Sigma_i^* \right)^{-1} (\bar{Y}_{(i)} - \mu_i^* Y) \right).
$$

We construct the emulator by finding the MLE of $\xi_\theta$ and $\xi_s$, denoted by $\hat{\xi}_\theta$ and $\hat{\xi}_s$. The computational cost for a single likelihood evaluation is reduced from $\frac{1}{2} |\lambda| |\theta| 10$ flops to $|\lambda| |\theta| 5$.

The $i$th block discrepancy covariance between the fitted computer model parameter value $\theta^*$ and the design points $\theta_1, \ldots, \theta_p$ is defined in the same way as $H$, but with a different set of parameters $\xi_\theta$ (see Table 5.3 for its definition). The conditional mean and covariance for the block means of observational data $\bar{Z}$ are

$$
\mu_{\bar{Z}} = (I_M \otimes \Sigma_{\theta^*\theta}^{-1}) \bar{Y}, \text{ an } M \times 1 \text{ vector},
$$

$$
\Sigma_{\bar{Z}} = \Lambda \otimes (\Sigma_{\theta^*} - \Sigma_{\theta^*\theta}^{-1}\Sigma_{\theta^*}^T) + \Omega, \text{ an } M \times M \text{ matrix}.
$$

where $\Sigma_{\theta^*\theta}$ is the $1 \times p$ covariance vector between the fitted computer model parameter value $\theta^*$ and the design points $\theta_1, \ldots, \theta_p$. Likewise, we define $\Lambda_i$ and $\lambda^{(i)}$ as the discrepancy counterparts of $\Gamma_i$ and $\gamma^{(i)}$ with the covariance parameter $\xi_\theta$. Hence, $\Lambda_i$ and $\lambda^{(i)}$ are the $(n_i - 1) \times (n_i - 1)$ $i$th block discrepancy covariance matrix and the $(n_i - 1) \times 1$ covariance vector between the block outputs and the block mean respectively (see Table 5.3 for their definitions). The conditional mean and covariance for observational data in the $i$th block are therefore

$$
\mu_{i|\bar{Z}} = (I_{n_i-1} \otimes \Sigma_{\theta^*\theta|\bar{Z}}^{-1}) Y_{(i)} + (\tau^{(i)} + \lambda^{(i)}) \left\{ \Sigma_i \right\}_i^{-1} (\bar{Z}_i - \left\{ \mu_i \right\}_i),
$$

$$
\Sigma_{i|\bar{Z}} = (\Gamma_i \otimes (\Sigma_{\theta^*} - \Sigma_{\theta^*\theta|\bar{Z}}^{-1}\Sigma_{\theta^*|\bar{Z}}^T) + \Lambda_i) - (\tau^{(i)} + \lambda^{(i)}) (\tau^{(i)} + \lambda^{(i)})^T / \left\{ \Sigma_i \right\}_i,
$$

where $\tau^{(i)} = \gamma^{(i)} \otimes (\Sigma_{\theta^*} - \Sigma_{\theta^*\theta}^{-1}\Sigma_{\theta^*}^T)$. The log composite likelihood for the
observational data is then
\[
cl_n(\psi) \propto -\frac{1}{2} \left( \log |\Sigma Z| + (\bar{Z} - \mu \bar{Z})^T (\Sigma \bar{Z})^{-1} (\bar{Z} - \mu \bar{Z}) \right) \\
- \frac{1}{2} \sum_{i=1}^{M} \left( \log |\Sigma_i Z_i| + (Z_i - \mu \Sigma_i Z_i) (\Sigma_i Z_i)^{-1} (Z_i - \mu \Sigma_i Z_i) \right),
\]
(5.3)
where the first line in (5.3) is the log likelihood corresponding to the block means and the second line corresponding to the observations within each block. \(\psi\) denotes all the parameters being estimated in the calibration stage including \(\theta^*\) and \(\xi_d\).

By choosing a proper prior for \(\psi, f(\psi)\), we define the approximate log posterior density, \(\log(p_n(\psi)) \propto \log f(\psi) + cl_n(\psi)\) and infer \(\psi\) using the standard Metropolis-Hastings algorithm. We allow the scale parameters for the emulator to be re-estimated along with the other parameters but fix the other emulator parameters in \(\xi_s\) and \(\xi_\theta\) at their estimated values from the emulation stage (Bayarri et al., 2007; Bhat et al., 2012; Chang et al., 2014). The formulation results in the same computational gain as in the emulation stage.

In both the emulation and calibration stages, calculation of the covariance matrix for the block means is a computational bottleneck, requiring \(\sum_{i=1}^{M} \sum_{j=i}^{M} \sum_{i=1}^{n_i} \sum_{j=1}^{n_j} n_in_j\) flops of computation. While computationally very demanding, its contribution to the likelihood function is usually not significant (Caragea and Smith, 2006). Therefore, instead of using all cross covariances between spatial locations, we randomly sample a subset of cross covariances to approximate the covariance between block means \(H\). The computation of \(H\) in (5.2) is substituted by

\[
\{H\}_{ij} = \frac{1}{m_im_j} \sum_{k=1}^{m_i} \sum_{l=1}^{m_j} K_s(u_{ik}, u_{jl}; \xi_s),
\]
(5.4)
with \(m_i \leq n_i\) and \(m_j \leq n_j\), where \(u_{i1}, \ldots, u_{im_i}\) and \(u_{j1}, \ldots, u_{jm_j}\) are randomly chosen respectively from \(s_{i1}, \ldots, s_{in_i}\) and \(s_{j1}, \ldots, s_{jn_j}\). This reduces the computational cost from \(\sum_{i=1}^{M} \sum_{j=i}^{M} \sum_{i=1}^{n_i} \sum_{j=1}^{n_j} n_in_j\) to \(\sum_{i=1}^{M} \sum_{j=i}^{M} m_im_j\), that is, \(1.32 \times 10^7\) flops to \(2.86 \times 10^5\) flops for the calibration problem in Section 5.4.2. The same approximation can be applied to \(\Omega\) with \(\xi_d\).

**Covariance Function and Prior Specification.** We use the exponential covariance function with a nugget term to define the covariance between parameter
settings \((K_{\theta})\), spatial covariance for the emulator \((K_s)\), and the spatial covariance for the discrepancy \((K_d)\). Thus the covariance between the process at two parameter settings \(\theta = (\theta_1, \ldots, \theta_q)^T\) and \(\theta' = (\theta'_1, \ldots, \theta'_q)^T\) is

\[
K_{\theta}(\theta, \theta'; \xi_{\theta}) = \zeta_{\theta} 1(\theta = \theta') + \kappa_{\theta} \exp \left( - \sum_{i=1}^{q} \phi_{\theta,i} |\theta_i - \theta'_i| \right),
\]

where \(\xi_{\theta} = (\zeta_{\theta}, \kappa_{\theta}, \phi_{\theta,1}, \ldots, \phi_{\theta,q})\), and \(\zeta_{\theta}, \kappa_{\theta}, \phi_{\theta,1}, \ldots, \phi_{\theta,q} > 0\). Likewise, the covariance between the process at two spatial locations \(s\) and \(s'\) for the emulator and the discrepancy term are

\[
K_s(s, s'; \xi_s) = \kappa_s 1(s = s') + \exp \left( -\phi_s g(s, s') \right),
\]

\[
K_d(s, s'; \xi_d) = \kappa_d 1(s = s') + \exp \left( -\phi_d g(s, s') \right),
\]

(5.5)

respectively, with \(\xi_s = (\zeta_s, \kappa_s, \phi_s)\), \(\xi_d = (\zeta_d, \kappa_d, \phi_d)\), and \(\zeta_s, \kappa_s, \phi_s, \zeta_d, \kappa_d, \phi_d > 0\). \(g(s, s')\) denotes the distance between two points. In the climate model calibration problem in Section 5.4, for example, \(g\) is the geodesic distance between two points on the Earth’s surface.

The parameters inferred by the Bayesian approach in the calibration stage are \(\kappa_s, \zeta_d, \kappa_d, \phi_d, \) and \(\Theta^*\). Following Bayarri et al. (2007), the sill parameter for the emulator \(\kappa_s\) is initially inferred via maximum likelihood estimate in the emulation stage and re-estimated by Bayesian inference in the calibration stage. We impose informative priors on the above parameters to avoid potentially obtaining improper posterior distributions (cf. Berger et al., 2001) and identifiability issues. The latter is explained further in Section 5.4. The sill parameters, \(\kappa_s\) and \(\kappa_d\) receive inverse-Gamma priors \(IG(a_{\kappa_s}, b_{\kappa_s})\) and \(IG(a_{\kappa_d}, b_{\kappa_d})\). We also impose an Inverse-Gamma prior \(IG(a_{\zeta_d}, b_{\zeta_d})\) for the nugget parameter \(\zeta_d\). The prior density for the range parameter \(\phi_d\) is assumed to be uniform with a wide support. The fitted computer model parameter \(\Theta^*\) also receives a uniform prior over a wide range. Note that one can also assume a more informative prior for \(\Theta^*\) such as a unimodal distribution based on some physical knowledge. However, in the calibration problem in Section 5.4 we do not impose such a prior for \(\Theta^*\); this allows us to study the characteristics of the posterior density of \(\Theta^*\) more transparently.

**Asymptotics and Adjustment Using Godambe Information.** The com-
posite likelihood in (5.3) is not based on the true probability model in (5.1), and therefore the ‘composite’ posterior density based on (5.3) is quite different from the true posterior based on (5.1). In this section, we discuss how the Godambe information matrix (Godambe, 1960) for estimating equations may be used to adjust for using the composite likelihood when making inferences.

We first provide the asymptotic justification for the adjustment using the Godambe information matrix. We show that, for large \( n \) and \( p \), the mode of the approximate posterior \( \hat{\psi}_B^n = \arg \max_\psi \pi_n(\psi) \) is consistent and asymptotically normally distributed, with a covariance matrix given by the inverse of the Godambe information matrix. If we let \( p \to \infty \), then the emulator converges to the measurement-error model such that

\[
\eta(\theta) \sim N(Y(\theta), \zeta_\theta \Sigma^e),
\]

where \( Y(\theta) \) is the \( n \times 1 \) vector of model output at the parameter setting \( \theta \) and the spatial locations \( s_1, \ldots, s_n \). This result holds as long as the computer model output varies reasonably smoothly in the parameter space (Yakowitz and Szidarovszky, 1985). The model for observational data is

\[
Z \sim N(Y^*, \zeta_\theta \Sigma^e + \Sigma^d),
\]

where \( Y^* = Y(\theta^*) \), \( \{\Sigma^e\}_{ij} = K_s(s_i, s_j; \xi_s) \), and \( \{\Sigma^d\}_{ij} = K_d(s_i, s_j; \xi_d) \). The composite likelihood in (5.3) then has means and covariances

\[
\begin{align*}
\mu^Z &= \bar{Y}^*, \text{ an } M \times 1 \text{ vector}, \\
\Sigma^Z &= \zeta_\theta \mathbf{H} + \Omega, \text{ an } M \times M \text{ matrix}, \\
\mu^Z_{i|Z} &= Y_{(i)} + (\zeta_\theta \gamma^{(i)} + \lambda^{(i)}) \left\{ \Sigma^Z \right\}_{ii}^{-1} (\bar{Z}_i - \{ \mu^Z \}_i), \\
\Sigma^Z_{i|Z} &= (\zeta_\theta \Gamma_i + \Lambda_i) - (\zeta_\theta \gamma^{(i)} + \lambda^{(i)})(\zeta_\theta \gamma^{(i)} + \lambda^{(i)})^T / \{ \Sigma^Z \}_{ii},
\end{align*}
\]

where \( \bar{Y}_{(i)}^* = \frac{1}{n_i} \sum_{j=1}^{n_i} Y(s_{ij}, \theta^*) \) is the \( i \)th block mean of the computer model output at \( \theta^* \) and \( Y^* = \left( Y^*_{(1)}, \ldots, Y^*_{(M)} \right)^T \) is the collection of all their block means.

We now show the consistency and the asymptotic normality of the posterior mode \( \hat{\psi}_B^n \) as \( n \to \infty \). We utilize expanding domain asymptotic results (see, e.g.
Mardia and Marshall, 1984; Cressie, 1993; Cox and Reid, 2004; Zhang and Zimmerman, 2005; Varin, 2008). The first step is establishing consistency and asymptotic normality of the maximum composite likelihood estimator.

**Proposition 5.3.1.** The following holds for the maximum composite likelihood estimator \( \hat{\psi}^{CL}_n = \arg \max_{\psi} c_\ell_n(\psi) \).

(i) (Consistency) \( \hat{\psi}^{CL}_n \overset{P}{\to} \psi^0 \) as \( n \to \infty \), where \( \psi^0 \) is the vector of true values of parameters in \( \psi \).

(ii) (Asymptotic Normality) \( G_n^{\frac{1}{2}} \left( \hat{\psi}^{CL}_n - \psi^0 \right) \overset{D}{\to} N(0, I) \) where \( G_n = Q_n P_n^{-1} Q_n \) is the Godambe information matrix (Godambe, 1960). \( P_n \) is the covariance matrix of the gradient \( \nabla c_\ell_n \) and \( Q_n \) is the negative expected value of the Hessian matrix of \( c_\ell_n \), where both are evaluated at \( \psi = \psi^0 \).

**Proof.** For a composite likelihood, it is sufficient to verify the same regularity conditions as for the usual maximum likelihood estimators (Lindsay, 1988). In the context of expanding domain asymptotics in spatial statistics, the spatial covariance function and its first and second derivatives need to be absolutely summable. From Theorem 3 in Mardia and Marshall (1984), this condition holds for the exponential covariance function that we are using here. (i) and (ii) follow immediately. \( \square \)

The main result of this section establishes the consistency and asymptotic normality of the posterior mode, \( \hat{\psi}^B_n \).

**Proposition 5.3.2.** (i) (Posterior consistency) \( |\pi_n(\psi) - \pi^0_n(\psi)|_{TV} \overset{P}{\to} 0 \) as \( n \to \infty \) where \( |\cdot|_{TV} \) is the total variation norm and \( \pi^0_n(\psi) \) is a normal density with the mean \( \psi^0 + Q_n^{-1} \nabla c_\ell_n(\psi^0) \) and the covariance \( Q_n^{-1} \) with \( Q_n^{-1} \to 0 \) as \( n \to \infty \).

(ii) (Asymptotic normality) As \( n \to \infty \), \( G_n^{\frac{1}{2}} \left( \hat{\psi}^B_n - \psi^0 \right) \overset{D}{\to} N(0, I) \).

**Proof.** When the maximum composite likelihood estimator \( \psi^{CL}_n \) is consistent and asymptotically normal, (i) and (ii) follow (Theorems 1 and 2, respectively, in Chernozhukov and Hong (2003)). Hence the result follows directly from Proposition 5.3.1. \( \square \)

**Application of Godambe Adjustment.** We have several options for adjusting our composite likelihood-based inference. These include (a) direct use of the
asymptotic distribution in Proposition 2. (ii); (b) The 'open-faced sandwich' post-hoc adjustment (Shaby, 2014) of MCMC sample from the composite posterior distribution \( \pi_n(\psi) \); (c) 'curvature' adjustment (Ribatet et al., 2012) for our MCMC procedure. We utilize (b) and (c) because these MCMC-based methods can capture the higher-order moments of the posterior distribution, which may be important in finite sample inference.

For any of these methods, it is necessary to evaluate \( P_n \) and \( Q_n \). See the Appendix B for an example of their analytic computation. Here \( Q_n \) can also be obtained using MCMC runs from the posterior distribution \( \pi_n(\psi) \) by the asymptotic result in Proposition 2. (i). The matrix operation for computing \( Q_n \) and \( P_n \) is not computationally demanding as it can be done in less than a few minutes using a high-performance single core and needs to be done only once.

We caution that the adjustment procedures here rely on the identifiability of parameters in \( \psi \). In order to evaluate \( P_n \) and \( Q_n \) under the correct probability model in (5.6), we need to be able to estimate the true value \( \psi^0 \) accurately by the posterior mode \( \hat{\psi}^B_n \). This may not always hold as there is a trade-off between the discrepancy parameters in \( \xi_d \) for finite sample sizes.

The open-faced sandwich adjustment is one approach for adjusting the covariance based on Proposition 5.3.2 (Shaby, 2014). For any MCMC sample of \( \psi \) from \( \pi_n(\psi) \), the open-faced sandwich adjustment is defined by \( \psi^{\text{open}} = \hat{\psi}^B_n + C(\psi - \hat{\psi}^B_n) \) with \( C = Q_n^{-1} P_n^{-1} Q_n^{-1} \). Similar to the curvature adjustment, this approach guarantees that the distribution of the adjusted posterior sample has the same posterior mode and the desired asymptotic covariance \( G_n^{-1} \). This method can be either embedded in each step of MCMC run, or applied after an entire MCMC run is finished.

Another approach is curvature adjustment (Ribatet et al., 2012), which substitutes \( \psi \) in (5.3) with \( \psi^{\text{curv}} = \hat{\psi}^B_n + D(\psi - \hat{\psi}^B_n) \), where \( \psi \) is the posterior mode from (5.3). \( D \) is the matrix that satisfies \( D^T Q_n D = Q_n P_n^{-1} Q_n \). This approach ensures that the resulting posterior distribution has the same mode as the original composite likelihood \( c\ell_n(\psi) \) and the asymptotic covariance \( G_n^{-1} \), as described in Proposition 2. (ii). The choice for \( D \) is not unique, and Ribatet et al. (2012) suggested using \( D = \sqrt{Q_n^{-1}} (Q_n P_n^{-1} Q_n)^{-1} \), where the square roots of the matrices are computed using singular value decomposition. Here we use the open-faced
adjustment; the curvature adjustment approach can also be used but, as shown in (Shaby, 2014), the difference between the two approaches is likely to be minimal.

It is also possible to infer the parameters using the Godambe information matrix. However, Bayesian inference based on the adjustment allows us to incorporate prior information and learn about the shape of the posterior density which might be important for a finite sample. In computer model calibration it is important to use prior information for identifying the discrepancy function; a Bayesian approach is therefore a convenient framework for doing this.

5.4 Application to UVic ESCM Calibration

We demonstrate the application of our approach to a climate model calibration problem. The computer model used here is the University of Victoria Earth system climate model (UVic ESCM) of intermediate complexity (Weaver et al., 2001). The input parameter of interest is climate sensitivity (CS), defined as the equilibrium global mean surface air temperature change due to a doubling of carbon dioxide concentrations in the atmosphere (Andronova et al., 2007; Knutti and Hegerl, 2008). Climate sensitivity is an important model diagnostic and is used as an input to climate projections as well as economic assessments of climate change impacts (see, e.g. Nordhaus and Boyer, 2000; Keller et al., 2004). We use ten UVic ESCM runs with different CS values (p=10). Each model run is a spatial pattern of ocean temperature anomaly on a regular 1.8° latitude by 3.6° longitude grid, defined as change between 1955-1964 mean and 2000-2009 mean in degree Celsius times meter (°C m). At each location, the ocean temperature anomaly is vertically integrated from 0 to 2000 m in depth. See Sriver et al. (2012) for a more detailed description of the model runs.

The model output has regions of missing data since it covers only the ocean, and partition of the spatial area needs careful consideration. We partitioned the spatial area using a random tessellation; this is also the approach followed by Eidsvik et al. (2013). We first randomly chose M different centroids out of total n locations and then assigned the spatial locations to different subregions according to the nearest centroid in terms of geodesic distance. When finding the nearest centroid for each point, we only considered the centroids in the same ocean to avoid
assigning locations separated by land to the same block. This random tessellation ensured, on average, that we have more subregions where data points are densely distributed.

Choosing the number of blocks requires balancing two conflicting objectives: using enough number of blocks to make the computation feasible, and ensuring enough sample size for each block for asymptotic convergence. One heuristic approach is to ensure that the maximum distance within each block exceeds the effective range (Eidsvik et al., 2013; Zhang and Zimmerman, 2005), which is the spatial distance at which correlation reduces to 0.05. For the exponential covariance function we use for the discrepancy term in this work, this corresponds to \( 3 \frac{1}{\phi_d} \). In practice, however, it might be difficult to strictly follow this guideline due to the long range dependence for the discrepancy process \( \delta \). In such case, one needs to choose the smallest number of blocks that still enables feasible likelihood computation. In a simulated example below, we examine how this affects the inference results.

### 5.4.1 Simulated Examples

We conducted some perfect model experiments to answer the questions of whether the the posterior density based on the composite likelihood (composite posterior) is similar to the posterior density based on the original likelihood (original posterior), of whether the posterior density with approximated block mean covariance computation (approximated composite posterior) described in (5.4) is close to the true composite posterior, and of how the number of spatial blocks and the magnitude of the discrepancy affect the composite posterior density.

Each experiment followed four key steps: choose one of the parameter settings for model runs as the synthetic truth; leave the corresponding model run out and superimpose a randomly generated error on it to construct a synthetic observation; emulate the computer model using the remaining model runs; calibrate the computer model using the constructed emulator and compare the resulting density with the synthetic truth.

To be able to compute the original posterior density with a reasonable computational effort, we restricted ourselves to a subset of spatial locations consisting of
1000 randomly selected points ($n = 1000$) and assumed separable covariance structure for the spatial field and the computer model parameter space. The synthetic truth for the climate sensitivity used here was 2.153, but choosing other parameter settings gave similar results shown here.

A comparison between the composite posterior densities with 10 blocks and the original posterior densities are shown in Figure 5.1(a) and 5.1(b). We used two different realizations of the model-observation discrepancy. These were generated from a Gaussian process model with exponential covariance (5.5) with $\zeta^*_d = 0.01$, $\kappa^*_d = 160000$, and $\phi^*_d = \frac{1}{690}$ km, where $(\zeta^*_d, \kappa^*_d, \phi^*_d)$ are assumed true values of $(\zeta_d, \kappa_d, \phi_d)$. We also conducted the same comparison for the approximated composite posterior densities (Figure 5.1(c) and 5.1(d)). The posterior densities and the resulting credible intervals from all three approaches are reasonably similar. The composite posterior densities after adjustment are slightly more dispersed than the original posterior due to the information loss caused by blocking, but the modes are quite close to the original ones confirming the consistency result in Proposition 5.3.2 (i).

We also compared the adjusted composite posterior densities with different numbers of blocks to examine the effect of the number of blocks on calibration results (Figure 5.2). The results show that using more than 30 blocks introduces a slight bias for the posterior mode that might be due to the reduced number of data points in each block or the smaller area covered by each block. When using more than 30 blocks, there are several blocks for which the maximum distance is less than the effective range. However, the credible intervals are again reasonably similar to each other and our approach still gives a reasonable answer in this setting. Similarly, we compare the adjusted composite posterior densities based on datasets generated using different assumed sill values, $\kappa^*_d = 40000$, 90000, and 160000 to investigate the effect of magnitude of discrepancy on calibration results (Figure 5.3). As one would expect, the posterior density becomes more dispersed as we increase the value of the sill.

We used informative priors for the statistical parameters, important in reducing the identifiability issues occurring in the calibration based on observational data in Section 5.4.2. We imposed a vague prior for the nugget parameter $\zeta_d \sim IG(2, 0.01(2 + 1))$ and a highly informative prior for the sill parameter
\( \kappa_d \sim IG(10000, \kappa_s^*(10000 + 1)) \). The sill parameter for the emulator \( \kappa_s \) was given a mildly informative prior with \( IG(20, \hat{\kappa}_s(20 + 1)) \), \( \hat{\kappa}_s \) the MLE of \( \kappa_s \) computed in the emulation stage. The shape parameters for the inverse-Gamma distributions are specified in the way that the prior modes are aligned with certain target values. Note that inference for simulated examples does not suffer from identifiability issues without the informative priors; we use these priors only to be consistent with the calibration based on observational data. For example, changing the shape parameter \( b_{\kappa_d} \) for the inverse-Gamma prior from 10000 to 2 does not change the results in Figures 5.1-5.3.

5.4.2 Calibration Using Observed Ocean Temperature Anomalies

As an illustrative example, we calibrated the climate sensitivity using the observed spatial pattern of ocean temperature anomaly from the data product constructed by Levitus et al. (2012). We interpolated the observational data onto the UVic model grid using a simple bilinear interpolator. By placing the model output and the observational data on the same grid, we take full advantage of the computational gains from the separability assumption. We divided the 5,903 locations (\( n = 5903 \)) into 50 blocks (\( M = 50 \)) using the random tessellation method described above. The covariance matrices for block means were approximated using (5.4) with \( m_i = \min(10, n_i) \) for \( i = 1, \ldots, 50 \). The prior specification was the same as in the simulated example with assumed sill (\( \kappa_s^* \)) of 160,000, except that the inverse of the discrepancy range parameter \( \frac{1}{\phi_d} \) was restricted to be greater than 800 km to reduce identifiability issues. Figure 5.4 shows the posterior density of climate sensitivity. The length of the MCMC chain was 15,000, and the computing time was about 15 hours (wall time) via parallel computing using 32 high-performance cores for a system with Intel Xeon E5450 Quad-Core 434 at 3.0 GHz. We verified that our MCMC algorithm and chain length were adequate by ensuring that the MCMC standard errors for our parameter estimates (Jones et al., 2006; Flegal et al., 2008) were small enough and by comparing posterior density estimates after various run lengths to see that the results, namely posterior pdfs, had stabilized.

Unlike simulated examples described above, the calibration results with and
without the adjustment described in Section 5.3.2 were clearly different due to
the reduced block sizes. This indicates that the adjustment using the Godambe
information is an important step to account for the information loss caused by
blocking, especially when using many smaller blocks is unavoidable due to the
large amount of data. In our particular application blocking causes underesti-
mation of the variance of the parameter $\theta$. Underestimation of the variances of
important input parameters can lead to an incorrect analysis in follow-up studies
based on the calibration results. For example, underestimating the uncertainty
in the important climate parameters such as the climate sensitivity can result in
incorrect risk assessment in climate change impact studies.

5.5 Discussion

5.5.1 Caveats

While our approach is helpful in mitigating computational issues for various cal-
ibration problems, there is still more work to be done to make the computation
more efficient. As $n$ continues to get large the number of spatial locations in each
block may become excessively large and evaluation of composite likelihood may not
be computationally tractable. One can consider increasing the number of blocks
until the computation becomes feasible, but then the convergence of the posterior
modes may be very slow due to too small block sizes (Cox and Reid, 2004; Varin,
2008). Another perhaps simpler approach is to use a composite likelihood frame-
work that does not involve blocks though this may involve the need for analytical
work to establish posterior propriety.

Another possible issue is related to the use of a Gaussian emulator in place
of the true computer model in computing $P_n$ and $Q_n$. Using a Gaussian process
emulator, we approximate not only the true computer model itself, but also its first
and second derivatives. In our particular example, this did not cause any problem
due to very regular behavior of the computer model output with respect to the
input parameters. However, this may not be true in general and therefore $P_n$ and
$Q_n$ calculations may be inaccurate.

The asymptotic independence between input parameters and discrepancy pa-
rameters does not usually hold in a finite sample. It is well known that calibration models usually suffer from identifiability issues (Wynn, 2001). One way to avoid the issues is to impose discrepancy prior information on the discrepancy term (Arendt et al., 2012) as we did in Section 5.4.

The scientific result shown in 5.4.2 requires some caution in its interpretation. First, besides climate sensitivity, climate system response to changes in radiatively active gases in the atmosphere also depends on the magnitude of the radiative effects of these gases (“radiative forcing”), and on the vertical mixing of heat into the deep ocean (Hansen et al., 1985; Knutti et al., 2002; Schmittner et al., 2009; Urban and Keller, 2010). The parameters controlling the forcing and the vertical mixing were kept fixed, respectively, at 0.1 and 1.5 in the model runs we use. Including these additional uncertainties is expected to make the posterior density of CS more dispersed. The example serves as a demonstration of computational feasibility of our approach when applied to high-dimensional spatial datasets rather than providing an improved estimate of CS. Second, the variability of the posterior density is sensitive to the prior information for the discrepancy term; this is a common problem for many calibration problems, as discussed earlier.

5.5.2 Summary and Future Direction

This work is, to our knowledge, the first application of composite likelihood to the computer model calibration problem. Our composite likelihood approach enables computationally efficient inference in computer model calibration using high-dimensional spatial data. We proved consistency and asymptotic normality of our posterior estimates and established covariance adjustment for posterior density based on them. The adjustment can be easily integrated into common MCMC algorithms such as the Metropolis-Hastings algorithm. The block composite likelihood used here yields a valid probability model, and therefore no additional verification for the propriety of the posterior distribution is necessary.

An attractive benefit of this general framework is that it is relatively easy, in principle, to extend the approach to a more complicated and easy-to-interpret covariance model. For example, by allowing covariance parameters to vary across the different spatial blocks, our approach can introduce non-stationarity in the
spatial processes of model output and observational data.

So far one underlying assumption in our study is that computer model output and observational data can be adequately modeled by multivariate normal distributions given by Gaussian processes. However, this is not the case for many important applications such as ice sheet model calibration where the variables in model output and observational data are highly non-Gaussian. In the next chapter our objective is to develop a calibration framework for non-Gaussian spatial data.
Figure 5.1: Comparison between calibration results using i) the original likelihood without blocking (solid black curves), ii) the block composite likelihood without the variance adjustment (dashed red line), and iii) the block composite likelihood with the variance adjustment (dashed-dotted blue line). The vertical lines represent the assumed true value for our simulation, and the horizontal bars above show the 95% credible intervals. The results shown here are based on two different realizations (two left panels for Realization 1 and two right panels for Realization 2) from the same Gaussian process model. The posterior densities with the approximation for the block means (two lower panels) are reasonably close to the densities without the approximation (two upper panels) when the variance adjustment is applied.
Figure 5.2: Comparison of posterior densities between three simulated examples with different block numbers: $M = 10$ (solid black curve), $M = 30$ (dashed red curve), and $M = 50$ (dotted-dashed blue curve). The vertical line is the assumed true value for our simulated example and the horizontal bars above are 95% credible intervals. Posterior modes based on 30 and 50 blocks show slight biases, but the width of intervals does not show notable differences.
Figure 5.3: Comparison of posterior densities between three simulated examples with different assumed magnitudes of the discrepancies: $\kappa_d^* = 40000$ (solid black curve), $\kappa_d^* = 90000$ (dashed red curve), and $\kappa_d^* = 160000$ (dotted-dashed blue curve). The vertical line indicates the assumed true value, and the horizontal bars above show the 95% credible intervals. As the discrepancy grows, the densities become more dispersed but the posterior modes stay similar.
Figure 5.4: Posterior densities of the climate sensitivity calibrated based on the observational data from Levitus et al. (2012) using our composite likelihood approach. The adjusted posterior density (solid black curve) is notably more dispersed than the unadjusted one (dashed black curve), and the corresponding 95% credible intervals (horizontal bars above) for the adjusted posterior density is also much wider than the one for the unadjusted density.
In the previous two chapters we study the calibration frameworks for datasets that are well modeled by Gaussian processes. For many computer models including ice sheet models, however, outputs are often non-Gaussian and the current approaches including ours do not provide suitable probability models for such data sets. In this section we develop a new calibration method for non-Gaussian spatial data. Our method generalizes the approach we presented in Chapter 4 to non-Gaussian spatial data that may be modeled (marginally) by distributions in the one-parametric exponential family. Similar to the calibration framework for Gaussian processes, this approach faces computational and inferential challenges when the model output and observational data are high-dimensional spatial data. Care also needs to be taken when specifying an appropriate error structure, particular for data-model discrepancies. To mitigate these challenges we propose and study a computationally efficient calibration framework based on dimension reduction using principal component analysis for the one parameter exponential family. We demonstrate the performance of our approach by applying it to a simple numerical example and a Greenland ice sheet model calibration problem.

*This chapter is based on a manuscript in preparation with Murali Haran, Patrick Applegate, and Klaus Keller.
6.1 Motivating Problem from Ice Sheet Model

There is increasing evidence that climate change due to human activity affects the Greenland ice sheet (Alexander et al., 2013; Alley et al., 2005). Characterizing and predicting the behavior of the Greenland ice sheet is important in climate change impacts and risk management due to its potentially significant contribution to future sea level rise (Bamber et al., 2001; Bamber and Aspinall, 2013; Lemke et al., 2007). Generating projections for future ice volume changes using ice sheet models is one of the main avenues of approach to this problem. Ice sheet models include input parameters that control modeled ice sheet behavior, including the evolution of ice sheet volume over time and the spatial distribution of ice.

Applegate et al. (2012) assesses the effect of parameter configuration on projections from the model SICOPOLIS (Greve, 1997; Greve et al., 2007) and shows that the future ice volume change projections have large variation between input parameter settings. Their findings indicate that parametric uncertainty is an important source of the projection uncertainty, and therefore characterizing and, when possible, reducing parametric uncertainty is a key to produce ice sheet projections that can properly inform climate risk analysis.

Model calibration using observational data is a way to characterize the parametric uncertainty. Applegate et al. (2012) uses a simple filtering approach selecting parameter settings that yield ice volumes within 10% of the observed modern ice volume. Although this simple method leads to a substantial parametric uncertainty reduction, the result still leaves room for improvement; (i) the approach reduces uncertainty for only one parameter out of the five and therefore further uncertainty reduction may be possible, and (ii) the results do not allow for probabilistic interpretation and hence more rigorous approach based on a statistical model can provide a better interpretability.

Gladstone et al. (2012) uses the confidence set approach, which chooses input parameter settings that yield output values which fall in the 95% ‘confidence set’. Their approach allows valid probabilistic interpretation but the model-observation discrepancy and the observational errors are specified only by expert judgment. Moreover, the ice sheet model needs to be computationally very efficient so that it can be run for at least thousands of parameter settings. McNeall et al. (2013) uses
a Gaussian process emulator for three model output summaries, the overall ice volume, the maximum ice height, and the area covered by ice. Their approach can be applicable to computationally expensive ice sheet models due to the Gaussian process emulator. However, instead of utilizing the probability model given by the emulator they rely on an “implausibility measure”, which is the model output mean standardized using the observational data. Both approaches enable probabilistic interpretation for ice sheet model projection to some extent, but the information provided by their results is still limited because they only provide approximate confidence limits for the input parameters and the correspond projections.

The approach in Chang et al. (2013a) improves upon these two approaches by conducting a full probabilistic calibration based on the probability model for their Gaussian process emulator and using spatially resolved information from average ice thickness profile for latitude (see Section 6.2 for more details). The probabilistic calibration approach using a Gaussian process emulator (Kennedy and O’Hagan, 2001) has been successfully applied to climate model calibration problems (Sansó and Forest, 2009; Bhat et al., 2012; Chang et al., 2014) and has provided a statistically sound way to generate future climate projections. However, the current approaches that fall into this category are not applicable to data in the form of non-Gaussian processes; non-Gaussian spatial data are important sources of spatial information on the Greenland ice sheet such as the extent of ice covered area in modern- and paleo-observations (cf. Alley et al., 2005). Chang et al. (2013a) circumvents this problem by using datasets obtained by aggregating the 2-dimensional spatial pattern of ice thickness into 1-dimensional profile and hence is silent on using datasets that are in the form of non-Gaussian spatial processes.

In this chapter we propose a calibration approach for binary spatial data. To our knowledge this is the first attempt to propose a rigorous calibration framework for non-Gaussian spatial data. The procedure is similar to the calibration framework for Gaussian data described in Chapter 2; we construct an emulator that interpolates between binary model outcomes at different input parameter settings and use the probability model given by the emulator to set up a calibration model. The approach enables utilization of important sources of information that cannot be adequately modelled by the current calibration approaches such as the extent of ice covered areas. Since binary spatial patterns from ice sheet model
output and observations are typically high-dimensional, calibration problem using these datasets poses computational and inferential challenges. To mitigate these challenges we propose a calibration framework based on dimension reduction using logistic principal component analysis (Collins et al., 2002; Lee et al., 2010). This framework is based on dimension reduction for natural parameters for the generalized linear model, and therefore it is in principle applicable to any calibration problem where the data may have been plausibly generated from a one parametric exponential family distribution.

The remainder of this chapter is organized as follows. In Section 6.2 we briefly review the ice sheet model calibration approach in Chang et al. (2013a). In Section 6.3 we introduce the basic framework for calibration using non-Gaussian spatial data and explain computational challenges posed by high-dimensional spatial data. We formulate a reduced-dimensional approach to mitigate these challenges in Section 6.4. We describe how to compute the logistic principal components (PCs) for binary computer model output and formulate an emulation framework based on them, and then set up a calibration model that relies on the reduced-dimensional emulator. Section 6.5 describes the implementation details for our experiments on a simulated example and a Greenland ice sheet model and presents the results from those experiments. We conclude the chapter by discussing future directions and caveats in Section 6.6.

### 6.2 Ice Sheet Model Calibration Using Ice Thickness Profile

Chang et al. (2013a) calibrates an ice sheet model by working with aggregated ice sheet data. Aggregation has the effect of turning the ice sheet data into data more amenable to Gaussian process modeling. The calibration method used in Chang et al. (2013a) is based on dimension reduction using principal components and kernel convolution (Higdon et al., 2008; Chang et al., 2014). Based on the average ice thickness profile along latitudes, this approach performs full probabilistic calibration based on a Gaussian process emulator for the principal components of the model output. This approach improves the previous results in two
aspects: First, this approach yields the posterior distribution of the input parameters, which provides much richer information such as interaction between input parameters and yields predictive densities of the corresponding projections. Second, this approach uses spatially resolved information rather than a few summary statistics and therefore results in smaller variations for the input parameters and the projections. However, in this approach the 2D ice thickness patterns are aggregated into 1D latitude profiles to avoid dealing with zero-inflated spatial data, which poses nontrivial computational and inferential challenges.

6.3 Computer Model Emulation and Calibration Using Binary Spatial Data

We first introduce a basic framework for computer model emulation and calibration using binary spatial data and explain the inferential and computational challenges that motivate our reduced-dimension approach described in the next section. We focus on the binary data case for ease of exposition, but the framework applies more generally to the one-parametric exponential family. The basic calibration framework for Gaussian spatial data (see e.g. Bhat et al., 2010, 2012; Chang et al., 2014, 2013b) is also a special case of this approach. Here we adapt the two stage approach (Bayarri et al., 2007; Bhat et al., 2012; Chang et al., 2014, 2013b) where we approximate the computer model by interpolating the output first (emulation step) and then conduct calibration using the emulator (calibration step). Separating the emulation step from the calibration step makes it easier to diagnose the performance of the emulator and improves the identifiability of the parameters in the calibration model (see Bhat et al., 2010, 2012, for more discussion).

We use the following notation henceforth. Let $Y(\theta, s)$ be the binary computer model output at a parameter setting $\theta \in \Theta$ and a spatial location $s \in S$ where $\Theta \subseteq \mathbb{R}^d$ is the parameter space and $S$ is the spatial field that covers the geographical area of interest. The integer $d$ represents the number of input parameters that the computer model has. We assume that we have obtained model runs at $p$ design points $\theta_1, \ldots, \theta_p \in \Theta$ and each model run has $n$ spatial locations $s_1, \ldots, s_n \in S$. We let $Y$ be the a $p \times n$ matrix of the existing computer model output where its
(i, j)th element \( Y(\theta_i, s_j) \) is the model output at the \( i \)th parameter setting \( \theta_i \) and the \( j \)th spatial location \( s_j \). Similarly we denote \( Z \) be the \( n \)-dimensional observational data where its \( j \)th element \( Z(s_j) \) is the observation at the \( j \)th spatial location \( s_j \).

### 6.3.1 Computer Model Emulation Using Binary Spatial Data

Let \( \Gamma \) be the \( p \times n \) matrix of natural parameters for model output, where its \((i, j)\)th element \( \gamma_{ij} = \log \frac{p_{ij}}{1 - p_{ij}} \) is the logit for the \( i \)th parameter setting at the \( j \)th spatial location and \( p_{ij} = P(Y(\theta_i, s_j) = 1) \). The probability model for \( Y(\theta_i, s_j) \) is given by

\[
P(Y(\theta_i, s_j) = y_{ij}) = p_{ij}^{y_{ij}}(1 - p_{ij})^{1 - y_{ij}}
\]

and therefore the log likelihood function for \( \Gamma \) given the model output \( Y \) can be rewritten as

\[
\ell(\Gamma; Y) = \sum_{i=1}^{p} \sum_{j=1}^{n} P(Y(\theta_i, s_j) = y_{ij}) = \sum_{i=1}^{p} \sum_{j=1}^{n} (1 + \exp(-(2y_{ij} - 1)\gamma_{ij}))^{-1}. \quad (6.1)
\]

To approximate the computer model we interpolate the natural parameters at different input parameter settings using a Gaussian process (cf. Sacks et al., 1989) with zero mean and the following covariance function:

\[
Cov(\gamma_{ij}, \gamma_{kl}) = C(\theta_i, \theta_k, s_j, s_l; \xi_y),
\]

where \( \xi_y \) is a vector of the covariance parameters. Note that estimating the natural parameters \( \{\gamma_{ij}, i = 1 \ldots p, j = 1, \ldots, n\} \) is not possible by simply maximizing (6.1) since this is an ill-posed problem without any constraints on them (see Section 6.3.3 for details). If estimates of the natural parameters are available, we can fit the Gaussian process to those natural parameters by finding MLE of \( \xi_y \) and use the fitted process to predict the the process of natural parameters for any untried
parameter setting $\theta$ by the standard kriging approach (Cressie, 1993; Stein, 1999). We call the fitted Gaussian process an “emulator” and the resulting predictive process an “emulator process”.

### 6.3.2 Computer Model Calibration Using Binary Spatial Data

We set up a calibration model that links the input parameter to the observational data using the emulator constructed in the previous section while considering the systematic discrepancy. Let $\mathbf{\lambda} = (\lambda_1, \ldots, \lambda_n)^T$ be the $n$-dimensional vector of natural parameters for the observational data, then our calibration model is given by

$$\mathbf{\lambda} = \mathbf{\eta}(\mathbf{\theta}^*, \mathbf{Y}) + \mathbf{\delta},$$

where $\mathbf{\delta}$ is an $n$-dimensional vector for the model-observation discrepancy. For $\mathbf{\delta}$ we use an $n$-dimensional Gaussian process with a vector of covariance parameters $\mathbf{\xi}_d$ that is independent of the emulator process $\mathbf{\eta}(\mathbf{\theta}^*, \mathbf{Y})$. This corresponds to the following probability model for each observation given by the standard logistic regression framework:

$$P(Z(s_i) = z_i) = \left( \frac{\exp(\lambda_i)}{1 + \exp(\lambda_i)} \right)^{z_i} \left( \frac{1}{1 + \exp(\lambda_i)} \right)^{1-z_i} = (1 + \exp(-(2z_i - 1)\lambda_i))^{-1}$$

where $\lambda_i$ is the $i$th element of $\mathbf{\lambda}$. With a standard prior specification for the input parameters $\mathbf{\theta}^*$ and the discrepancy parameters in $\mathbf{\xi}_d$, we can define the posterior density for those parameters and make an inference using MCMC based on the posterior density.

### 6.3.3 Computational Challenges

The framework described above faces computational and inferential challenges when the number of spatial locations $n$ is large. The emulation step described in Section 6.3.1 requires to estimate the $np$ different natural parameters. This is an ill-posed problem since the number of data points in the model output is also $np$. 
Finding a set of constraints that leads to an estimable number of parameters while still allowing enough flexibility for the resulting process is not straightforward. Although estimates of the natural parameters are available, emulation for those estimates still poses significant computational challenges. The emulation involves numerically finding the maximum likelihood estimate of $\xi_y$, requiring repeated evaluation of a computationally infeasible likelihood function; each likelihood evaluation here involves Cholesky decomposition of the $np \times np$ covariance matrix, whose computation scales as $O(n^3p^3)$. For the example in Section 6.5 this translates to computational cost of $\frac{1}{2} \times 99^3 \times 22,082^3 = 3.48 \times 10^{18}$ flops, which in turn corresponds to at least hundreds of thousands of computing time for a 3.0 Ghz single core. The calibration step is subject to similar challenges. Estimating the input parameters in $\theta^*$ and the discrepancy parameters in $\xi_d$ requires integrating out the $n$-dimensional discrepancy process $\delta$, and it makes obtaining a well-mixed MCMC chain very difficult even for a moderate size of $n$. Moreover, each likelihood evaluation involves Cholesky decomposition of the $n \times n$ covariance matrix and its computational cost scales as $O(n^3)$. This translates to computational cost of $\frac{1}{2} \times 22,082^3 = 3.59 \times 10^{12}$ flops in the example in Section 6.5, which corresponds to half an hour of computing time for a 3.0 Ghz single core.

6.4 Reduced-Dimension Approach for Binary Spatial Data

We propose a reduced-dimension approach to overcome the computational challenges discussed in the previous section. In the emulation step we build an emulator for the logistic principal components of the model output to solve the inferential issues in estimating $np$ different natural parameters and the computational issues for dealing with the $np \times np$ covariance matrix. In the calibration step we use a basis representation approach to model the discrepancy process, which removes the need to integrate out the $n$-dimensional discrepancy process and compute the Cholesky decomposition of the $n \times n$ covariance matrix.
6.4.1 Dimension Reduction for Binary Model Output

In this subsection we describe the logistic principal component analysis for binary model output in detail by closely following Lee et al. (2010). For dimension reduction we assume that $\Gamma$ can be written as

$$\Gamma = 1_p \otimes \mu^T + WW^T,$$

(6.2)

where $K_y$ is an $n \times J_y$ orthogonal basis matrix, $W$ is the $p \times J_y$ principal component matrix with $(i,j)$th element $w_j(\theta_i)$, and $\mu$ is the $n \times 1$ mean vector. We rewrite the likelihood in (6.1) as

$$\ell(\mu, K_y, W; Y) = \sum_{i=1}^{p} \sum_{j=1}^{n} g(y^\ast_{ij}(\mu_j + w_i k^T_{y,j})),
$$

(6.3)

where $g(x) = (1 + \exp(-x))^{-1}$, $\mu_j$ is the $j$th element of $\mu$, $y^\ast_{ij} = 2y_{ij} - 1$, $w_i$ is the $i$th row of $W$, and $k_{y,j}$ is the $j$th column of $K_y$.

Following Lee et al. (2010), we estimate the matrix $W$ and $K_y$ by maximizing the likelihood in (6.3) using the majorization-minimization (MM) algorithm (Lange et al., 2000; Hunter and Lange, 2004). For each iteration of the MM algorithm we minimize the majorizing function instead of the original likelihood function. The majorizing function is a function that is (i) of the same value as the original likelihood at the current value of the iteration, (ii) greater than the original likelihood for all other values of the parameters, and (iii) in an easier form to maximize than the original likelihood, such as a quadratic function. As a first step, we note that

$$-\log g(x) \leq -\log g(y) - (1 - g(y))(x - y) + \frac{1}{8}(x - y)^2.
$$

(6.4)

for a given value $y$. The equality holds if $x = y$. We can complete the square by adding a term that does not depend on $y$ to rewrite the right hand side as follows;

$$-\log g(x) \leq -\log g(y) + \frac{1}{8}(x - y - 4(1 - g(y)))^2.
$$

(6.5)

By the fact that $y^\ast_{ij}$ can take only the value of either +1 or -1, plugging in $y^\ast_{ij} \gamma_{ij}$
and \( y_{ij}^* \gamma_{ij}^{(m)} \) into \( x \) and \( y \) respectively yields

\[
- \log g(y_{ij}^* \gamma_{ij}) \leq - \log g(y_{ij}^* \gamma_{ij}^{(m)}) + \frac{1}{8} \left( \gamma_{ij} - x_{ij}^{(m)} \right)^2,
\]

(6.6)

where \( \gamma_{ij} \) is the \((i, j)\)th value of \( \Gamma \), \( \gamma_{ij}^{(m)} \) is the value of \( \gamma_{ij} \) at the \( m \)th iteration, and \( x_{ij}^{(m)} = \gamma_{ij}^{(m)} + 4 y_{ij}^* (1 - \pi(y_{ij}^* \gamma_{ij}^{(m)})) \). Note that (6.2) implies that \( \gamma_{ij} = \mu_j + w_i k_{y,j}^T \) and \( \gamma_{ij}^{(m)} = \mu_j^{(m)} + w_i^{(m)} k_{y,j}^{(m)T} \) where \( \mu_j^{(m)} \), \( k_{y,j}^{(m)} \), and \( w_i^{(m)} \) are the values of \( \mu_j \), \( k_{y,j} \), and \( w_i \) at the \( m \)th iteration respective. Since \( - \log g(y_{ij}^* \gamma_{ij}^{(m)}) \) does not depend of \( \gamma_{ij} \), the majoring function for the negative likelihood function in (6.3) is given by

\[
\sum_{i=1}^{n} \sum_{j=1}^{p} \left( x_{ij}^{(m)} - \mu_j - w_i k_{y,j}^T \right)^2.
\]

For each iteration the minimum of the majorization function occurs at

\[
\mu_j = \frac{1}{p} \sum_{i=1}^{n} \left( x_{ij}^{(m)} - w_i k_{y,j}^T \right),
\]

(6.7)

\[
w_i = (K_y K_y) - K_y (x_i^{(m)T} - \mu),
\]

(6.8)

\[
k_j = (W^T W)^{-1} W^T \left( x_{j}^{(m)} - \mu \right),
\]

(6.9)

where \( x_i^{(m)} \) and \( x_j^{(m)} \) are the \( i \)th row and the \( j \)th column of \( X^{(m)} \) respectively and \( X^{(m)} \) is a \( p \times n \) matrix having \( x_{ij}^{(m)} \) as its \((i, j)\)th element. Cycling through (6.7) - (6.9) results in a local maxima of the likelihood function in (6.3). We summarize the algorithm as follows.

1. Initialization: Set \( m = 1 \) and choose starting points \( \mu^{(1)} = (\mu_1^{(1)}, \ldots, \mu_p^{(1)})^T \), \( W^{(1)} = (w_1^{(1)}, \ldots, w_p^{(1)})^T \) and \( K_y^{(1)} = (k_1^{(1)}, \ldots, k_p^{(1)})^T \).

2. Compute \( \gamma_{ij}^{(m)} = \mu_j^{(m)} + w_i^{(m)} k_{y,j}^{(m)T} \), \( x_{ij}^{(m)} = \gamma_{ij}^{(m)} + 4 y_{ij}^* (1 - \pi(y_{ij}^* \gamma_{ij}^{(m)})) \) and let \( X^{(m)} = \{ x_{ij}^{(m)} \} \).

3. Update \( \mu^{(m+1)} = \frac{1}{p} (X^{(m)} - W^{(m)} K_y^{(m)T})^T 1_p \).

4. Compute \( W^* = (X^{(m)} - 1_p \otimes \mu^{(m+1)T})^T K_y^{(m)} (K_y^{(m)T} K_y^{(m)})^{-1} \) and find its QR decomposition \( W^* = QR \). Update \( W^{(m+1)} = Q \).
5. Update $K_y^{(m+1)} = (X^{(m)} - 1_p \otimes \mu^{(m+1)T})^T W^{(m+1)}$.

6. Set $m + 1$ and repeat from 2 until convergence.

### 6.4.2 Emulation Using Logistic PCs

As in Chapter 4 we fit a Gaussian process for each column of $W$ separately to construct a $J_y$-dimensional emulator process. By noting that the $i$th row of $W$ corresponds to the $i$th parameter setting $\theta_i$ we rewrite the $(i,j)$th of $W$ as $w_{ij} = w_j(\theta_i)$ and set up a Gaussian process for each $j$th column with the following squared exponential covariance function:

$$\text{Cov}(w_j(\theta_k), w_j(\theta_l)) = \kappa_{y,j} \exp \left( -\sum_{i=1}^{5} \frac{|\theta_{ik} - \theta_{il}|^2}{\phi_{y,ij}^2} \right) + \zeta_{y,j} 1(\theta_k = \theta_l),$$

with the partial sill $\kappa_{y,j}$, the range parameters $\phi_{y,ij}$, the nugget parameter $\zeta_{y,j}$, and the $i$th element of $\theta_k$, $\theta_{ik}$. Using the squared exponential covariance function may result in an overly regularly behaving process (Stein, 1999), but in our case the model with squared exponential covariance shows a better performance than the model with exponential covariance in cross-validation (cf. Chang et al., 2014). We estimate these parameters via MLE. The computational cost for each likelihood evaluation is $\frac{1}{2} p^3$ flops, which is $\frac{1}{3} 100^3 \approx 3.33 \times 10^5$ flops in our application.

The $J_y$-dimensional emulator process $\eta(\theta, W)$ for the logistic PCs at any untried parameter setting $\theta$ is given as the standard kriging framework (Cressie, 1993). Then the $n$-dimensional emulator process for the natural parameters at the untried parameter setting $\theta$ is

$$\gamma(\theta) = \mu + K_y \eta(\theta, W), \quad (6.10)$$

and the corresponding probability for the predicted model output at each location to be one is

$$p_j(\theta) = P(Y(\theta, s_j) = 1) = \frac{\exp(\gamma_j(\theta))}{1 + \exp(\gamma_j(\theta))},$$

where $\gamma_j(\theta)$ is the $j$th element of $\gamma(\theta)$ in (6.10). To translate the probabilities $p_1(\theta), \ldots, p_n(\theta)$ into predictions for the binary outcome we simply dichotomize
them using 0.5 as a cut-off.

6.4.3 Calibration Using Logistic PCs

Once the emulator for the logistic PCs is available we set up the following calibration model for the \( n \)-dimensional vector of the natural parameter \( \lambda \) for observational data using the emulator \( K_y \eta(\theta, W) \):

\[
\lambda = \mu + K_y \eta(\theta^*, W) + \delta,
\]

where \( \theta^* \) is the best fit value for the observational data and \( \delta \) is the discrepancy term that represents structural error between the model output and the observational data.

To get around the challenges in integrating out \( \delta \) described above we use a basis representation for the discrepancy term such that

\[
\delta = K_d v,
\]

with the \( n \times J_d \) basis matrix \( K_d \) and the \( J_d \)-dimensional random coefficient vector \( v \sim N(0, \sigma^2_d I_{J_d}) \). Finding the basis \( K_d \) that can precisely represent the discrepancy process with a small number of basis vectors is important for computational tractability. To this end we use the following procedure that is inspired by the definition of the discrepancy term:

1. For each parameter setting \( \theta_i \) we compute the proportion of match with observational data by \( q_i = \frac{\sum_{j=1}^{n} I(Z(s_j) = Y(\theta_i, s_j))}{n} \) where \( I(\cdot) \) is the indicator function. Find the ‘best’ model runs with \( q_i > c \) for a constant \( 0 < c < 1 \) and let \( B \) be the set of indexes for the selected parameter settings.

2. For each location \( s_j \) compute the proportion of mismatch between the model output and the observational data for the selected parameter settings in 1 by \( r_j = \frac{\sum_{i \in B} I(Z(s_j) \neq Y(\theta_i, s_j))}{p} \).

3. Set \( J_d = 1 \) and hence \( K_d \) is reduced to a \( n \)-dimensional vector \( k_d \). Define the \( j \)th element of \( k_d \) as \( I(0.5 < r_j) \). The random coefficient vector is also reduced to a univariate random variable \( v \sim N(0, \sigma^2_d) \).
The main goal of the above procedure is to capture a common discrepancy pattern that is persistent across all parameter settings which yield reasonably close model output to the observational data. Note that the cut-off value \( c \) used to select the best model runs in Step 1 needs to be determined a priori. In the examples described in Section 6.5.1 and 6.5.2 this procedure with \( c = 0.6 \) can identify the spatial locations where the binary outcomes in the observational data has altered from 0 to 1 or 1 to 0 by the superimposed discrepancy process (See Figure 6.1) and therefore we use this value of \( c \) henceforth.

6.5 Implementation Details and Results

We demonstrate the performance of our calibration approach through an example of (i) a simple simulated example and (ii) a real ice sheet model. For each case our objective is to understand the properties of our calibration approach through the perfect model experiment where we calibrate the ice sheet model using synthetic observations. To obtain the synthetic observations we select one model run as the synthetic truth and contaminate it using a spatially correlated process to simulate presence of systematic model-observation discrepancy. Our objective is then to recover the input parameter setting for the synthetic truth using our emulation and calibration method.

6.5.1 Simulated Example

Before we proceed to a problem of calibrating a complex ice sheet model we run a perfect model experiment using a simple numerical example. Unlike the real ice sheet model calibration problem below, this simple example does not have complicating issues such as identifiability of input parameters or sparsity of design points in the parameter space, and hence it provides an easier test for the calibration methods.

We defined the model output as

\[
Y(\theta, s) = I(\mathcal{U}(\theta, s))
\]

where

\[
\mathcal{U}(\theta, s) = \sqrt{1 - s_1^2 - \left(\frac{s_2}{1.5}\right)^2} - \theta_1 + \theta_2(s_2 + 1.5),
\]
with \( s = (s_1, s_2) \) and \( \theta = (\theta_1, \theta_2) \) for \( 0.3 < \theta_1 < 0.65, \ 0 < \theta_2 < 0.2, \ 0 < s_1 < 1, \) and \( -1.5 < s_2 < 1.5. \) We form an ensemble of model output with 100 runs where the design points for \((\theta_1, \theta_2)\) are on a regular \(10 \times 10\) lattice covering the entire parameter space \( \Theta = [0.3, 0.65] \times [0, 0.2]. \) Each model run \( Y(\theta_i) \) is a spatial pattern on a \(30 \times 30\) regular lattice that covers the entire spatial field \( S = [-1, 1] \times [-1.5, 1.5]. \) By excluding the spatial locations \( s_j \) having \( Y(\theta_i, s_j) = 0 \) for all \( i = 1, \ldots, p, \) we reduce the number of spatial locations into \( n = 608. \) See Figure 6.2 for 20 sample model runs. The first parameter \( \theta_1 \) controls the overall size of the grey area and the second parameter \( \theta_2 \) changes both the shape and the size of the grey area. We set the number of principal components to be \( J_y = 10 \) based on leave-10-percent out cross-validation; using more than 10 principal components does not significantly improve the emulation performance in our cross-validation experiments. For a perfect model experiment we construct a synthetic observational dataset by choosing the model run with \((\theta_1, \theta_2) = (0.494, 0.089)\) as the synthetic truth and contaminating the corresponding model output with noise generated from the discrepancy process, defined as a Gaussian process with the partial sill of 1.5, the range of 0.03 and the nugget of 0.00001. This affects the resulting binary pattern considerably by changing roughly 10% of the original output. We repeat the same experiment with 20 different realizations from the discrepancy process and the results are summarized in Figure 6.3. The results show that on average we can recover the true input parameter setting reasonably well in this simple numerical setting.

### 6.5.2 Calibration of an Ice Sheet Model Using Binary Ice Patterns

We use a previously published model runs (Applegate et al., 2012) from the Greenland ice sheet model SICOPOLIS (Greve, 1997; Greve et al., 2011). Each model run is a high-dimensional spatial pattern on a \(151 \times 301\) grid. Note that the model domain includes some areas covered by water where ice cannot accumulate, and hence there are grid points that contain no ice for all model runs. By excluding these locations, we obtain \( n = 22,082. \) The ensemble of runs is obtained by varying the following five different input parameters: ice positive degree-day (ice PDD),
snow positive degree day (snow PDD), geothermal heat flux, ice flow factor, and basal sliding factor. See Applegate et al. (2012) for a detailed description of the input parameters.

For the synthetic truth we choose model run #67 in Applegate et al. (2012), which was also used in Chang et al. (2013a) since (i) this run yields a modern ice sheet that is close to observations, and (ii) its parameter setting is not close to the edge of the cluster of design points and hence does not cause issues with extrapolation in emulation. Since one of the model runs is left out to construct the synthetic truth, the number of model runs used for emulation and calibration is \( p = 99 \). In principle we can calibrate the model using real world observations, but we choose not to provide real world projections here since we are not confident enough about the skill of the current Greenland ice sheet models including SICOPOLIS (Greve et al., 2011; Nowicki et al., 2013). Growing evidence indicates that the key assumption that these models are based on (“shallow ice approximation”) does not represent important characteristics of the Greenland ice sheet behavior (see, e.g. Little et al., 2007; O’Reilly et al., 2012).

The original model output consists of the spatial patterns of ice thickness. We dichotomize the spatial patterns at a certain thickness value to obtain binary spatial patterns. We use the cut-off of 100m, since in the SICOPOLIS ice with thickness of less than 100m are largely affected by the errors in the estimated modern temperature and precipitation fields and hence a cut-off value less than 100m may lead to unstable results.

To construct the synthetic observations we superimpose a discrepancy process to the original ice thickness pattern and dichotomize the result. This results in a binary observational dataset contaminated by spatially correlated discrepancy. In our experiment we subtract the same value of ice thickness (500m) from all model grid locations and dichotomize the resulting ice thickness pattern at 100m. This results in a smaller ice sheet than the ice sheet from the synthetic truth. We use this type of discrepancy to represent the situation where the ice sheet model is consistently overestimating the size of ice covered area, which is similar to the current state of the Greenland ice sheet models (Nowicki et al., 2013, their Figure 2). This overestimation by these models is mainly due to errors in the surface mass balance. We show the synthetic truth and the synthetic observational datasets
contaminated by the discrepancy in Figure 6.4.

We choose to use 10 principal components for dimension reduction based on the same cross-validation criteria described in the previous section. The leave-10-percent-out cross-validation confirms that our emulator can predict the model output precisely (Figure 6.5), with overall error rate of 6%. We give non-informative prior $IG(2, 3)$ to $\sigma_d^2$ and flat priors to the input parameters in $\theta^*$. The range of each flat prior is restricted to the range for the design points $\theta_1, \ldots, \theta_p$. Using the standard Metropolis-Hastings algorithm we generate MCMC sample for $\theta^*$ while integrating out $\sigma_d^2, \eta(\theta^*, W)$ and $v$. For each experiment we obtain MCMC chain with 1,000,000 iterations. Looking at MCMC standard errors (Jones et al., 2006; Flegal et al., 2008) suggest that the sample size was large enough to estimate posterior means while accounting for autocorrelations. We also overlaid the marginal density plots obtained after half the run over the marginal density plots obtained after the entire run, confirming that the plots do not show significant changes and the results are therefore stable. Using the MCMC chain for the input parameters we can generate projections for volume change of the Greenland ice sheet from 2006 to 2100. We build an emulator for ice volume changes generated from the SICOPOLIS and convert the MCMC chain for input parameters into projections using the emulator. The computation takes about 10 hours for the entire MCMC run on a system with Intel Xeon E5450 Quad-Core 3.0 GHz.

The pairwise joint densities of input parameters are shown in Figure 6.6. The density plots indicate that the marginal posterior density for the ice PDD factor peaks around the true parameter values, but the joint densities for other parameters do not recover the true values. We hypothesize that the binary spatial patterns are not informative about parameters other than the ice PDD. This result is consistent with earlier observations that surface mass balance controls the distribution of glacier ice (e.g. Greve, 1997). Moreover, the marginal densities for the snow PDD factor and the basal sliding factor show bimodality and have peaks at the points that are not close to the true parameter values. Understanding the cause of this phenomenon is not straightforward and therefore requires further careful investigation.

The result in Figure 6.7 shows the predictive distribution of the ice volume change projections corresponding to the estimated posterior density. For compari-
son we have also computed two additional predictive densities by (i) assuming that all the parameter settings in the model ensemble are equally likely and (ii) using a filter that chooses the parameter settings which result in ice covered area within 10% of the observed area. The results show that our calibration approach results in smaller prediction uncertainty compared to the other two simple approaches.

6.6 Discussion

In this chapter we have proposed a computer model emulation and calibration approach for binary spatial data, which are useful for ice sheet model calibration problems. To our knowledge, this is the first attempt to formulate a computer model calibration approach using non-Gaussian spatial data. Using the logistic principal component analysis and basis representation, our approach can efficiently handle high-dimensional non-Gaussian spatial data. The logistic principal component analysis is a special case of principal component analysis for the one parameter exponential family, and therefore it can be easily extended to other types of spatial data such as spatial count processes. The approach can be even further extended to the case where the variables in model output and observational data have different distributions in the one-parameter exponential family.

The simple numerical experiment shows that our approach can estimate the input parameters reasonably well even with the presence of considerable model-observation discrepancy. For the ice sheet model calibration problem, our results show identifiability issues in inferring the input parameters except for the ice PDD, but it can still make accurate projections for the ice volume changes. We hypothesize that this is because (i) the effect of the other four input parameters on the shape of the ice sheet is not strong enough to be detected under the presence of severe discrepancy, and (ii) the future projection of ice volume change is not significantly affected by those parameters over the next hundred years.
Figure 6.1: Comparison of the estimated discrepancy patterns by the procedure described in 6.4.2 (left panels) and the true discrepancy patterns that are actually used in 6.5 (right panels). The upper panels show the results for one of the discrepancy patterns used in the simple example in 6.5.1. The other 19 cases with different realizations of the discrepancy process exhibit similar results. The lower panels show the discrepancy patterns in the SICOPOLIS calibration problem in Section 6.5.2. In both cases the estimated discrepancies well capture the overall patterns of the true discrepancy patterns.
Figure 6.2: Example of 20 model runs out of total 100 model runs. The resolution of each image is $30 \times 30$. The first parameter $\theta_1$ controls the overall size of the grey pattern and the second parameter $\theta_2$ changes both the shape and the size of the pattern.
Figure 6.3: The joint (upper panel) and the marginal (lower two panels) posterior densities of the input parameters based on synthetic observational data sets with 20 different realizations from the discrepancy process defined in 6.5.1. Most of the cases the resulting posterior densities recover the true input parameter setting (white dashed lines in the upper panel and black solid line in the lower panels) reasonably well. The marginal posterior distributions have significantly smaller variation comparing to the prior distribution, showing that the parametric uncertainty has been significantly reduced by calibration.
Figure 6.4: The output from the original model run chosen as the synthetic truth (left panel) and the synthetic observational data obtained by superimposing the discrepancy term described in Section 6.5.2. The synthetic observation has a notably smaller ice covered area.
Figure 6.5: An example of leave-10-percent-out cross-validation result to verify the prediction performance of our emulator based on logistic PCA. The result shown here is for model run #74 in Applegate et al. (2012). The graphical comparison shows that the emulated model output (right panel) predicts the original SICOPOLIS model output precisely. Similar results hold for the other model runs.
Figure 6.6: The pairwise joint posterior densities for the input parameters from the calibration results in Section 6.5.2. The white dashed lines show the input parameter settings for the synthetic truth. Only the marginal posterior density of the ice PDD factor peaks around the values for the synthetic truth. The marginal densities for the snow PDD factor and the basal sliding factor show bimodality, which requires further investigation.
Figure 6.7: The ice volume change projections from 2006 to 2011 generated by the SICOPOLIS Applegate et al. (2012) based on our calibration approach (solid red line), the 10% area filter that chooses model runs within 10% of the observed ice covered area (solid blue line), and no calibration (dashed green line). The parentheses on the horizontal bars represent 95% prediction interval and the vertical bars the ranges. Our approach yields a narrower 95% prediction interval than the filtering approach. The predictive distribution from our approach shows slight bias probably due to the biases in the posterior densities for the input parameters other than the ice PDD (see Figure 6.6).
Discussion

7.1 Summary and Contributions

In this thesis I have developed computationally efficient computer model calibration approaches and applied them to climate and ice model calibration problems. I have formulated computer model calibration frameworks for high-dimensional spatial data based on two different approaches: dimension reduced calibration and block composite likelihood. The results from the climate model calibration examples show that these approaches can handle the large spatial data with high computational efficiency and infer the input parameters in a statistically sound manner. I have extended the reduced-dimension approach to computer model calibration using binary spatial datasets and applied the method to an ice model calibration problem. The perfect model experiment results indicate that the calibration using binary spatial patterns results in a better projection for future ice status and the corresponding sea level rise projection.

In Chapter 4 I have introduced a highly computationally efficient calibration approach based on principal component analysis and kernel convolution. Using this method I have calibrated a climate model based on spatial data with tens of thousands of spatial locations. The method scales, in principle, to much larger data sets because the principal components approach reduces potentially massive spatial data sets to low dimensional components that can be emulated independently. I have compared the calibration results based on spatial data with different level of aggregation and discovered that calibration using unaggregated data results in the
smallest parametric uncertainty. The result has important implications for climate uncertainty quantification; the common practice of data aggregation in climate science research may cause information loss in parameter calibration and results in a larger parametric and projection uncertainty. Therefore, using the proposed calibration approach that can efficiently handle the high-dimensional spatial data can lead to a better climate uncertainty quantification.

In Chapter 5 I have proposed a calibration method based on block composite likelihood. This is, to my knowledge, the first application of composite likelihood to a computer model calibration problem. While relatively less efficient in computation comparing to the reduced-dimension approach, this method enables rigorous approximation for the likelihood function and asymptotic analysis on the posterior estimates. This study also opens up the possibility for application of other types of composite likelihood and spatial blocking-based approaches to calibration problem.

In Chapter 6 I have generalized the reduced-dimension calibration framework (presented in Chapter 3) to the one-parameter exponential family and formulated a computationally efficient calibration framework using high-dimensional non-Gaussian spatial data. This approach is particularly useful for problem of calibrating ice sheet models, where computer model output and observational data are non-Gaussian spatial fields. There are some previous results showing that calibration using spatially resolved information can significantly reduce the parametric uncertainty in ice volume change projections (Chang et al., 2013a), but ice sheet model calibration is still largely unexplored area that still has significant room for improvement. The perfect model experiment results show that the proposed approach can resolve the computational and inferential challenges for calibrating a Greenland ice sheet model using high-dimensional binary spatial fields from model runs and observations.

7.2 Caveats and Potential Improvements

Although the proposed methods here provide computationally efficient approaches to climate model calibration using high-dimensional spatial datasets, they share several common caveats of previously studied computer model calibration and
spatial modeling approaches. One common issue across the proposed calibration approaches is the assumption of separable covariance structure. In the calibration examples in Chapter 4 and 6, the climate models have multiple input parameters and the covariance structure defined for the input parameter space is based on the separability assumption between the input parameters. When the input parameters have strong interactions with each other, the separability assumption may result in a poor approximation to the covariance structure for the input parameters. To my knowledge there has not been any work that attempts to address this issue. Similarly for the composite likelihood approach we need to assume separability between space and input parameters for computational tractability and difficulty in defining a sensible non-separable covariance structure. In the simulated examples in Chapter 4-6 the separability assumption seems to provide a good approximation to the covariance structure for the climate model outputs, but there might be cases where the separability assumption results in a poor emulation for the climate model. One may consider applying non-separable covariance structures developed for modeling space-time processes (see e.g. Cressie and Huang, 1999; Gneiting, 2002; Stein, 2005), but adapting those approaches for computer model calibration is not straightforward.

Another possible issue is information loss caused by dimension reduction used in the approaches in Chapter 4 and 6. It is well known that reduced dimensional approaches cause loss of information for smoothness of Gaussian processes (Stein, 2014). This is usually not a problem when the main purpose is to capture the large scale trend and/or to model a smooth process with a large nugget effect, which were the case for my applications in those chapters. However, there might be a case where the computer model of interest may yield non-smooth spatial processes as their output and therefore reduced dimension approaches are not suitable. In such case, the composite likelihood calibration framework described in Chapter 5 may provide a better approach.

Finally, the calibration framework in Chapter 6 is not applicable to non-Gaussian distributions that do not belong to the one-parametric exponential family. Therefore, our approach does not apply for calibration problems based on important climate processes such as the spatial pattern of precipitation or ice thickness, both of which are in the form of zero-inflated continuous data. Modelling this
type of processes requires a latent Gaussian process approach that poses significant computational challenges in integrating out the latent process (De Oliveira, 2005). The stochastic expectation-maximization algorithm (see, e.g. Diebolt and Ip, 1996; Nielsen, 2000) or approximate Bayesian computation (see, e.g. Tavaré et al., 1997; Beaumont et al., 2002) might provide a solution for this problem, but for such algorithms we need to be able to efficiently generate the latent processes in a repeated manner.

There are also several caveats in my scientific results. First, for the calibration examples in Chapters 4 and 5 the calibration results are based on only one observational data set and the calibration results may have considerable biases due to the unresolved natural variability (Olson et al., 2013). This is a common issue for most calibration results based on only one source of observational data, and using multiple observational datasets from different sources may resolve this issue (Bhat et al., 2012). Second, the model output and the observational data are averaged over a certain time period and the time component is not included in the emulation and calibration model. It is not clear whether including the time component in the calibration model explicitly improve the calibration result due to the increased information or introduce a bias due to the effect of unresolved natural variability. Third, most of the modern ice models including the ice sheet model used in Chapter 6 have several limitations (Greve et al., 2011; Nowicki et al., 2013), and therefore we choose not to provide projections for sea level rise based on observational data. This leaves the problem of making realistic projections for future ice volume change using more advanced models as a future research.

7.3 Avenues for Future Research

In addition to addressing the specific issues listed above there are several directions for future research. Here I focus on four potential ideas among these possibilities: a hierarchical calibration model using spatial blocks, sufficient dimension reduction for input parameter space, a calibration approach with multiple types of distributions, and an emulator that operates simultaneously in parameter space and in scenario space.

- The block composite likelihood approach described in Chapter 5 uses spa-
tial blocking only to reduce the computational cost for likelihood evaluation. It is possible to expand the idea of spatial blocking to introduce a more flexible spatial model in climate model calibration. In a similar manner to the composite likelihood formulation in Caragea and Smith (2006) one can formulate a hierarchical model where its first layer models the dependence between the blocks and the second layer models the dependence within each block. Moreover, by using different parameter values for different blocks one can formulate a calibration framework that allows non-stationary spatial processes. Unlike the approach described in Chapter 5 where the shapes of blocks have virtually no effect on the calibration results due to the stationarity, results from the hierarchical model are largely affected by the shapes of the spatial blocks. Therefore, in this framework it is important to find an optimal blocking that results in the maximum parametric uncertainty reduction. One possible approach to this problem is the treed Gaussian process model (Gourieroux et al., 2008).

• Input parameters for climate and ice models often show strong interactions with each other (see, e.g. Chang et al., 2013a) and therefore the model output depends on the input parameters only through some low dimensional functions of them. In such case sufficient dimension reduction (see, e.g. Cook, 1998; Adragni and Cook, 2009; Li, 1991) for input parameter space may reveal those low dimensional functions and inform us on how the parameters are interacting and which parameters are influential on the outcome (Cook, 2004). Such information is especially useful for selecting parameters for further investigation and designing sampling schemes for follow-up studies.

• In Chapter 6 we introduce a calibration approach using non-Gaussian spatial data. Since the dimension reduction is applied to the natural parameters, it is possible to extend the method to a calibration approach that can handle multiple distributions from the one-parameter exponential family. Such method is especially useful for climate model or ice model calibration by incorporating various sources of information from modern observations such as remote sensing data and paleoclimate data such as ice core observations.

• The emulator that we have developed in this thesis interpolates the model
runs only in the parameter space. Building an emulator that interpolates model runs with different forcing scenarios is of great interest to the climate research community; there has been some recent work in this regard (Castruccio et al., 2013b,a). It may be possible to extend my approaches to build an emulator that can simultaneously interpolate the climate model output across different input parameter settings and forcing scenarios. In addition to the computational challenges for dealing with large space-time data, this problem poses additional modeling challenges to define a sensible covariance structure for model runs with different input parameters and different forcing scenarios.

- Finally, it is worth noting again that dimension reduction methods as well as composite likelihood methods are very widely applicable to problems that are neither spatial nor related to computer model emulation and calibration. Both methodologies represent general approaches for tackling the immense computational challenges posed by large data sets and increasingly sophisticated models; developing new methods and theory based on these approaches in both Bayesian and non-Bayesian settings is an interesting and potentially very important avenue for future research.
Reduced-Dimensional Calibration.

A.1 Computational Cost and Storage Issue in Emulation Problem

For the 3-D case, the computational cost for matrix computation in a single likelihood evaluation is approximately \( \frac{1}{3} \times 250^3 \times 61051^3 = 1.185 \times 10^{21} \) flops, which takes more than ten million hours for a high performance modern single-core processor, typically having 3.0 GHz. Note that this computational time assumes sufficient memory is available; when it is not, as will often be the case, computation could be infeasible or slowed down even further due to memory swapping issues. In our application, a covariance matrix with \( p^2 \times n^2 = 250^2 \times 61051^2 \) elements needs to be stored for computation, which requires \( 8 \times \frac{250^2 \times 61051^2}{1024^3} \approx 1,735,624 \) Gb of storage space on double precision. This costs about 1.7 million US dollars at the current price of 10 dollars per gigabyte.
A.2 Covariance Structure Implied by Separability Assumption

For the \( i \)th principal component process \( w_i(\cdot) \), the covariance between two parameter settings \( \theta_1, \theta_2 \in \Theta \) is given by

\[
\text{Cov}(w_i(\theta_1), w_i(\theta_2)) = \text{Cov} \left( \int Y(\theta_1, s_1)e_i(s_1)ds_1, \int Y(\theta_2, s_2)e_i(s_2)ds_2 \right) \\
= \int e_i(s_1) \left( \int \text{Cov}(Y(\theta_1, s_1), Y(\theta_2, s_2))e_i(s_2)ds_2 \right) ds_1 \\
= C_\theta(\theta_1, \theta_2) \int e_i(s_1) \int \text{Cov}(s_1, s_2)e_i(s_2)ds_2ds_1 \\
= C_\theta(\theta_1, \theta_2)\lambda_i.
\]

where \( \lambda_i \) is the corresponding eigenvalue.

A.3 Diagnostics for Prediction Performance of PC Emulator

To test the performance of our emulator, we computed uncorrelated standardized prediction errors (Bastos and O’Hagan, 2009) using pivotal Cholesky decomposition for the first four principal components at five design points to have 20 predictions in total. If the emulators predict the processes of principal components reasonably well, the errors should be approximately independent and follow a t-distribution with 5 degrees of freedom. The diagnostic plots based on the computed errors are shown in Figure A.5. The graphical diagnostics indicate that our emulators for principal components predict the principal components with reasonable precision. Gaussian process emulation does not perform as well as we go beyond the first 4 leading principal components; this is not surprising because these components tend to be noisy. Note, however, that this does not cause any problems because the contribution from the non-leading principal components to the final result is minimal.
A.4 Computing Time Reduction by Parallel Computing

It is possible to further reduce the computing time for our approach using parallel computing, which may be conveniently carried out in R for instance by using the snow package (Tierney et al., 2013). For the 3-D case, we found that distributing the computation load on 4 processors reduces the overall computing time by 40%. The reduction seems less significant due to the fact that there is significant overhead due to communication time among the processors, taking up about 35% of the overall computing time. We note, however, that this is largely because the computation is already very fast without parallelization (less than 3 minutes). For problems requiring much longer computing time due to large $p$ and/or $J_y$, parallelization will provide a more significant reduction in computing time.
Figure A.1: Comparison of UVic ESCM grid (Weaver et al., 2001) and World Ocean Atlas grid (Antonov et al., 2010; Levitus et al., 2012), projected on latitude-depth space. The pattern embedded in each plot is the mean ocean temperature averaged over longitude (0-360°) and time (1955-2006). Note that the temperature pattern shown in (a) is an example of 250 model runs described in Section 2.
Figure A.2: Comparison of UVic ESCM grid and World Ocean Atlas grid, projected on longitude-latitude space. For better visibility of the figures we display only the North Atlantic area, but the model output and observations cover the entire globe. The pattern embedded in each plot is the mean ocean temperature averaged over depth (0-3000m) and time (1955-2006). Note that the temperature pattern shown in (a) is an example of 250 model runs described in Section 4.2.
Figure A.3: Comparison of emulation performance between the exponential covariance function and the squared exponential covariance function based on 50 different leave-10-percent-out cross validation scenarios. In each scenario, we randomly hold out 25 different 3-D model outputs and predict them using the remaining 225 model runs. The root mean squared errors (RMSe) are computed for each method, and the RMSe for the exponential covariance function is subtracted from the RMSe for the squared exponential function. The boxplot of differences in RMSe shows that squared exponential covariance function outperforms or shows similar performance to the exponential covariance function. Any positive RMSe corresponds to squared exponential covariance outperforming exponential covariance.
Figure A.4: Scree plot showing the eigenvalues for the 3-D case. The magnitude of the eigenvalues decreases rapidly for the first 10 principal components, and hence the remaining eigenvalues are extremely small comparing to the leading eigenvalues.
Figure A.5: Graphical diagnostics using standardized uncorrelated prediction errors. For the first four principal components, prediction errors using pivotal Cholesky decomposition are computed at five $K_{bg}$ settings (0.1, 0.2, 0.3, 0.4, 0.5) while the other two parameters are fixed at $A_{sc} = 1.5$ and $C_s = 3.976$, resulting in 20 uncorrelated standardized prediction errors.
Figure A.6: Posterior densities of $K_{bg}$ based on 10 different random samples from 3-D locations. Each curve represents the posterior density from one sample with size $n = 1,300$. 
Figure A.7: Spatial patterns for the first principal component basis vector. The latitude-depth pattern seems to show the contrast between the near the surface part and the deeper part of the ocean in the low latitude area caused by the effect of $K_{bg}$ on diffusion (Kriegler, 2005). The latitude-longitude pattern seems to show the effect of $K_{bg}$ on AMOC in the high-latitude North Atlantic, Western Boundary Currents (primarily Kuroshio current), and Eastern Boundary Currents (e.g., Peru current).
Figure A.8: Comparison of posterior densities of $K_{bg}$ computed by a) our PCA-based approach (black solid line) and b) assuming separable covariance structure (red dashed line). The results are based on 2D (latitude-depth) ocean temperature patterns.
Appendix B

Composite Likelihood Calibration

B.1 Computation of $P_n$ and $Q_n$

In this supplementary material, we describe the matrix computation for $P_n = \text{Cov}(\ell_n(\psi))$ and $Q_n = E(\ell_n(\psi))$. For ease of computation, it is useful to rewrite the composite likelihood function when $p = \infty$ as

\[
c\ell_n(\psi) \propto -\frac{1}{2} \left( \log |\Sigma\bar{Z}| + (\bar{Z} - \bar{Y}^*)^T (\Sigma\bar{Z})^{-1} (\bar{Z} - \bar{Y}^*) \right)
- \frac{1}{2} \left( \sum_{i=1}^{M} \log |\Sigma_i\bar{Z}| + \sum_{i=1}^{M} (Z_{[i]} - Y_{[i]}^*)^T A_i^T (\Sigma_i\bar{Z})^{-1} A_i (Z_{[i]} - Y_{[i]}^*) \right),
\]

where $A_i$ is a $(n_i - 1) \times n_i$ matrix such that

\[
A_i = (I_{(n_i-1)\times(n_i-1)} \ 0_{(n_i-1)\times1}) - a_i(\frac{1}{n_i}, \ldots, \frac{1}{n_i})_{1\times n_i},
\]

and $a_i$ is a $(n_i - 1) \times 1$ vector such that

\[
a_i = (\zeta^{(i)} + \lambda^{(i)}) \left\{ \Sigma \bar{Z} \right\}_{ii}^{-1}.
\]

$Z_{[i]}$ is a $n_i \times 1$ vector containing all the $n_i$ observational data in the $i$th spatial block without omission, and $Y_{[i]}$ is a $n_i \times 1$ vector of model output at $\theta^*$ defined in the same way. Omitting the part irrelevant to the data, the partial derivative
of \( c_\ell_n(\psi) \) with respect to the \( j \)th computer model parameter, \( \theta^*_j \), is given by

\[
\frac{\partial c_\ell_n(\psi)}{\partial \theta^*_j} \propto \tilde{B}^*_j(\tilde{Z} - \tilde{Y}^*) + \sum_{i=1}^{M} B^*_{i,j} \left( Z_{[i]} - Y^*_{[i]} \right),
\]

where

\[
\tilde{B}^*_j = \frac{\partial \tilde{Y}^*}{\partial \theta^*_j} \left( \Sigma Z \right)^{-1},
\]
\[
B^*_{i,j} = \left( \frac{\partial Y^*_{[i]}}{\partial \theta^*_j} \right)^T A_i^T \left( \Sigma_i Z | \tilde{Z} \right)^{-1} A_i,
\]

We let \( \xi \) be the vector containing all the parameters in \( \xi_d \) as well as the emulator parameter being re-estimated. The partial derivative with respect to the \( k \)th parameter in \( \xi \), \( \xi_k \), can be written as

\[
\frac{\partial c_\ell_n(\psi)}{\partial \xi_k} \propto \frac{1}{2} (\tilde{Z} - \tilde{Y}^*)^T \tilde{B}^d_k(\tilde{Z} - \tilde{Y}^*) + \frac{1}{2} \sum_{i=1}^{M} \left( Z_{[i]} - Y^*_{[i]} \right)^T B^d_{i,k} \left( Z_{[i]} - Y^*_{[i]} \right) + \sum_{i=1}^{M} \left( Z_{[i]} - Y^*_{[i]} \right)^T \tilde{B}^d_{i,k} \left( Z_{[i]} - Y^*_{[i]} \right)
\]

where

\[
\tilde{B}^d_k = \left( \Sigma \right)^{-1} \frac{\partial \Sigma Z}{\partial \xi_k} \left( \Sigma \right)^{-1},
\]
\[
B^d_{i,k} = A_i^T \left( \Sigma_i Z | \tilde{Z} \right)^{-1} \frac{\partial \Sigma_i Z | \tilde{Z}}{\partial \xi_k} \left( \Sigma_i Z | \tilde{Z} \right)^{-1} A_i,
\]
\[
\tilde{B}^d_{i,k} = - \left( \frac{\partial A_i}{\partial \xi_k} \right)^T \left( \Sigma_i Z | \tilde{Z} \right)^{-1} A_i.
\]

Inference on \( \theta^* \), our main goal, requires only calculating the asymptotic covariance of \( \hat{\theta}_n^B \) due to the asymptotic independence between \( \hat{\theta}_n^B \) and \( \hat{\xi}_n^B \), the posterior
modes of $\theta^*$ and $\xi$ respectively. More specifically, for any $j$ and $k$,

$$\text{Cov} \left( \frac{\partial c^\ell_n(\psi)}{\partial \theta^*_j}, \frac{\partial c^\ell_n(\psi)}{\partial \xi_k} \right) = 0,$$

because a linear combinations of zero-mean normal random variables and a quadratic form of the same variables are uncorrelated to one another. As a result, $\hat{\theta}_n^B$ and $\hat{\xi}_n^B$ have zero cross-covariance in $G_n$ and are asymptotically independent due to normality. Let $P^*_n$ be the part of $P_n$, the covariance matrix between partial derivatives with respect to the parameters in $\theta^*$ only. Likewise, let $Q^*_n$ be the part of $Q_n$ that contains only the negative expected Hessian of the parameters in $\theta^*$. For inference on $\theta^*$, it is sufficient to compute $P^*_n$ and $Q^*_n$ instead of $P_n$ and $Q_n$.

We compute the $(k,l)$th element of $P^*_n$ by plugging in $\hat{\psi}_n^B$ in place of $\psi$ in

$$\text{Cov} \left( \frac{\partial c^\ell_n(\psi)}{\partial \theta^*_k}, \frac{\partial c^\ell_n(\psi)}{\partial \theta^*_l} \right) = \bar{B}_k^* \Sigma \bar{Z} \left( \bar{B}_l^* \right)^T + \sum_{i=1}^M \sum_{j=1}^M \bar{B}_{i,k}^* \Sigma_{i,j}^Z \left( \bar{B}_{j,l}^* \right)^T + \sum_{i=1}^M \bar{B}_i^* \Sigma_1^Z \bar{Z} \left( \bar{B}_{i,l}^* \right)^T + \sum_{i=1}^M \bar{B}_i^* \Sigma_1^Z \bar{Z} \left( \bar{B}_{i,k}^* \right)^T,$$

where $\Sigma_{i,j}^Z$ is the $n_i \times n_j$ covariance matrix between $Z_{[i]}$ and $Z_{[j]}$, and $\Sigma_1^Z$ is the $1 \times n_i$ covariance matrix between $\bar{Z}$ and $Z_{[i]}$ under the probability model in (3). Similarly, the second order partial derivative of $c^\ell_n(\psi)$ with respect to $\theta^*_j$ and $\theta^*_k$ is given by

$$\frac{\partial^2 c^\ell_n(\psi)}{\partial \theta^*_j \partial \theta^*_k} \propto \left( \frac{\partial^2 Y^*}{\partial \theta^*_j \partial \theta^*_k} \right)^T \left( \Sigma \bar{Z} \right)^{-1} (\bar{Z} - Y^*)$$

$$- \left( \frac{\partial Y^*}{\partial \theta^*_j} \right)^T \left( \Sigma \bar{Z} \right)^{-1} \frac{\partial Y^*}{\partial \theta^*_k}$$

$$+ \sum_{i=1}^M \left( \frac{\partial^2 Y_{[i]}^*}{\partial \theta^*_j \partial \theta^*_k} \right)^T \bar{B}_i^T \left( \Sigma_{i,j}^Z \right)^{-1} B_i (Z_{[i]} - Y_{[i]}^*)$$
\[- \sum_{i=1}^{M} \left( \frac{\partial Y^*_i}{\partial \theta^*_j} \right)^T B_i^T \left( \Sigma_i \right)^{-1} B_i \frac{\partial Y^*_i}{\partial \theta^*_k} \]

The \((j, k)\)th element of \(Q_n^*\) is computed by substituting \(\psi\) with \(\hat{\psi}^B\) in

\[- E \left( \frac{\partial c_\ell_n(\psi)}{\partial \theta^*_j \partial \theta^*_k} \right) \propto \left( \frac{\partial Y^*_i}{\partial \theta^*_j} \right)^T \left( \Sigma \right)^{-1} \frac{\partial Y^*_i}{\partial \theta^*_k} + \sum_{i=1}^{M} \left( \frac{\partial Y^*_i}{\partial \theta^*_j} \right)^T B_i^T \left( \Sigma_i \right)^{-1} B_i \frac{\partial Y^*_i}{\partial \theta^*_k}.\]

Computing \(P_n^*\) and \(Q_n^*\) requires finding the first-order derivatives of \(Y^*_1, \ldots, Y^*_M\), and \(\bar{Y}^*\). Since they are unknown functions of \(\theta^*\), we approximate them using the corresponding derivatives of the emulator output. The approximated derivatives of \(\bar{Y}^*\) and \(Y^*_i\) with respect to \(\theta^*_j\) are given by

\[
\frac{\partial \bar{Y}^*}{\partial \theta^*_j} = \left( I_M \otimes \left( \frac{\partial \Sigma_{\theta^*_\theta}}{\partial \theta^*_j} \Sigma_{\theta^*-1} \right) \right) \bar{Y}, \\
\frac{\partial Y^*_i}{\partial \theta^*_j} = \left( I_n \otimes \left( \frac{\partial \Sigma_{\theta^*_\theta}}{\partial \theta^*_j} \Sigma_{\theta^*-1} \right) \right) Y_i.
\]

The derivative term \(\frac{\partial \Sigma_{\theta^*_\theta}}{\partial \theta^*_j}\) is determined by the covariance function for the parameter space. For the exponential covariance function used in our example, the derivative is

\[
\left\{ \frac{\partial \Sigma_{\theta^*_\theta}}{\partial \theta^*_j} \right\}_j = \phi_{\theta,i} (-1)^{1(\theta^*_j > \theta_{ij})} \exp \left( - \sum_{k=1}^{q} \phi_{\theta,k} |\theta^*_k - \theta_{kj}| \right),
\]

for \(i = 1, \ldots, q\) and \(j = 1, \ldots, p\) where \(1(\cdot)\) is the indicator function, and \(\theta_{ij}\) is the \(i\)th parameter value of the \(j\)th design point \(\theta_j\).
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